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Machine Learning: A computer 
program is said to learn from 
experience E with respect to some 
class of tasks T and performance 
measure P if its performance at tasks in 
T, as measured by P, improves with 
experience E.

Tom Mitchell
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What is machine learning (ML)?
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(1) no learning

(2) learning

(3) training
(4) inference
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ImageNet

Different types of learning
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(1) Supervised learning: A teacher provides correct answers. teacher

Panda
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ImageNet

(2) Unsupervised learning: No teacher tells correct answers.

Different types of learning
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https://kevinbinz.com/2015/02/28/the-chess-supertree/

Different types of learning
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(3) Reinforcement learning: Evaluate the effects of sequences of decisions
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Different types of learning
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(4) Transfer learning: Use knowledge in one (source) domain for another 
(target) domain

I                 love                 you.

            subject          verb              object              verb

             나는                            너는               사랑해
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Turing Test of Intelligence
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https://en.wikipedia.org/wiki/Turing_test



Yung-Hsiang Lu, Purdue University

IBM's Deep Blue

9https://spectrum.ieee.org/how-ibms-deep-blue-beat-world-champion-chess-player-garry-kasparov
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DeepMind’s AlphaGo

https://deepmind.com/alphago-korea
https://www.youtube.com/watch?v=WXuK6gekU1Y&ab_channel=DeepMind
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이세돌
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Sentient AI?
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Neural Networks 
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Hidden: not input or output
Deep: many hidden layers

https://www.ibm.com/cloud/learn/neural-networks
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https://www.ibm.com/cloud/learn/neural-networks
https://hsf-training.github.io/hsf-training-ml-webpage/03-nn/index.html
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Rectified Linear Unit
Step Function



Yung-Hsiang Lu, Purdue University

Back propagation

https://becominghuman.ai/back-propagation-in-convolutional-neural-networks-intuition-and-code-714ef1c38199
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Why complex machine models?

https://coloringhome.com/coloring-page/17144
https://www.easydrawingtips.com/dog-head-front-view-drawing-step-by-step/
https://www.pinterest.com/pin/479211216585933414/
https://feltmagnet.com/drawing/How-to-draw-a-chair
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Car Dog Pineapple Chair
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Complex Functions

Deep Learning with PyTorch

ELI STEVENS, LUCA ANTIGA,

AND THOMAS VIEHMANN
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CNN: Convolutional 
Neural Network
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Hidden: not input or output

Deep: many hidden layers
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Neural Networks are 1D structures
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How to recognize the spatial relationship?
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How to distinguish these patterns?
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What is the right filter from x to y?
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x = 

y = 
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https://d2l.ai/chapter_convolutional-neural-networks/conv-layer.html
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Deep Neural Networks (DNN)

AlexNet https://en.wikipedia.org/wiki/AlexNet
Deeper neural networks allow increasingly complex patterns to be learned, but 
increases number of computations. 
Tradeoff between performance, storage, and runtime as # hidden layers increase
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AlexNet

▪ opened the era of deep learning
▪ won 2012 ImageNet challenge
▪ inspired by the LeNet in 1998
▪ FC = full connected
▪ 2018 Turing Awards
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AlexNet
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https://learnopencv.com/pytorch-for-begin
ners-image-classification-using-pre-traine
d-models/

ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) of 
1000 classes of objects, 14M 
images.

AlexNet: Top-5 error rate (rate of 
not finding the true label of a given 
image among its top 5 predictions) 
of 15.3%. 

The next best result was 26.2%.

(smaller is better)

VGG: Visual Geometry Group
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https://learnopencv.com/understanding-alexnet/
*This website says 224 x 224 was an error.

*
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Number of pixels reduced after convolution
0 x 0 + 1 x 1 + 3 x 2 + 4 x 3 = 19
4 x 0 + 5 x 1 + 7 x 2 + 8 x 3 = 43

Pad 0 at boundaries

https://d2l.ai/chapter_convolutional-neural-networks/padding-and-strides.html
32

Padding
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Max pooling: select the 
largest in the window

0 0

0 0
0 0

1 2

7 8

0 0

stride = 2 horizontally, 3 vertically

0 6

0 0
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Max Pooling and Stride
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ReLU (Rectified Linear Unit)

tanh

diminishing gradient
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https://medium.com/greyatom/what-is-underfitting-and-overfitting-in-machine-learning-and-how-to-deal-with-it-6803a989c76

If the dimension of the machine model is too low: underfitting
too high: overfitting
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Data Augmentation
(create more training data)
to reduce overfitting



Yung-Hsiang Lu, Purdue University 38

Dropout: each connection has 50% not used in training
⇒ strengthen the weights among the remaining connections
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PyTorch (by Facebook)

PyTorch is a software library for machine learning

https://firstaerosquadron.com/2015/09/23/cockpit-evolution-from-the-beginning-to-present/

C Python PyTorch

more control more automation

45



Yung-Hsiang Lu, Purdue University

Google Colab
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Enable GPU
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runtime - change runtime type
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PyTorch Example
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Set up Your Own 
Raspberry PI
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https://projects.raspberrypi.org/en/projects/raspberry-pi-setting-up/2
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Install and Enable Firewall

Prevent unauthorized accesses
● sudo apt install ufw
● sudo ufw enable
● sudo ufw allow 22 (ssh)
● sudo ufw status


