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ABSTRACT
The system-level structure and performance of complex networked systems (e.g., the Internet) are emergent outcomes resulting from the interactions among individual entities (e.g., autonomous systems in the Internet). Thus, the systems evolve in a bottom-up manner. In our previous studies, we have proposed a framework towards laying complex systems engineering on decision-centric foundations. In this paper, we apply that framework on modeling and analyzing the structure and performance of complex networked systems through the integration of random utility theory, continuum theory and percolation theory. Specifically, we propose a degree-based decision-centric (DBDC) network model based on random utility theory. We analyze the degree distribution and robustness of networks generated by the DBDC model using continuum theory and percolation theory, respectively. The results show that by controlling node-level preferences, the model is capable of generating a variety of network topologies. Further, the robustness of networks is observed to be highly sensitive to the nodes’ preferences to degree. The proposed decision-centric approach has two advantages: 1) it provides a more general model for modeling networked systems by considering node-level preferences, and 2) the model can be extended by including non-structural attributes of nodes. With the proposed approach, systems that are evolved in a bottom-up manner can be modeled to verify hypothesized evolution mechanisms. This helps in understanding the underlying principles governing systems evolution, which is crucial to the development of design and engineering strategies for complex networked systems.

NOMENCLATURE
AS – autonomous system
ATS – Air Transportation System
BA – Barabasi-Albert
CCD – Complementary Cumulative Distribution
DBDC – Degree-Based Decision-Centric

DCA – Discrete Choice Analysis
FAA – Federal Aviation Administration
GPA – Generalized Preferential Attachment
LCC – Largest Connected Component
d – Degree
$\langle d \rangle$ – Average degree
$J_c$ – Critical fraction of nodes
m – Number of edges added at each step
s – Decision-maker-specific variables vector
t – Time
x – Alternative-specific variables vector
N – Number of nodes in a network
P – Probability
U – Utility
V – Observed utility
$\beta$ – Preferences parameter vector of utility function
$\beta_0$ – Intercept of the utility function
$\beta_1$ – Preference parameter of degree
$\epsilon$ – Uncertainty
$\Phi$ – Gaussian density

1. INTRODUCTION TO COMPLEX NETWORKED SYSTEMS

1.1. Unique features of complex networked systems
Research in complex systems has been increasingly focused on one class of systems in which the system components are highly connected as network and the system structures are not directly controlled by the designers, but evolve as a result of decisions of self-directed components/entities [1]. These systems are called complex networked systems. An example of such a system is the air transportation system (ATS), which contains different types of decision-makers (stakeholders) at different levels, such as passengers, airline companies and Federal Aviation Administration (FAA). Passengers decide which flight to take...
depending on the fare, time of transit, in-plane service, etc. The passengers’ decisions contribute to the demand between cities, which drives the airlines’ decisions on whether to add/delete a route or no (i.e., route planning) and what type of aircraft to be served on a specific route (i.e., fleet planning). FAA at a higher level will make policy and regulations in response to decisions made by airlines to ensure the overall system runs safely and efficiently. Therefore, the stakeholders’ decisions drive system trends. Another example is the Internet in which the autonomous systems (ASes) make decisions about which target ASes to link with in order to route data. These local decisions affect the global structure of the Internet, which in turn affects the Internet performance in terms of its robustness and resilience to node failure. Other examples include smart grid [2], customer-product systems [3] and smart vehicle networks [4].

The distinguishing feature of complex networked systems is that they evolve endogenously in a bottom-up manner as a result of decision-making interactions among individual entities. These individual entities (e.g., humans) are heterogeneous in nature and each of them has its own goals. Rational/irrational decisions are then made according to those goals. Moreover, individual entities may be at different levels in a complex system hierarchy, such as FAA vs. passengers in the context of ATS. Accordingly, interactions also exist between levels, resulting in recursive levels of integration. Therefore, the causal relationship between the node-level properties and the system-level performance is complex and hard to predict. These unique features make the engineering and design of complex networked systems a challenge task.

To address the challenge, a perspective in engineering that is both decision-centric and bottom-up is desired. Rather than directly controlling the system structure, the behaviors of the local interacting entities must be influenced in a way that leads to desired systems structure. Such influence requires improved coordination mechanisms and global policies, which can be realized through the provision of incentives, imposition of penalties or taxes and definition of rules or protocols. Especially, incentive structures should be carefully designed so that while individual entities are pursuing their private goals, desired system structures can be simultaneously achieved without compromising the system-level performance.

1.2. Initial efforts on complex system engineering and design

In our previous study [5, 6], we have proposed a framework towards laying complex systems engineering on decision-centric foundations. Such framework helps in characterizing the unique features of complex networked systems, as shown in Fig. 1. The local entities represented by nodes are self-directed and make decisions based on their preferences (Level 1). The preferences lead to different linking behaviors (Level 2), which affect the network structure (Level 3). Different network structures result in different network properties (Level 4) and the resulting network performance (Level 5). In the context of the ATS example, airlines make decisions on route planning with the intent of maximizing their profitability. These decisions directly affect the structure of air transportation network, such as the degree distribution, which in turn impact the whole system’s performance such as propagation of delays, robustness of network to service disruptions, and the network’s traffic flow capacity.

The framework also helps in identifying the studies needed to be performed for facilitating the complex systems engineering and design. As shown in the Fig. 1, we summarize four aspects of studies with such framework, including 1) modeling the relationship between node-level preferences and behaviors; 2) analyzing the effect of node-level preferences on the system-level; 3) estimating the node-level preferences from system structures; and 4) design incentives structures to influence individuals for desired system performance. Among the four aspects, the modeling part is a critical step. This is because the estimation and analysis of node-level preferences rely on the behavioral model established, which in turn enables designers to predict the system dynamics, to test alternative design strategies and ultimately to explore possible incentive structures.

Our previous work [7, 8, 9] has integrated the Discrete Choice Analysis (DCA) based on the Random Utility Theory [10] with the network theory to model the nodes’ linking behaviors in a complex system. In DCA, individuals’ preferences are modeled as a utility function and they make decisions by maximizing the utility (see detailed discussion in Section 3.1). On the other hand, network model is very useful in modeling large-scale complex systems because of its domain-independent nature and appropriate abstract of systems architecture and inter relationships among components in a system. Therefore, with the integration of DCA into network theory, the proposed network model helps in providing an explanatory framework for the evolution of complex networked systems.

Fig. 1 Five-level decomposition and the associated mappings in complex networked systems
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The focus of our previous work is on estimating node-level preferences in complex systems from network structural data. The estimation is an inverse problem, as shown in Fig. 2. However, our research focus in this paper is on analyzing the effect of node-level preferences on system structures and performance, which is a forward problem. To this end, we first propose a network generation model by taking the node-level preference into consideration. Then we integrate the continuum theory [1] and percolation theory [11] to analyze the impacts of nodes’ preferences on network degree distribution and the network robustness. The research outcome is a direct mapping from node-level preferences to system-level performance, which enables the traction and prediction system performance.

The remaining of the paper is organized as follows. In Section 2, we present the literature review on existing studies of using network generation models for complex networked systems. In Section 3, DCA and the proposed degree-based decision-centric (DBDC) model are introduced. In Section 4 and 5, the theoretical and experimental analysis of the DBDC model are performed, and the impacts of node-level preferences on the network structures and robustness are evaluated. To highlight unique features of the DBDC model, a comparative study to the Generalized Preferential Attachment (GPA) network model is performed in Section 6. Finally, closing thoughts are discussed in Section 7.

2. LITERATURE REVIEW OF NETWORK GENERATION MODELS

We would like to first highlight that the study presented in this paper is for understanding how the system structure (represented as a network) emerges from the local interactions from individual entities (or agents, represented as a nodes). There is literature, largely within the multi-agent system, also analyzing such local interactions, but considering the learning effects. For example, Colby and Tumer [12] study the reinforcement learning mechanism and its resulting dynamics on the coordination of the agents in a sensor network. In such study, the network size is typically small and the network structure is already defined. The interest exists in understanding the coordination dynamic on the known network due to the learning of agents. However, the networks considered in this paper are typically large-scale, and may contains thousands of nodes. Therefore, the interest exists in first understanding how such a large-scale network comes to the structure you observe, and what are the effects of nodes’ characteristics on the network generation, with a given local decision-making rules by assuming no learning effect among nodes. Being anchored on this perspective, in what follows, we review existing studies on network generation models.

Existing network generation models have been focused on developing networks that explicitly fit certain characteristics of complex networked systems, such as degree distribution. Typical examples of such models are the Watts-Strogatz model that generates local clusters and triadic closure, Barabasi-Albert (BA) model that results in scale-free networks [13]. For modeling real-world networks, models for generating scale-free networks with tunable clustering coefficient are proposed by Herrera [14], Holme [15], and Klemm and Eguiluz [16]. The primary limitation of these models is that they mainly focus on matching the observed network structure and properties (Levels 3 and 4) using hypothesized behaviors of the nodes (Level 2). These models are not suitable for explaining why individual nodes behave in that way. Hence, these models do not capture the relationship between Levels 1 and 2 in Fig. 1.

While majority of the research is focused on modelling the network formation in which behaviors of nodes are independent of each other, the theory of network formation games is concerned with modeling networks that arise from strategic choices of nodes (players) on link formation [17, 18]. The node-level behaviors are generally defined in terms of the minimization of cost incurred in building a network, but can result in maximal system payoff. Models such as the local connection game [19] the global connection game [20], facility location game [21] and dynamic network formation game [22] provide insights on the basic principles of network formation. Although network formation games provide an explanatory framework for node-level decisions, the main limitation is that the effects of node-level preferences and behaviors on the network structure and performance have not been clearly understood.

Snijders [23] presents actor-oriented models to model the evolution of social networks as a result of independent actors making linking decisions to maximize their own utilities. The models result in the probability of link addition/deletion based on the multinomial logit model. The author uses various structural measures of the network, including degree, number of reciprocated relations, and centrality, to estimate the nodes’ linking decisions. While the actor oriented models use a decision-making idea, the author does not analyze the effects of the node-level preferences on the network performance.

In systems engineering, design drivers such as cyber security and robustness should be built into the solution at the very beginning. Thus, we need to have a good understanding on the impact of local attributes and interaction on system-level performance in advance. However, existing network generation models for complex networked systems place too much emphasis on the outcomes of decision-making (node-level behavior) instead of the reasons for those decisions (decision-making preferences). There is a lack of theoretical foundations that explain how their proposed nodes’ linking behavioral models are established. In other words, the relationship between node-level preference (Level 1) and the resulting behaviors (Level 2) is unexplored. So existing studies are limited in establishing relationships between the nodes’ preferences and the system performance. These limitation impedes our understanding on the evolution of complex networked systems, and ways to direct the evolution of
these systems through incentive schemes. Therefore, this paper aims 1) to establish a decision-centric model for complex networked systems by coupling the node-level preferences and behaviors (see Section 3), and 2) to analyze the effect of node-level preferences on network structure and performance (see Section 4 and 5).

3. A DECISION-CENTRIC MODEL FOR COMPLEX NETWORKED SYSTEM

3.1. Theoretical foundation

DCA [24] has been widely used to model and forecast product demand by modeling individuals’ choice behavior in many fields ranging from transportation systems [25] to engineering systems design [26]. DCA is conducted based on the assumption that individuals seek to maximize their own utility while making decisions. Mathematically, the utility of decision maker \( n \) acquired by choosing alternative \( i \), denoted as \( U_{ni} \), can be represented as:

\[
U_{ni} = V_{ni} + \epsilon_{ni}
\]  

(1)

where \( V_{ni} \) is the observed utility and \( \epsilon_{ni} \) describes the uncertainty of the researchers in understanding decision makers’ utility. Here, \( V_{ni} \) can be modeled as a function of \( x_{ni} \) and \( s_n \), given parameter vector \( \beta_n = (\beta_{n1}, \ldots, \beta_{nk})' \), where \( k \) is the total number of variables identified. So \( V_{ni} = V(x_{ni}, s_n|\beta_n) \), where \( x_{ni} \) is alternative-specific variables that affect decision makers’ utility, such as choices’ attributes; and \( s_n \) is decision-maker-specific variables, such as decision-makers’ age, income, etc. Following utility-maximization, the probability of decision maker \( n \) chooses alternative \( i \) is the probability that the utility acquired by choosing \( i \) is greater than any other choices,

\[
P_{ni} = P(U_{ni} > U_{nj}) = P(V_{ni} + \epsilon_{ni} > V_{nj} + \epsilon_{nj}), \forall i \neq j
\]  

(2)

With different distributions of the unobserved utility \( \epsilon_{ni} \), different types of discrete choice models (DCMs) can be obtained. In this paper, a multinomial logit model [27] is adopted under the assumption that \( \epsilon_{ni} \) is identical independent distributed type I extreme value [24]. The reason of using this model is that a) closed form of the resulting choice probability can be obtained and b) the existing evidences have showed that logit model has good performance on predicting the decision-making preferences in different fields [8, 23-26]. If the preferences to the variables \( x_{ni} \) and \( s_n \) are homogeneous for all the decision-makers, then \( \beta_n = \beta \). With Equation (2), the logit form of the choice probability is:

\[
P_{ni} = \frac{e^{\beta x_{ni} + \beta s_n}}{\sum_{j=1}^{N} e^{\beta x_{nj} + \beta s_n}} = \frac{e^{V(x_{ni}, s_n|\beta)}}{\sum_{j=1}^{N} e^{V(x_{nj}, s_n|\beta)}}
\]  

(3)

3.2. Proposed model for network evolution

Following the framework of DCM in [25], a node \( i \) within a network is viewed as a decision maker, and the node’s preferences are modeled in a utility function. The node \( i \) makes decisions about which target node \( j \) to connect to (or disconnect from). The explanatory variables for those decisions can be categorized based on whether they are specific to alternatives or not, and whether they are related to network structure or not. Examples of network structure attributes include degree (the number of connectivity), clustering coefficient, and centrality. Non-network-centric attributes are social, economic, ecological and/or political factors such as income, cost, gender, etc. In this paper, using the DCM in Equation (3), we develop a degree-based network generation model as follows:

- **Growth mechanism:** During each time step, one new node enters the network, and will connect with \( m \) existing nodes with one at a time.
- **Utility function:** A commonly used linear utility function is adopted. In addition, only one alternative-specific network attribute, target node’s degree (\( d \)), is adopted as the explanatory variable, i.e., \( x_{1i} = d_j \).

\[
V_i = \beta_1 d_i + \beta_0
\]  

(4)

- **Choice probability:** The decision-making nodes are assumed to have homogeneous preferences to the degree. Hence, the resulting choice probability that the \( i^{th} \) node is selected is

\[
P_i = \frac{e^{\beta_1 d_i + \beta_0}}{\sum_{j=1}^{N} e^{\beta_1 d_j + \beta_0}} = \frac{e^{\beta_1 d_i}}{\sum_{j=1}^{N} e^{\beta_1 d_j}}
\]  

(5)

Equation (5) defines a simple network formation mechanism which indicates that the probability linking a node only depends on the alternative nodes’ degree and the decision-making nodes’ preference to such degree. The degree is chosen as the variable for two reasons: a) In network science, a node's degree has been regarded as one of the most important factors affecting the network topology [28]. b) By choosing degree, it enables a direct comparison with the existing network generating models, such as the BA model. Other assumptions in the model are:

1. The network is undirected, and only one edge exists between a pair of nodes.
2. The network is initialized with a random network with 5 nodes, and the probability of each link is 0.5.
3. The parameter \( \beta_1 \) is time independent.

The model is called degree-based decision-centric (DBDC) model in which \( \beta_1 \) captures the preferences of the nodes to degree. For example, in a friendship network, \( \beta_1 \) simply implies how a person is sensitive to the number of friends of another person. It reveals a person’s intrinsic characteristic of whether prefer to playing with people who have a lot of friends or people with a few friends. The resulting choice probability is derived from the utility-maximization behavior based on such preference. The random utility theory provides an explanatory framework for establishing the relationship between node-level...
preferences and behaviors\(^1\). In the following section, theoretical analysis of structure of the networks generated with the DBDC model is performed.

4. INTEGRATION OF THEORIES TO ANALYZE THE DBDC MODEL

4.1. Solution of degree distribution

Degree is an effective indicator of whether a node in a network is critical or not. Therefore, degree distribution is the one of the most effective ways to quantitatively represent network structure. In the context of real system, such as the ATS, the degree of nodes represents the number routes connected to an airport. Higher degree indicates an airport is more likely to be a hub. Understanding how the number of routes of each airport is distributed in the ATS is crucial for predicting travel demand in the future, which is important for airlines to make decision on route and fleet planning.

To analyze the degree distribution of networks generated by DBDC model, we employ the continuum theory presented by Albert and Barabasi [1]. The degree, \(d_i\), of node \(i\) is a continuous, time-dependent variable. It increases every time a new edge is added to the network. According to the growth mechanism, \(m\) edges are added at each time step. The rate at which \(d_i\) changes is proportional to \(P_t\) in Equation (5). Consequently, \(d_i\) satisfies the differential equation:

\[
\frac{dd_i}{dt} = mP_i = m\frac{e^{\beta_t d_i}}{\sum_{j=1}^{\infty} e^{\beta_t j}}
\]

**Algorithm:** Numerically solving Equation (6)

**Results:** \(d_i(t)\): Node \(i\)'s degree as a function of time \(t\)

**Initialization:** set the initial condition for the degree of node \(1\), \(d_{\text{init},1}[t_1] = m\)

for \(i = 1\) to \(N\) do

Construct \(i\) differential equations using Equation (6);

Define the time span for solving the differential questions, \(\text{Timespan} = 1\);

Solve the system of \(i\) differential equations and get solution for each node \(i\)'s degree \(d_i[t]\);

for \(j = 1\) to \(N - 1\) do

Update the value of \(d_{\text{init},i}[t_{i+1}]\) based on the solution at time \(t_{i+1}\);

Set the initial condition for the incoming node, \(d_{\text{init},i}[t_{i+1}] = m\);

end

end

This differential equation is hard to solve analytically because of the exponential term. Hence, we solve numerically using the algorithm shown above. Note that at each step, a new node enters the network. At time \(t_i\), it is a system of \(i\) differential equations, where \(i = 1, ..., N\). The initial condition for \(i\)'th differential equation at time \(t_i\) is \(d(t_i) = m\). The initial conditions for the remaining \((i - 1)\) differential equations at time \(t_i\) are determined by solving the differential equations at \(t_{i-1}\).

With the proposed algorithm, \(d_i(t)\) is obtained for each node \(i\). At a certain time \(t_i\), each node's degree is determined and the resulting degree distribution is evaluated by discretizing the continuous results. This approach is used to evaluate the degree distributions for different \(\beta_t\) values. Fig. 2 shows how \(\beta_t\) influences the networks' complementary cumulative distribution (CCD) of degree for \(m = 3\) and \(N = 2000\). Based on the results, it is observed that the degree distributions are qualitatively different for ranges: (a) \(\beta_t < -1\), (b) \(-1 \leq \beta_t \leq 0.04\), and (c) \(\beta_t > 0.04\), as plotted separately. The cutoff values for these ranges have been chosen through observation.

For \(\beta_t < -1\) and \(\beta_t > 0.04\), the degree distributions are found to be qualitatively similar. However, the degree distributions are highly sensitive to \(\beta_t\) within \(-1 \leq \beta_t \leq 0.04\). By fitting different distributions to the data, it is observed that the best fitting functions are: a) exponential for \(\beta_t = 0\): \(P(d) = 2.5097e^{-0.325d}\) with \(R^2 = 0.999\); b) power law for \(\beta_t = 0.04\): \(P(d) = 62.919d^{-2.956}\) with \(R^2 = 0.981\); and c) truncated Gaussian [29] for \(\beta_t = -1\): \(P(d) = \Phi(5.5,1.11)\) truncated between [3, 8] with \(R^2 = 0.929\), where \(\Phi(\cdot)\) is the density of Gaussian distribution. So, as \(\beta_t\) increases from \(-1\) to 0.04, the resulting network transitions between different types of topologies as illustrated in Fig. 2(d) using probability density. The emergence of different types of degree distributions can be explained using the choice probability in Equation (5). First, when \(\beta_t = 0\), the choice probability \(P_t\) is \(\frac{1}{m}\), indicating that all the nodes have the same linking probability, resulting in a random network with exponential degree distribution. This is also verified by Equation (6): with \(P_t = 1/N\), as \(t \to \infty\), the distribution decays exponentially following \(p(d) = \frac{1}{m}e^{-\frac{d}{m}}\).

Second, when \(\beta_t\) is positive, the higher degree nodes are more likely to get a connection. This process results in scale-free networks with power-law degree distribution. As \(\beta_t\) increases beyond 0.04, giant hubs emerge that occupy most of the edges in a network. This is reflected by the degree distribution shown in Fig. 2(c). After \(\beta_t\) increases to a certain value (the solution indicates that for \(\beta_t \geq 1.0\), the network structure remains unchanged even if \(\beta_t\) is increased further. Referring to Equation (5) for \(\beta_t > 0.04\), the choice probability of the first node is close to 1, and the other nodes' choice probabilities are multiple organizational levels, e.g., the FAA vs. the airlines, we need to create the decision-making models of stakeholders at each level.
close to 0. Thus, only the first node's degree increases at the rate of \( m \), as indicated by Equation (6).

Third, for \(-1 \leq \beta_1 < 0\), nodes with lower degree have greater probability to be linked. At each step, there is always a new node with lower degree entering the network. Hence, most nodes have a degree close to the average degree, \( \langle d \rangle \), leading to a small-world network [30] with Gaussian distribution (see Fig. 2(d)), which has a pronounced peak at \( \langle d \rangle = 6 \), and decays exponentially for large \( d \). Finally, after a certain value (the solution indicates that for \( \beta_1 \leq -8 \)), the degree distribution indicates that all the nodes have the same degree around average degree \( \langle d \rangle \). For example, the degree distributions at \( \beta_1 = -8 \) show that the network only has nodes with degrees 5 and 6 (see Fig. 2(a)). This is because for \( \beta_1 = -8 \), the resulting choice probabilities are almost the same for each node. So the rate at which each node's degree changes is almost the same as indicated by Equation (6). This corresponds to following network formation process: the node with lowest degree has the largest probability to be connected. The newly added node is more likely to choose the node added in the previous step because that node has the lowest degree. So, a network with "chain" structure emerges.

To verify the solutions from continuum theory, synthetic networks are generated using different values of \( \beta_1 \) and the corresponding degree distributions are compared with predictions from the theoretical results in Section 4.1. In the following section, we present theoretical analysis of the network robustness.

4.2. Network robustness against random failure and targeted attack

The system-level performance considered in this paper is the network's robustness. Robustness means the persistence of a system's characteristic behavior under perturbations [31]. For example, in the ATS, the robustness implies whether the system is still functional (e.g., transporting passengers) when some of the airports cannot perform their intentional functionalities (e.g., because of congestion of flights). In network science, the perturbations generally considered are either from random failure of nodes or targeted attack on nodes. In random failure,
nodes are randomly selected and removed from the network. For example, this corresponds to situation in the ATS where airports get affected by severe weather conditions. On the other hand, targeted attack involves elimination of nodes with certain properties. We consider targeted attacks on nodes with the highest degree, which can be used to represent a hub airport attacked by terrorist or its service is brought down by hackers. In both scenarios, after a certain fraction of nodes, say $f_c$, is attacked, the network becomes fragmented. The robustness of the network is proportional to the fraction of nodes that need to be removed before fragmentation occurs. So higher the $f_c$, higher the robustness. To measure when the network is fragmented, the size of largest connected component (LCC) is adopted. The presence of a LCC is an indicator of a network that is at least partly performing its intended function, while the size of the LCC indicates how much of the network is working. Theoretical analysis of network robustness is based on percolation theory [11]. Details about how percolation transition can be solved using degree distribution can be referred in [32].

In summary, we employ the continuum theory and percolation theory in this section to analyze the structure and robustness of networks generated with the DBDC model. These theories enable us to establish the relationship between node-level preferences, the network structure, and the robustness. The results show significant influence of the node-level preferences on network structure and robustness. In the following section, the conclusions are verified by using experimental analysis on synthetic networks generated using the DBDC model.

5. SIMULATION STUDY

5.1. Simulation results of network structures

To illustrate the effects of $\beta_1$ on the network structure, sample networks generated with 200 nodes and $m=1$ are shown in Fig. 4. The results visually verify our theoretical conclusions that as $\beta_1$ increases from negative to positive, the network structure transitions from “chain” to exponential random, then to scale-free, and finally to a giant-hub.

![Percolation transition of the three critical networks](image)

**Fig. 3 Percolation transition of the three critical networks**

Fig. 3(a) shows numerical results of percolation transition of the three critical networks for random failure of nodes, $f_c = 0.78$ for $\beta_1 = -1$, $f_c = 0.82$ for $\beta_1 = 0$ and $f_c = 0.74$ for $\beta_1 = 0.4$. Compared with the robustness of other networks reported in [32], the obtained results indicate that the overall network robustness stays high as $\beta_1$ changes. Fig. 3(b) shows the percolation transition of targeted attack on three representative networks. The critical fraction points for the three networks are calculated as $f_c = 0.969$ for $\beta_1 = -1$, $f_c = 0.398$ for $\beta_1 = 0$, and $f_c = 0.0028$ for $\beta_1 = 0.04$. The robustness against targeted attack of Gaussian network ($\beta_1 = -1$) is higher than the exponential network ($\beta_1 = 0$), and the robustness of the exponential network is higher than the network with power-law degree distribution ($\beta_1 = 0.04$). This indicates that as $\beta_1$ increases from negative to positive, the network robustness decreases gradually.

We further investigate the effects of $\beta_1$ on degree distributions empirically for the same model settings (network size $N =$

![Image](image)

**Table 1 Best fitting of degree distribution of synthetic networks generated with the DBDC model**

<table>
<thead>
<tr>
<th>Critical $\beta_1$</th>
<th>Fitting Function for CCD ($F(d) = p(d_i &gt; d)$)</th>
<th>$R^2$</th>
<th>Network structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1 = -20$</td>
<td>$4.5679e^{-0.397d}$</td>
<td>0.996</td>
<td>Exponential random</td>
</tr>
<tr>
<td>$\beta_1 = -2$</td>
<td>$\Phi (5.99,0.871)$ truncated between [3,8]</td>
<td>0.982</td>
<td>Small-world network</td>
</tr>
<tr>
<td>$\beta_1 = -1$</td>
<td>$\Phi (5.988,1.296)$ truncated between [3,10]</td>
<td>0.959</td>
<td>Transition from exponential random to small-world</td>
</tr>
<tr>
<td>$\beta_1 = 0$</td>
<td>$2.6233e^{-0.296d}$</td>
<td>0.996</td>
<td>Exponential random</td>
</tr>
<tr>
<td>$\beta_1 = 0.04$</td>
<td>$1.08e^{-0.202d}$</td>
<td>0.988</td>
<td>Transition from scale-free to exponential random</td>
</tr>
<tr>
<td>$\beta_1 = 0.05$</td>
<td>$46.444d^{-2.673}$</td>
<td>0.976</td>
<td>Scale-free</td>
</tr>
<tr>
<td>$\beta_1 = 15$</td>
<td>$0.85444e^{-0.212d}$</td>
<td>0.85</td>
<td>Exponential random</td>
</tr>
</tbody>
</table>
Fig. 4 Network visualization for representative $\beta_1$ values (Model parameters: network size = 200 and $m = 1$)

2000 and $m = 3$) as in Section 3.1. The degree distributions of the critical values of $\beta_1$ identified through theoretical analysis (i.e., $\beta_1 = -1$, 0 and 0.04) is analysed and the best fitting curve is presented in Table 1. Based on the results, it is observed that the overall trends of the network structural evolution comply with the ones presented in Fig. 2. But the critical values of $\beta_1$ at which the networks transition are slightly different. For example, the theoretical solution indicates that $\beta_1 = 0.04$ corresponds to the network with power-law degree distribution.

However, in the generated network, the corresponding $\beta_1$ is found to be 0.05. This can be attributed to the idealizations in the theoretical model, including the assumption of degree as a continuous variable and the numerical solution of the rate equation. So far, the empirical results verify the conclusion drawn in Section 3.1.

5.2. Simulation results of network robustness

To simulate the network fragmentation process, 1% of the existing nodes are removed during each step. In random failure, the nodes to be removed are randomly selected, whereas in targeted attack, the nodes with the highest degrees are selected. Changes in LCC are monitored during the node-removal process. The network is said to be fragmented when the LCC reduces below 2% of the LCC of the original network. The network's robustness is quantified in terms of the critical fraction point, $f_c$, corresponding to network fragmentation. Following the approach of Beygelzimer et al. [33], ten networks are generated at each $\beta_1$ value, and the random failure process is carried out ten times for each network. 95% confidence intervals are calculated using the $t$-distribution.

Empirical results of network robustness against random failure and targeted attack are shown in Fig. 5. It is observed that the robustness against random failure is higher than the robustness against targeted attack. This verifies the conclusion from theoretical analysis presented in Section 3.2. However, the network robustness is highly sensitive to $\beta_1$ in the range of $0.05 \leq \beta_1 \leq 2$, as highlighted in the small figure in Fig. 5. The average robustness ranges from 0.658 to 0.859. This is because $\beta_1$ in this range corresponds to the network with many hubs. Since these hubs occupy most of the edges in the network, the robustness is highly dependent on when these hubs are removed. Since nodes are randomly removed, the variation in network robustness is large.

For the targeted attack, the network robustness increases logarithmically (The fitting function is $y = 0.0311 \ln(x) + 0.4908$, $R^2 = 0.9803$) as $\beta_1$ decreases from 0 to $-5$, which corresponds to the transition from exponential random to small-world network. The robustness reaches a maximum value of 0.533 at $\beta_1 = -5$. At $\beta_1 = 0$, the robustness is 0.382, which corresponds to the robustness of an exponential random network. The network robustness decreases for $0 \leq \beta_1 \leq 0.32$ and reaches its minimum value of 0.02 at $\beta_1 = 0.32$, where the largest giant-hub network structure is formed. There is a sharp increase in robustness form 0.02 to 0.373 for $0.32 \leq \beta_1 \leq 2$.

In summary, the network robustness decreases monotonically as network transitions from small-world network to exponential random network, and further to a giant-hub structure. This result verifies the outcomes from theoretical analysis in Section 3.2. Additionally, for $\beta_1 \geq 2$, the robustness is almost constant, with an average value of 0.383. For $\beta_1 \leq -5$, the network robustness gradually decreases to 0.457 at $\beta_1 = -20$. Both values are close to the robustness of random network, indicating that the network
structure returns to the exponential random network as \( |\beta_i| \to \infty \). This provides a complete picture of how the node-level preferences \( \beta_i \) affect the network robustness.

The results on the network robustness shed light on making the system more robust, assuming the model represent the growth mechanisms underlying real systems. As a guiding principle, \( \beta_i \) values resulting in giant-hub networks should be avoided due to low robustness in targeted attack and fluctuation of robustness in random failure. There are three critical values of \( \beta_i \) for acquiring a network with high robustness: \( \beta_i = \{0, 2, -2\} \). For \( \beta_i = 0 \), an exponential random network is obtained with high robustness against targeted attack. The second critical value is at \( \beta_i = 2 \) where the resulting network has a robustness value of exponential random network and meanwhile, the network robustness does not increase but is maintained after this value. The third critical value is in the transition of network structure from exponential random to small-world as \( \beta_i \) decreases. For \( \beta_i \leq -2 \), the robustness does not increase significantly. This implies that the incentives should be well designed to influence the individuals' preferences so that a network with high robustness to targeted attack can be achieved without costing additional effort.

6. COMPARATIVE STUDY AND FURTHER INSIGHTS

The approach that integrate continuum theory and percolations theory to analyze the network models is general enough to be applied to many other network generation models. We applied this approach to the GPA model that has been widely used in network science community. Detailed analysis on the GAP model can be referred to [6]. Through the comparison, we found the GPA model is limited in modeling the diverse structures of systems in the real world. However, as the results indicate, the proposed DBDC model is simple, yet shows complex transitions of network structures and performance. The richer model provides the capability of capturing diverse types of complex networked systems, as compared to the GPA model. Besides, there are several other differences between the DBDC model and GPA model. The first main difference between the DBDC and GPA model is in the linking choice probabilities. The choice probability of DBDC model in Equation (5) can be written as:

\[
p_i^{DBDC} = \frac{e^{\beta_id_i}}{\sum_{j=1}^{N} e^{\beta_jd_j}} = \left( 1 + \sum_{j=1,j \neq i}^{N} e^{\beta_i(d_i-d_j)} \right)^{-1}
\]

Similarly, the linking probability of GPA model is:

\[
p_i^{GPA} = \frac{d_i + A}{\sum_{j=1}^{N} d_j + A} = \left( 1 + \sum_{j=1,j \neq i}^{N} \frac{1 + A}{d_i + d_j} \right)^{-1}
\]

where \( A \) is called additional attractiveness which describes the additional influence on nodes’ linking probability besides degree. Therefore, in the DBDC model, the probability of linking is dependent on the difference between their degrees. On the other hand, in the GPA model, the linking probability is dependent on the ratio of the degrees of nodes. Hence, the two models provide different explanations for how the systems are driven to evolve.

In addition, the DBDC model and GPA models provide different interpretations of how parameters can be influenced. The models suggest two different ways to affect node-level behaviors. The first approach is to provide incentives to influence individuals' preferences, e.g., the preference to degree, \( \beta_1 \). The second approach is to give incentives to have individuals change their characteristics, e.g., the node's additional attractiveness, \( A \). Further, the DBDC model is more general than GPA. Actually, the GPA model can be modeled as a special case of the DBDC model. The choice probability of the DBDC model transforms to the GPA model if the utility function defined in Equation (4) is defined as \( V_i = \ln(\beta_i d_i + \beta_0) \). Finally, the DBDC model can be extended by including other network-metric and non-network-metric variables, linear or nonlinear utility functions, homogeneous or heterogeneous preferences. Thus it provides a general and extensible framework for network generation.

7. CLOSING THOUGHTS – TOWARDS SCIENTIFIC FOUNDATIONS FOR COMPLEX SYSTEMS ENGINEERING

As described in Section 1, in complex networked systems, individual entities interact with each other so that the systems evolve in a bottom-up manner. The interconnectivity and interdependency among the individual entities (either physical components/subsystems or human such as users, designers, and other stakeholders) lead to systems with complexity and vulnerabilities. Further, the increasing involvement of human activities in the loop makes systems more difficult to model and analyze. Therefore, engineering complex systems requires comprehensive systems approach to analyze not only the traditional technical issues, but also the policy issues and the human behaviors.

In this regard, it is important to have a scientific foundation that facilitates the bottom-up systems engineering. The lack of theoretic foundations in current systems engineering impedes the effective adaptation of systems engineering practices to ever increasing system complexity, to a broad range of application domains, and to new enabling technologies [34]. The systems engineering community has been aware of this trend. For example, a recent National Science Foundation (NSF) workshop brought experts in systems engineering to address the task of laying a theoretical foundation for the practice of systems engineering. The workshop pointed out that the systems engineering discipline is so broad that there should not be just one universal theory. Participants in this workshop listed over 30 theories and knowledge areas, ranging from mathematics and physical sciences to human and social sciences, which the foundation can be built on.
Towards developing such theoretical foundation, many initiatives have been taken. Davendralingam et al. [5] categorize these initiatives into four classes: a) the application of theories to solve specific problems in one domain; b) abstraction of theories from application domains to domain-independent knowledge; c) the integration of theories from different domain; and d) the translation of a theory from one domain to another domain. In these four classes of initiatives, current systems engineering has been primarily focused on the first two initiatives, i.e., the application and the abstraction. Though they are important, Davendralingam and coauthors [5] argue that the key to laying theoretical foundations for systems engineering depends on the other two classes of initiatives, i.e., the integration of theories and the translation of theories. These two classes are important because effective and cohesive integration helps determine the appropriate level of abstraction such that foundational research can be performed while ensuring the applicability of theories across domains. Consequently, translation can be achieved which enables useful systems engineering approaches to expand into new domains for lasting impact.

Achieving meaningful integration is whereas challenging primarily due to the breadth and diversity of many knowledge areas. As Collopy and Mesmer mentioned in [34] that “a foundation is more than recognition of related knowledge areas. A foundation should identify specific elements within each knowledge area that are necessary, and then tie the knowledge areas together in a theoretical construct or model”.

In this paper, we take initial steps towards achieving a meaningful integration. We show an implementation of the decision-centric framework to demonstrate how it facilitates the integration of theories from different domains, such as the random utility theory, continuum theory and the percolation theory, to support the modeling and analysis of complex networked systems. Specifically, a DBDC model is proposed for modeling the evolution of complex networked systems. The network structures, and the robustness against random failure and targeted attack are analyzed. The results establish a connection from the node-level preferences to the system-level performance. Therefore, a holistic framework that qualitatively captures the mappings across all the five levels (shown in Fig. 1) of complex networked systems is provided. The model is domain-independent and at an appropriate level of abstraction of system architecture.

The contributions of this paper are three-fold. First, the proposed DBDC model is domain-independent. It helps obtain diverse network topologies which represent various types of systems’ structures. This helps in obtaining surrogate models for different types of real-world systems. Second, the model enables node-level preferences estimation in terms of the $\beta$ values. Thereby, the node-behaviors in complex systems can be better understood. Third, once the node-level preferences are obtained, current system’s performance can be evaluated. Appropriate incentives could be designed to modify individuals’ preferences so that a desired system performance can be achieved.
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