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ABSTRACT


In this thesis, we investigate methods for texture synthesis and texture re-rendering of indoor room scene images. The goal is to create a photorealistic redesign of interior spaces by replacing surface finishes with a new product based on a single room scene image. Specifically, we focus on automating this process to reduce manual input while enabling high-quality and easy-to-use experience. The most common method of rendering textures into a scene is called texture mapping. Texture mapping involves mapping pixels in a texture sample to vertices in an object model. Typically, a large texture sample is required to perform texture mapping properly. Given a small texture sample, texture synthesis creates a large sized texture that appears to have been made by the same underlying process. In the first part of this thesis, we present a method of texture synthesis that automatically determines a set of parameters to produce satisfactory results based on the texture types. The next challenge is to create a photorealistic re-rendering of the synthesized texture in the room scene image. 3D scene information such as geometry, lighting and reflectance is crucial to making the re-rendered image realistic. These properties contribute to the image formation process and must be estimated to create a scene-consistent modification. Knowing these parameters allows effects like highlights, shadows and inter-object reflections to be maintained during the re-rendering process. We detail methods for estimating these parameters from a single indoor image. Finally, we will show a web-based implementation of these methods using the WebGL library ThreeJS.
1. INTRODUCTION

Realistically manipulating images and video has seen many applications with the rise of virtual and augmented reality in recent years. These applications span fields such as medicine, providing medical students a safe and controlled environment for practicing surgical techniques, military, heads-up displays provide real-time information to air and ground troops [1], the gaming industry, and construction or interior design, visualizing changes before committing them.

From a single image many people are able to grasp scene level properties such as illumination, relative positions of objects and material properties. An ordinary viewer can almost always tell when lighting is inconsistent, such as missing or out of place highlights and shadows, or when the perspective of an object or surface is not quite right. Even with the technological improvements made in the previous decades, it is still difficult for computers to robustly estimate these same properties which come relatively easily to human viewers. Changes to an image must be consistent with these scene properties to be realistic.

Many complex interactions take place in the image formation process. Light travels through a scene and is reflected, refracted, absorbed and diffracted by objects. The interactions are directed by the geometry of scene objects as well as the material the objects are made of. In photo-realistic computer graphics rendering these interactions are attempted to be quantized and simulated. For example, individual light rays are “traced” from the image plane back through the scene and their interactions with objects are determined by the properties of the synthetic surfaces. The crucial step of any project involving realistic re-rendering of images is explaining the interactions that took place during the image formation. This process of recovering intrinsic properties of a 3D scene from a 2D image is called inverse rendering.
In this thesis we will discuss applications of inverse rendering in the interior design space. We have worked with a company, DzineSteps, who provide a state-of-the-art virtual visualization platform for surface and color selection in interior design. They provide a software to help clients create a virtual gallery showcasing products such as flooring, tile and counter tops on appropriate surfaces. This can increase the emotional engagement of the buyer while eliminating guesswork and visually answering the question, “How will it look in my room?” An example output of the DzineSteps tool can be seen in Figure 1.1.

![Fig. 1.1. Example output of the DzineSteps tool. On the left is the original image. On the right is the modified image.](image)

The tool allows a user to select a surface of interest using a click-based segmentation [2]. The user can then upload or select a new product to apply to the surface of interest. An example of this new product image can be seen in Figure 1.2. From this information our tool will automatically generate foreground and background 3D models of the scene from an estimated depth map. In parallel with depth estimation scene illumination will be estimated including both sources visible in the image and global illumination which contributes to the scene from behind the camera’s field of view. Surface reflectance is estimated as well and applied to the 3D object mesh. Combined, these components are used to reconstruct the 3D scene from the image.
The surface of interest is then re-textured with the selected product, scene lighting is applied and an output image is rendered.

Fig. 1.2. Example product image that a user may want to replace a surface with.

To allow for rendering complex scene properties using off-the-shelf rendering software we represent our scene using 3D objects. For 3D objects texture mapping can be used for defining surface color, specular reflection, surface normals, transparency, diffuse reflection, shadows, or surface displacement [3]. The use of textures to provide surface color details is the most common. This is done by warping the texture image to adhere to the geometry of the surface, mapping texture pixels to object vertices. For this to be done properly a large enough texture sample needs to be provided. Most texture samples are small images, therefore texture synthesis must first be used to generate a large enough texture sample for texture mapping. This is described in section 2.2.

This thesis will first describe the work that has been done towards developing an easy-to-use texture synthesis algorithm. Then we will explain methods for estimating scene properties from a single image to reconstruct a 3D scene. Finally, a web based implementation will be described using the WebGL library ThreeJS.
2. TEXTURES

In this section we describe the importance of textures in computer rendered images. We then introduce a method for automatically creating large texture samples from small samples. These large texture samples are used during the rendering process for texture mapping, or applying texture information to 3D objects.

2.1 What is a texture?

Texture can describe a variety of natural phenomena with repetition; we are interested in those textures which represent visual appearance. One of the main goals of our project, and computer graphics in general, is to reproduce the realism of the physical world. Textures are ubiquitous in real images making them important for conveying a realism in computer rendered images by providing the detailed information of the appearance of a surface [4]. Examples of different types of textures can be seen in Figure 2.1. Some textures have a strong repeating pattern while others allow for more variation or imperfection. Still others seem to be completely random. We will see how these differences in texture types will factor into our algorithm.

The details of a surface can be created using a technique known as texture mapping. When computer generated scenes are rendered to an image the locations on the image where the object vertices should be is determined and the points are projected. When an object is textured, portions of the texture image are found which correspond to the projected points of the object [5]. An illustration of this can be seen in Figure 2.2. For the texture to maintain proper scale after the mapping a large enough texture sample must be used. The user uploaded texture samples will commonly be small. These will be similar to the sample images found at home improvement store websites for items such as flooring, tile or counter tops. These small samples will need
Fig. 2.1. Example texture types including random (left), irregular (center) and repeating (right)

to be grown to a large enough size so as to maintain the scale of the pattern during texture mapping. For this we will need to use a texture synthesis algorithm. Texture synthesis is the process of creating a large texture from a small input texture. This is described fully in Section 2.2.

2.2 Texture Synthesis

Texture synthesis is the procedure of “growing” a large texture image given a small sample texture. Texture synthesis has a variety of applications in areas such as computer vision, computer graphics and image processing. These applications include occlusion fill in by image inpainting, texture mapping, image compression and more. Also, with the growth of augmented and virtual reality applications, efficient texture synthesis algorithms have become more important. An example texture synthesis result can be seen in Figure 2.3. The synthesized texture should not be a repetition of the sample pattern. Instead it should look as though it was created by the same underlying process. In this way only small texture samples are needed to generate large sized texture data.
Current texture synthesis methods require a user to understand and carefully set parameters to produce satisfactory results. The DzineSteps tool wants to allow an untrained user to make image modifications, therefore requiring they set parameters is undesirable. We leverage differences in texture types to create a method which can automatically synthesize a wide range of textures. To try and account for errors we introduce a user feedback method of parameter correction. This rids the need...
for users to select actual parameter values while still utilizing the user as a means of validation for the synthesized result.

Fig. 2.3. Example of a successful texture synthesis result. Left is the input texture, right is the synthesized output.

2.2.1 Previous Work

Texture synthesis algorithms can be separated into two main categories: pixel-based methods and patch-based methods. Both methods copy pixels directly from the input texture sample to the output synthesized sample based on some defined condition. Efros and Leung [6] were the first to use a pixel-based technique. Their approach begins with a single seed pixel and grows the synthesized texture from that starting location. To synthesize a pixel their algorithm finds all neighborhoods from the sample texture which are similar, by some criteria, to the neighborhood
in the synthesized texture with the pixel to be synthesized at the center. Once all
candidate neighborhoods from the input texture are collected, one is chosen at random
to prevent repetition in the output. The center pixel of the chosen neighborhood is
then taken as the new synthesized pixel value in the output and the algorithm moves
on to the next pixel location in a raster ordering. This process can be extremely
slow, limiting the practical application of such methods. Wei and Levoy [7] address
this issue of speed by extending the previous method by using tree-structured vector
quantization to speed the process of searching for candidate neighborhoods. Their
method reports output quality equal or better to previous techniques while running
two orders of magnitude faster.

The second category, patch-based methods, include the most recent techniques
developed. These methods find and copy an entire patch from the input image. The
patches are placed into the output image and then the transition from one patch
to another must be taken into account so as to hide the seams between patches.
The way the patches are made to transition smoothly differs between approaches.
In [8] the boundary artifacts are removed by blending the transition areas. They
use feathering, or blurring, across the patch boundaries in order to create smooth
transitions from one patch to the next. Efros and Freeman in [9] allow neighboring
patches to slightly overlap, then compute a similarity metric for the overlap regions
of two patches. Using this metric they construct a list of all patches which meet
the criteria, then randomly select one patch to avoid repetition in the synthesized
texture. They then perform a boundary cut which minimizes the error in the overlap
regions of two patches, finding the best seam. Selected parameters for this method
highly affect the output, as illustrated in Figure 2.4. The two previous methods both
use regular and constant sized patches, generally square. In [10] the boundary cut is
extended further. They use irregular patches without a constant patch size in order
to find the optimal seam between patches. A graph cut approach is used to determine
the optimal patch seam for any given region of the output texture.
2.2.2 Our method

Some methods work better for certain types of textures while some textures are extremely difficult to synthesize regardless of the method used. However, these results come from a user working with the algorithms and understanding how parameters affect the output. Such a process is tedious, burdensome to untrained users, and difficult to adapt to real-life applications. With these considerations we chose to base our work on the image quilting method described in [9]. In this case the parameters include: size of the patch, overlap area for neighboring patches and error tolerance for the overlap regions. For someone familiar with the details of the texture synthesis algorithm being used parameter tuning is not a big issue, but for untrained users this can be a frustrating trial and error process. We propose a solution to this problem by first classifying the input texture into a set of predetermined texture types. Once the texture type is known, an initial estimate of parameters for the image quilting method can be set without any user input. This allows for texture synthesis to be carried out

Fig. 2.4. Illustration of parameter effect on output using [9].
automatically in applications where a user does not have a technical understanding of the algorithm. We only require the user to provide feedback on whether or not the synthesized result is satisfactory. If necessary parameters are updated and another iteration of the texture synthesis algorithm may take place.

**Texture Classification**

We found that the texture synthesis parameters which produce the best results strongly depended on certain characteristics of the input texture. For example, if the input texture has a strong repeating pattern, the patch size must be on the order of the fundamental repeated element, visualized in the right image of Figure 2.8. If this is not done correctly, the structure of the pattern would not be maintained as seen in Figure 2.4. It was also noticed that in highly structured textures the error tolerance in the overlapping regions of patches needed to be very strict. Failure to do this would also result in the structure of the pattern not being kept. On the other end of the spectrum we found that if the input texture was very random and noise-like, the parameters needed to be more relaxed. The output for these types of textures depended on the error tolerance for the overlap regions being much lower. If this was not done the output would look repetitive and a clear difference from the input image would be noticeable. These observations led us to create a preprocessing step in the image quilting algorithm [9] in which we first identify the type of texture the input is. Once we know which type of texture the input is we can predict a good starting point for the image quilting parameters. Then, with user feedback, we can adjust the parameters accordingly until the synthesized output is satisfactory.

**Texture Types**

Textures can generally be classified into two types: stochastic and regular. However, most real-world textures fall somewhere between these two classes forming a spectrum of texture types [11]. In our preprocessing step we classify an input texture
into one of three texture types: stochastic, irregular and regular. An example of each texture type is shown in Figure 2.5. These three classes were selected based on similar parameters needed during a trial and error process to produce the best texture synthesis results using image quilting. The application of our work is in the field of interior design, as such we can provide examples of each type of texture relating to interior design. Stochastic textures are random, noise-like textures, commonly found in carpets. Irregular textures fall between stochastic and regular texture types. Textures that fall under this category do not have a clear repeating structure, but also are not completely noise-like. Examples of this type of texture are marble, granite, or natural stones. Regular type textures have very strong repeating structures, like the square patterns shown in the right image of Figure 2.5. A single element of this repeating pattern, or the fundamental repeating pattern, can be identified and extracted. An example of the fundamental repeating pattern can be seen highlighted in green in the right image of Figure 2.8. Examples of this texture class are brick or tiling.

![Figure 2.5. Example texture classes. Left: Stochastic, Center: Irregular, Right: Regular.](image-url)
Local Binary Patterns

To perform the texture classification we made use of local binary patterns [12]. A texture feature vector could be extracted from the input image by using the local binary pattern operator on neighborhoods within the input image, then constructing a histogram for the transformed image. This method was selected for computational simplicity. Generating a local binary pattern image is done by encoding each pixel based on the pixel’s relation to neighboring pixels. For a simple explanation of local binary pattern encoding we will examine a 3x3 neighborhood from an image as shown in Figure 2.6. Each of the eight neighbors is compared to the center pixel. Every neighboring pixel is assigned to one bit in an 8-bit binary number. If the neighboring pixel is greater than the center pixel, that pixel position is assigned a value of one. If the neighboring pixel is less than the center pixel, a value of zero is assigned to that pixel position. Once all comparisons have been made the center pixel is assigned the integer value of the 8-bit codeword by concatenating the newly assigned binary values of the neighboring pixels. The order of the neighboring pixel values used when generating the codeword is arbitrary but must be kept consistent for all pixels. The neighborhood for performing the encoding can be modified in two ways. First, a circular neighborhood can be used where only a radius is defined. Since the points of this neighborhood will not lie on the rectangular grid of the image, pixel values for neighboring locations will be interpolated. Second, the number of neighbors does not need to be set to eight. A different amount of neighbors will change the number of possible encoded values in the output image.

Once this process is completed we have an image in which each pixel value is the local binary pattern encoding. An example of a local binary pattern encoded image can be seen in Figure 2.7. We now need to construct the texture feature vector from this image. The feature vector is constructed by concatenating histograms for non-overlapping windows within the local binary pattern image. For our 3x3 neighborhood example we selected a window size of 15x15 pixels following [12]. For each window
we could construct a histogram of length 256. The histogram for each window would be concatenated to form the global feature vector for the texture image. This feature vector could then be used by any classification method.

**Classifying**

We use a straight-forward approach to classify textures as a proof of concept. In order to classify input texture images of unknown texture type, sample textures belonging to each class must first be collected. We used four samples from the stochastic class, ten samples from the irregular class and eight samples from the regular class. The local binary pattern feature vector was then computed for each training image. When the class of an unknown texture is desired, the same steps are followed to compute the feature vector of the unknown texture. Then the feature vector is compared with the training data to determine which class the new texture belongs to. In this paper we compute the chi-square distance between the feature vectors since chi-square distance can be used to measure distance between histograms. We then use a nearest neighbor approach and determine the class that the new texture belongs to as the one with the minimum average chi-square distance.
User Feedback

The intent of this paper is to provide a method which eliminates the need for the user to perform tedious parameter tuning while still producing high quality texture synthesis results. However, even the latest texture synthesis algorithms do not succeed in synthesizing every input texture, this issue is addressed further in Section 6. For this reason we still need to use some user information to steer our texture synthesis method towards a more appropriate set of parameters. In our method the user simply needs to respond to the question of a satisfactory output with a “yes” or “no” after the synthesis has taken place. If answered “yes”, the program will terminate, if “no”,

Fig. 2.7. Example of a local binary pattern encoded image.
the parameters from the previous run will be adjusted and synthesis will start over until the results satisfy the user.

Our method follows these steps to synthesize a texture:

1. Compute the local binary pattern image of the input texture.

2. Use the local binary pattern image to construct the texture feature vector for the input texture.

3. Classify the input texture as one of the three texture classes.

4. Set initial parameters for texture synthesis based on the texture class.

5. Run texture synthesis algorithm with defined parameters.

6. When synthesis is complete ask user if the result is satisfactory.

   (a) If yes, quit.

   (b) If no, update parameters and go to step 5.

Parameters

Based on the class of texture the input image has been identified, along with the user feedback, we were able to develop a strategy to set the parameters for the image quilting algorithm which produce the best results. Since there is variability in the best parameters even within a texture class, the user feedback will allow the parameters to be updated. Table 2.1 shows the initial set of parameters used once the texture class is identified. The patch size parameter is defined as a percentage of the input image size, the overlap is defined as a percentage of the patch size and the error tolerance is a raw difference in a selected error metric between patch overlap regions.

The user response to the output of the texture synthesis tells our method what to do next. If the user says that the output is not satisfactory the parameters need to be adjusted to try and correct the error. The overlap area still remains to be
Table 2.1.
Initial parameters by texture class

<table>
<thead>
<tr>
<th>Class</th>
<th>Patch Size</th>
<th>Overlap</th>
<th>Error Tol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stochastic</td>
<td>0.5</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Irregular</td>
<td>0.4</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>Regular</td>
<td>0.9</td>
<td>0.1</td>
<td>0.001</td>
</tr>
</tbody>
</table>

calculated as a percentage of the patch size. Error tolerance also does not need to be adjusted once the texture class is found. The only parameter that needs to be adjusted is the patch size. The adjustment is made as a percentage of the previous iteration’s patch size. The new patch size is ninety percent of the previous patch size for each class. It was found that this parameter plays the most important role in the synthesis results. For regular textures the patch size needs to be on the order of the fundamental repeating structure or the pattern will not be kept. An error in a repeated regular pattern is easily perceived by humans. Generally, the patch size must be large enough to capture the structures within the input texture, but small enough that the output image does not look too similar to the input texture. The output must look like a different image generated by the same process. To achieve this our method starts with an over estimation of the patch size and slowly decreases the size until the output is satisfactory. Figure 2.8 demonstrates this procedure. Each box represents the patch size for one round of texture synthesis. When the patch size is set to the size of the green box it is on the order of the fundamental repeating structure, as demonstrated by the right image, and the synthesized texture is accepted. After each round the patch size is reduced to ninety percent of the previous size regardless of which class the input texture belongs to.
2.3 Results

To test our method we used real world textures of varying texture types. The textures were selected to represent a range of those that were commonly found in the interior design industry such as flooring and counter tops. No parameters for the image quilting method were needed as input from the user. The only user interaction was the feedback described in previous sections.

Our classification results are satisfactory, though only tested on a small sample size. We used twenty-two training images and received eighty percent accuracy when testing on images containing similar characteristics to the training set. As the sample size increases, intra-class variation may cause an issue using a nearest neighbor approach as discussed in this paper. In that case another classification method may be investigated.
The results of our method are shown in Figure 2.9. For stochastic type textures, (Figure 2.9 (a), (b), (c), (d), (e) and (f)), our method works very well. This is because a wide range of parameters would yield pleasing results. Any perceptual differences in the synthesized output for different parameters are difficult to detect. Structural textures with a strong repeating pattern are also successfully synthesized using our method. Unlike stochastic textures, structural textures are very sensitive to the parameters. This causes our methods to require approximately 3-5 iterations of user feedback in order to correctly synthesize most structural textures. Results of structural textures are shown in the third image in Figure 2.9 (j), (k), and (l).

The texture class that is challenging for the proposed method is the irregular texture. There are two reasons why these texture types are difficult to properly synthesize. The first is that they do not have a fundamental repeating pattern but they do contain some structure which can be easily seen when synthesized incorrectly. Taking pixels or patches from the sample texture image limits the available data used to synthesize, creating the possibility of leaving out some structural characteristics which may be obvious to a human viewer. This can be seen in Figure 2.10 (a). The stones clearly have some structure, but not a well defined structure. In the synthesized image it is obvious that mistakes have been made when pebbles of different color and texture are attempted to be matched in an overlapping region. The second reason is that most real world irregular textures have multiple layers of textures within them. For example Figure 2.10 (b) is an irregular texture of stones, but within each stone there exists a stochastic type texture. Our method will try to synthesize the irregular structure as best it can, but in certain cases such as the one in the figure mistakes are obvious. This is not true in all cases. Figure 2.9 (g), (h), and (i) show cases where irregular textures are able to be correctly synthesized by our method. We believe that in order to overcome the challenge of irregular texture synthesis, methods other than patch based algorithms must be developed. The use of patches limits the total information available to that which exists in the input image. Model based methods have the possibility to produce better results for irregular textures. One would need
to extract an accurate model for the generation of the texture given in the input image, then synthesize a new image according to the model for the output.

2.4 Future Work

Improvements can be made towards a more fully automatic method for texture synthesis. Our method uses a basic way of classifying textures into one of three texture types and then synthesizes directly from there. More sophisticated techniques could be used to improve upon the classification problem. This problem can also be regarded as a regression problem instead of a classification problem. In other words an attempt could be made to use features from the input texture sample to directly estimate the most likely parameter values to be used during synthesis rather than first classifying a texture type and then setting parameters. For both of these improvements recent methods using deep learning come to mind.

The issue of irregular texture types resulting in unsatisfactory synthesis results is also something which needs to be addressed. The most pressing texture type relating to interior design where this comes up is with wood patterns. Patch based methods fail drastically for these textures, as seen in Figure 2.11. This is because there is a clear global structure to the pattern and often a direction, however examples of how to continue this pattern are often missing from the input sample. Synthesis algorithms will do their best to match parts of the patterns based on local structure, but they have no idea how to maintain a global structure. For this reason another synthesis method would have to be used entirely.
Fig. 2.9. Experimental results: Examples of successful synthesis results. The smaller image is the input sample and the larger image is the synthesized output. Output synthesized at twice the input size.
Fig. 2.10. Experimental results: Examples of failed synthesis attempts. The smaller image is the input sample and the larger image is the synthesized output. Output synthesized at twice the input size. The red boxes highlight errors in the synthesized output.

Fig. 2.11. Illustration of the poor results common for wood textures.
Now we must explain how to take the newly synthesized texture and insert it onto the desired surface in an image. The goal is to maintain realism so there are multiple factors which will contribute to a satisfactory result. Since our target application will allow non-technical users to manipulate images we only want to use low dynamic-range (LDR) images captured from typical cameras such as from a smart phone. These images have a limited exposure range resulting in a loss of detail in the highlight and shadow regions.

3.1 Perception

Exact scene parameter estimations are not needed to produce visually pleasing rendering results. Many image synthesis methods leverage the limitations of the human visual system in order to reduce computation while retaining image fidelity. These methods incorporate metrics to determine when an approximate solution for parameters such as illumination, geometry and reflectance will be visually indistinguishable from a reference solution [13]. It has also been shown that estimates for point light sources can still create visually similar renderings [14]. The coarse estimates which are described in the next sections will be sufficient for creating realistic renderings.

3.2 Scene Reconstruction

To make physically grounded edits to an image we must first infer the physical scene corresponding to a single low dynamic-range image. The physical scene consists of three main components which contribute to the image formation process: geometry,
illumination and surface reflectance. Though the desired results can be made using tools such as Photoshop, it takes someone with artistry and expertise. To make this work accessible to the average user these properties should be obtained automatically with minimal user input. We assume the user have no understanding of the imaging process. We closely follow the work in [15] where they aim to insert a new 3D object into a scene. The difference between inserting an object and replacing a surface seems minimal, however the consequences are bigger than expected. This is explained in more detail in Section 4.

Creating realistic re-renderings of images with one or more surfaces replaced with new materials requires basic information about the 3D scene. This information includes: spatial layout or relative depth of objects in the scene, material properties such as reflectance and scene lighting. Why are these scene properties integral in creating realistic modifications? One perceptual cue for the human perception of depth is occlusion [16]. One object overlapping another implies relative positions. To create a sense of realism the re-rendered result must be consistent, with respect to occlusion, with the original image. Therefore relative depth of objects must be extracted. Another important factor in the perception of photo-realistic rendering is inter-reflection between objects. Reflections between objects must agree with perceived spatial layout of the scene. Incorrect, inconsistent or missing reflections provide immediate clues that the image was artificially generated. To properly maintain reflections in a scene reflectance properties must be found both for existing scene objects and new materials to be placed in the scene. Lastly, the scene lighting must be accounted for. The shadows seen in an image provide depth cues. These cues provide information about the volume of space the objects are in and relative positions of the object [17]. Again, incorrect, inconsistent or missing shadows or other lighting effects will cause obvious errors in the attempted realistic re-rendering. We automatically produce coarse estimates of this scene level information to reconstruct a 3D scene from a 2D image. A high level system diagram can be seen in Figure 3.1.
3.2.1 Depth

When we look at an image our prior information about the world allows us to infer depth. In sticking with our user-friendly approach to image editing, it is undesirable to require stereoscopic images for depth estimation. The accuracy of stereo vision is limited by the baseline distance between the two cameras, making using user generated stereoscopic images for depth estimation undesirable. We also do not want to require a user to do annotation which may require them to be trained. We are targeting an untrained user. With this in mind we follow the data-driven approach [18] with the changes detailed in [15] for automatic depth estimation.

Many single image reconstruction techniques have been proposed. In [19] they created 3D scene reconstructions from single 2D images by assuming each image could be broken down into coarse categories: "ground", "sky" and "vertical". A statistical approach was used to label pixels with one of these categories. These labels could then
be used to morph the image into a pop-up model of the scene. In [20] they develop a Bayesian framework which is trained to recognize floor-wall boundaries throughout an image allowing for 3D reconstruction from a single image. A Markov Random Field, trained via supervised learning, is used to infer 3D location and orientation of image patches in [21]. The MRF models both depth cues as well as relationships between different parts of the image while only assuming that the environment in the image is made up of multiple small planes. A data-driven approach is used in [18] by matching scene level features and warping depth images from a groundtruth dataset to align features. Optimization is then done to constrain the output depth to some assumptions and prior conditions.

Following [15] our current geometry is in the form of a per-pixel depth map. This map is obtained by combining a data-driven model, one with no explicit parameters but instead uses a database of images, and geometric information present in many images. The database used is the NYU Depth Dataset V2 [22].

First, given a database of RGBD images candidate images are found from the database which are “similar” to the input image. This is done by using GIST [23] features for high-level context based scene level recognition. The appeal of using GIST is that there is no processing of individual objects. An image is broken down into a set of low dimensional perceptual dimensions including: naturalness, openness, roughness, expansion and ruggedness. Using these dimensions the top K(=10) candidates are found from the depth dataset using a nearest neighbor approach. The candidate depth maps are then used in an optimization process to achieve the final depth map.

A pixel-to-pixel correspondence is then found between the input image and each of the candidate images using SIFT flow [24]. SIFT flow matches per-pixel SIFT features to estimate warping functions, \( \psi_i, i \in \{1, ..., K\} \), which map pixel locations from a candidate’s domain to pixel locations in the input image’s domain. These warping functions are then used to also warp the depth map for each candidate. An optimization process takes place where the warped candidate depth maps contribute
Fig. 3.2. Flow chart of depth estimation process.

to one of the terms in the objective function, the data term. Figure 3.2 shows a diagram for the depth estimation process. The optimization procedure aims to minimize the following function:

$$\sum_{i \in \text{pixels}} E_t(D_i) + \lambda_m E_m(N(D)) + \lambda_o E_o(N(D)) + \lambda_{3s} E_{3s}(N(D))$$  \hspace{1cm} (3.1)

The terms in the objective function are as follows: $E_t(D_i)$ is the data term, using the database of RGBD images, $E_m(N(D))$ is a Manhattan prior term, this is used to ensure patches of a scene are always oriented along one of the three dominant directions and so encourages parallel and perpendicular surface normals from the estimated depth, $E_o(N(D))$ is a surface orientation constraint that forces surface normals to coincide with a surface orientation estimate computed using [25], and $E_{3s}(N(D))$ is a 3D smoothness term which encourages nearby surface normals to point in the same direction unless there is a strong edge in the original image.
Data term

The data term is used to require the estimated depth to be similar to the warped candidate depths as in [18]. The distance used to measure similarity between the current estimated depth at pixel $i$ ($D_i$) and warped candidate depth $j$, $\psi_j(C_i^{(j)}) : j \in \{1, ..., K\}$, is defined by $\phi(x) = \sqrt{x^2 + \epsilon}$. The data term is then defined as:

$$\sum_{j=1}^{K} \omega_i^{(j)} [\phi(D_i - \psi_j(C_i^{(j)})) + \gamma[\phi(\nabla_x D_i - \psi_j(\nabla_x C_i^{(j)})) + \phi(\nabla_y D_i - \psi_j(\nabla_y C_i^{(j)}))] ]$$  (3.2)

Where $\omega_i^{(j)}$ is a confidence measure of the accuracy of the $j^{th}$ candidate’s warped depth at pixel $i$. This term encourages similarity not only in depth, but also in depth gradients in both the $x$ and $y$ directions.

Manhattan Prior

Under a Manhattan world prior patches of a scene should be oriented along one of the three dominant directions. The directions are defined by $R = (R_x, R_y, R_z)^T$ which is the rotation matrix which will rotate identity to the set of vanishing points. This term adds a penalty for surface normals ($N(D)$) not lying parallel or perpendicular to one of these directions.

$$pp(N, V) = \frac{1}{2} - |N^T V| - \frac{1}{2}$$  (3.3)

$$E_m(N(D)) = \sum_{i \in \text{pixels}} pp(N_i, R_x) + pp(N_i, R_y) + pp(N_i, R_z)$$  (3.4)

Where the $pp$ function is small if input vectors are parallel or perpendicular and large otherwise.
Surface Orientation

Using the estimate of surface orientations found by using [25] this term enforces surface normals to be consistent with this estimate where the confidence of the estimate is high. Letting $\Omega$ be the set of all pixels where the confidence is high and $O_i^{map}$ be the predicted surface orientation at pixel $i$, the surface orientation term is then:

$$\sum_{i \in \Omega} 1 - |N_i^T O_i^{map}|$$  \hspace{1cm} (3.5)

This term will be small when the vectors are aligned and large otherwise.

3D Smoothness

Finally, the smoothness term enforces normal vectors to be pointing in the same direction unless there is a strong edge in the original image. This minimizes discontinuities from the warping functions applied to the candidate depth maps.

$$\sum_{i \in \text{pixels}} s_x^i ||\nabla_x N_i|| + s_y^i ||\nabla_y N_i||$$  \hspace{1cm} (3.6)

Where $s_x = (1 + e^{||\nabla_x I|| - 0.05}/0.01)^{-1}$ and $s_y = (1 + e^{||\nabla_y I|| - 0.05}/0.01)^{-1}$ are threshold functions for the input image $I$’s derivatives.

This setup is an unconstrained, non-linear optimization. The method of iteratively re-weighted least squares is used to minimize the objective function. An example input image along with it’s estimated depth map can be seen in Figure 3.3.

3.2.2 Lighting

Lighting plays one of the most important roles in creating photo-realistic renderings. Inconsistent shadows or highlights are fairly easy for humans to perceive. Lack of shadows and highlights can give a rendering a cartoon-like appearance. Estimating
scene illumination is generally difficult and under-constrained given that illumination in real environments is often complicated.

Various illumination representations exist. Individual locations of light sources can be represented by point lights. Global scene illumination can be represented in the form of an environment map or image based lights (IBL) [26]. An IBL is typically captured by taking omnidirectional images at the physical scene. Some methods for taking omnidirectional images include: using a mirrored ball, fisheye lens images, panoramic cameras and stitching images together. An example of an IBL taken with a mirrored ball can be seen in Figure 3.4, while an example taken with a panoramic camera can be seen in Figure 3.5.

Point light sources have been detected by requiring a user to identify the silhouette of an object in the image and then using the contour and gradient information to infer light directions and relative intensities [14]. [27] show how reflections in eyes can be used to create an environment map. Environment maps have also been estimated using automatically detected shadows [28], but require depth information as input. [29] showed that wrapping an image to create an environment map can also be sufficient in certain applications. Again, following [15], we predict illumination both in view and out of view of the camera using a data-driven method.
Fig. 3.4. Example of an environment map captured with a 360 degree panoramic camera, a similar image could generated using a mirrored ball.

Fig. 3.5. Example of an environment map captured with a 360 degree panoramic camera, a similar image could generated using a mirrored ball.
To characterize scene illumination fully light sources must be split into two categories: in-view, those actually seen in the image, and out-of view, the illumination environment which contributes to the scene from behind the camera’s field-of-view. Different approaches are used to identify each type of light source for the input image. In-view sources are found by using a support vector machine (SVM) performing a binary classification. Out-of-view illumination is estimated using a data driven model with a similar idea used in the depth estimation [15]. Annotated panoramic images from the SUN360 dataset [30] are used as training data for both in-view and out-of-view source estimation.

**In-View Source Estimation**

To detect in-view light sources the input image is first oversegmented into superpixels using SLIC [31]. Then the following features are computed for each superpixel: height of the superpixel in the image, computed by averaging the height of all the pixels in each superpixel, along with features used in Make3D [32]. The Make3D features are used to determine the 3D structure of an image as modeled by a num-

Fig. 3.6. Flow chart for in-view light source estimation.
ber of small planes. These features aim to capture monocular depth cues as well as meaningful image boundaries such as occlusions or folds. The features are the output of 17 filters computed using a 3x3 mask on each superpixel. The 17 filters include the 9 Laws masks applied to the Y channel of the image in YCbCr space, the first Laws mask is also applied to the Cb and Cr channels, and 6 oriented edges. The Laws masks are generated by multiplying combinations of the following vectors: $L_3 = (1, 2, 1), E_3 = (-1, 0, 1), \text{and } S_3 = (-1, 2, -1)$. The visual representation of these masks can be seen in Figure 3.7. The oriented edge detectors are spaced out at 30 degrees apart, shown in Figure 3.8. The 15 masks are applied to the Y channel of the image, while the $L_3 L_3$ Laws mask is also applied to the Cr and Cb channels. This makes 17 filter responses for each superpixel. For each of the filter responses both the energy and the kurtosis is calculated, $\sum_{(x,y) \in S_i} |I(x, y) * F(x, y)|^k$ where $k = 2, 4$ gives the energy and kurtosis respectively. This results in 34 features for each superpixel. The four neighboring superpixel features are concatenated to the current superpixel feature making $5 \times 34 = 170$ features for each superpixel at a particular scale. This process is then carried out at 100% and 50% scale, making the final feature count 340. A diagram of the in-view classifier can be seen in Figure 3.6.

Using the annotated training data a binary classifier can be trained to predict whether or not a superpixel in the input image contains a light source. An example output of the in-view light source classifier can be seen in Figure 3.9.

Every source superpixel in the input image must now be matched to a 3D location in the scene. Using our previous depth estimation we can find the source’s 3D position by:

$$X = D(x, y) K^{-1} [x, y, 1]^T$$  \hspace{1cm} (3.7)

Where $K$ is the camera projection matrix and $D$ is the depth found previously.
Out-of-View Light Source Estimation

Out-of-view light source estimation is the most difficult part as the correct estimate is unclear. Following [15] we assume that if two images have a similar appearance, then the illumination behind the camera should also be similar. With this assumption we again use a data-driven approach with the SUN360 panorama dataset [30]. Each IBL from the dataset is sampled into N(=10) rectilinear images at varying points and fields-of-view on the sphere. These projections are used as the ground truth data, since we know the corresponding illumination is the parent panoramic image. The sampled images are matched to the input image using a similarity feature.
We want to rank pairs of images so the final feature used describes how two images match in feature space. There are a total of six features computed for each image: orientation maps [25], spatial pyramids [33], HSV histograms (three), and the output of the in-view light classifier. For the orientation map and the light classifier a normalized dot product is used to determine the similarity in feature space for the final feature. For the HSV histograms and the spatial pyramid a histogram intersection score is used to compare the two image features. This leaves us with our final 6D similarity feature vector.

We want to be able to discriminate between different IBLs. To do this we need to define a distance metric to tell us how similar one IBL is to another. This distance
metric will be used as the loss for our rank training optimization. Our objective is to use the IBL to light a scene during the re-rendering so a pixel-wise comparison does not make sense. Instead we will define our metric based on how a set of standard objects look when they are illuminated by these IBLs. We will render three standard objects with varying materials into each of the environments defined by the panoramic image. The distance between the IBLs will then be the mean L2 error over the pixels belonging to the objects in the renderings for all object and material combinations. Equation 3.8 is the distance metric where $\Omega$ is the set of all objects rendered into the panoramic image environments $P_i$ and $P_j$, and $I_i$ and $I_j$ are the two rendered images coming from IBL $i$ and $j$ respectively. An example rendering of one of these objects in two different panoramic environments can be seen in Figure 3.10.

$$d(P_i, P_j) = \text{mean}_{o \in \Omega} \| I_{i,o} - I_{j,o} \|_2$$ (3.8)

The goal is to find a ranking function $\omega$ such that $\omega^T x^i_j > \omega^T x^i_k$ whenever the illumination in panoramic image $j$ is better suited for input image $i$ than the illumination in panoramic image $k$. Here $x^i_j$ and $x^i_k$ are the features between the input
image and sampled rectilinear images from the respective panoramic images from the dataset. This function is found using a standard 1-slack, linear SVM-ranking optimization [34]. The objective function and constraints are detailed in Equation 3.9. \(\delta_{j,k} = \max(d(P_i, P_k) - d(P_i, P_j), 0)\) is a hinge loss.

\[
\arg\min_{\omega, \epsilon} ||\omega||^2 + C\epsilon, \text{s.t.} \omega^T x_j^i < \omega^T x_k^i + \delta_{j,k} - \epsilon, \epsilon > 0
\] (3.9)

To predict the top ranked illumination for a new input image \(i\) we first compute the similarity feature vector pairwise for all sampled images in our dataset, \(x_j^i, \forall j\). Since we have found our ranking function as detailed above we just need to sort the output of that function for all the computed features, \(\omega^T x_j^i\), in decreasing order. Then

Fig. 3.10. Example of objects rendered into panoramic image environments, material used is brushed aluminum. The top image is the rendered object, the bottom image is the environment map used during rendering.
we can select the top $k$ IBLs to use when rendering. In our work we only select the number one ranked IBL.

### 3.2.3 Reflectance

The observed color at any point on an object is influenced by many factors. Barrow and Tenenbaum proposed breaking an image into separate intrinsic scene property images [35]. These include: range, orientation, reflectance and illumination. Many algorithms focus on a separation of images into three components: illumination, reflectance and specular [36]. The illumination component comes from shading effects such as object occlusion and lighting. The reflectance component, also referred to as albedo, represents how the material of an object will reflect incident light independent of viewpoint and illumination. The specular component corresponds to highlights which come specifically from viewpoint, illumination or geometry. Example intrinsic images can be seen in Figure 3.11. We can then express the incident light intensity at an point in an image by the following:

$$ I(x) = S(x)R(x) + C(x), $$  \hspace{1cm} (3.10)

Where $I(x)$ is incident light at pixel location $x$, $S(x)$ is illumination, $R(x)$ is reflectance and $C(x)$ is the specular component.

Retinex theory was proposed in [37] showing that albedos could be separated from illumination when illumination was assumed to vary slowly. Small gradients are assumed to correspond to illumination and large gradients are assumed to correspond to reflectance. Different heuristics have been devised based on real world assumptions for classifying edges as illumination or reflectance.

The intrinsic image is estimated based on the following:

1. Compute the horizontal and vertical gradients, $i_x$ and $i_y$, of the log (grayscale) input image.
Fig. 3.11. Intrinsic image breakdown example. Top image is the original, bottom left is the shading component, bottom right is the reflectance component.

2. Interpret these gradients by estimating the gradients $\hat{r}_x$ and $\hat{r}_y$ of the log reflectance image using the heuristic:

$$\hat{r}_x = \begin{cases} 
  i_x, & \text{if } |i_x| > T \\
  0, & \text{otherwise}
\end{cases} \quad (3.11)$$

3. Compute the log reflectance image $\hat{r}$ which matches these gradients as closely as possible:

$$\hat{r} = \arg\min_r \sum_{x,y} |r_x(x,y) - \hat{r}_x(x,y)|^p + |r_y(x,y) - \hat{r}_y(x,y)|^p \quad (3.12)$$

Extensions of this algorithm to color images use two thresholds for estimating the reflectance image gradient. The illumination changes lie in the span of the vector $(1, 1, 1)^T$, called the brightness subspace. The chromaticity subspace is the null space...
of that vector. The thresholds used in the color Retinex algorithm are for changes in brightness and color.

These scene level properties will allow us to reconstruct the 3D environment using any off-the-shelf graphics renderer. Within the reconstruction we will then be able to make changes and re-render a modified image. The next section will provide implementation details about how this is done using the WebGL library ThreeJS.
4. IMPLEMENTATION

This section details the implementation of the re-rendering of an image using the Javascript WebGL library ThreeJS. Depth data needs to be formatted in a way which can be loaded by ThreeJS, lighting needs to be applied, and then material properties and textures need to be added to the scene. After these steps are taken the scene can be rendered to an image. We will see how replacing a surface is slightly different than inserting an object as in [15].

4.1 Depth Data to Object File

The first step is to convert the estimated depth data into a format that can be readily loaded by rendering software. One of the most common ways of doing this is to write the data to a wavefront object (.obj) file. The object file is a data format which represents 3D geometry. An object in a 3D graphics setting is a set of vertices. The object file includes information such as vertex position, texture coordinate positions (used for texture mapping), vertex normals and the faces that make each polygon defined as a list of vertices. A description of how an object file can be written can be found in [38].

We take our scene depth estimate and create two object files by splitting the original image into a foreground and a background. The foreground is the surface which we are interested in replacing, and the background is everything else in the scene. This segmentation can be done using a click based method allowing the user to easily select the surface of interest in the scene [2]. An image along with it’s foreground and background models is shown in Figure 4.1. The object models are textured with the original image.
4.2 Texturing the Objects

Now that the depth data has been used to create and load 3D objects into the scene the objects must be textured. Texturing objects is a fast and efficient way to add detail to objects like the ones shown in Figure 4.1. In our case we are interested in adding color detail, however texture mapping can also add details in the form of: specular highlights, reflections, diffuse reflections, surface normals, refraction and transparency.

Texture mapping is essentially applying a patterned paper to a plain white box. The paper is the texture image, in our case some surface material, and the box is the
object. A 2D to 3D mapping is defined so that each vertex of the object corresponds to a pixel value in the texture image. Figure 4.2 shows an example of the difference between an object with a default material and one with a texture mapped material. The texture used on the cube object can be seen in Figure 4.3.

Fig. 4.2. Example of a 3D object with and without texturing. On the left is a cube with a standard material, all settings default. On the right is the same cube with a standard material but a texture map was provided.

Fig. 4.3. Texture used during the texture mapping for the cube in Figure 4.2.
4.3 Lighting

Once the objects are loaded into the scene and textured we must add light sources to the scene. There are many different light types available in ThreeJS. One such light is the point light. A point light takes up one 3D location and emits light in all directions. A point light is commonly used to replicate the light emitted from a bare bulb. Another light type is the directional light. Directional lights emit light in a specific direction as though the light source is infinitely far and the rays are parallel to each other. A common use for direction lighting is to simulate daylight. The last commonly used light is ambient light. Ambient light is a global light which illuminates all objects of a scene equally. Since ambient light does not have a direction it is unable to cast shadows. A basic object lit by three different ThreeJS light types is shown in Figure 4.4.

![Image of different types of lights](image)

**Fig. 4.4.** Illustration of the different types of lights available in ThreeJS.

By combining our in-view light estimation and depth estimates we can automatically instantiate any scene lighting visible in the image. Ideally we would like to have irregularly shaped lights which would correspond to the superpixels detected as light sources. However this option is not available with the ThreeJS library. Instead we create a point light for each pixel detected to belong to a light source. Using this method can lead to too many point light sources being in the scene causing the rendering to slow down and can create saturation. Instead of creating a point light for every single pixel we evenly distribute a predetermined amount of point lights
over all detected light source pixels. We can then vary the point light illumination strength to best match the original scene. An example of a rendering with varying point light intensity is shown in Figure 4.5. Every scene shown was lit with ten point lights located uniformly on the window. The intensity of the point lights were then varied from 4 watts up to 60 watts.

Fig. 4.5. Examples of a rendered scene with varying illumination intensity from 4 watts to 60 watts.

Figure 4.6 illustrates the lighting effects in comparison to a simpler method such as a homography transform. It can be seen that in the homography image on the right the orientation of the surface is correct, however the floor is uniformly lit without any
lighting changes coming from the window. Notice that in our result on the left a gradual lighting change can be seen when moving away from the window.

![Image of lighting changes](image_url)

**Fig. 4.6.** Comparison of homography and our result. Left image is our result, right image is homography.

### 4.4 Material Properties

A material defines the artistic qualities of the substance that an object is made of. Materials can be used for basic effects such as object color, reflectance or shininess. Materials can also be used for complicated effects such as transparency, diffraction and subsurface scattering, where light enters the surface of an object but scatters and leaves at a different point. Many renderers contain preset material types often including: brass, skin, gold, glass or linen. It is important to note the difference between textures and materials. Textures are often used to describe more information about the material. For example, an object material may be brass, using a texture may make the object has a polished brass look. Textures are like additional layers added on top of a base material.

Material properties contribute to many of the effects seen in the final render. The rendered image is a projection of the scene onto an imaginary surface or viewing plane, analogous to film in a camera. To determine what is rendered at each point
of the viewing plane we need to know the interaction the light ray reaching the point has had with objects in the scene. This is done by tracing that simulated light ray backwards from the viewing plane through the scene until it encounters a renderable object. At this point two types of interactions can take place: diffusion and specular reflection. Diffuse reflection happens when light encounters a rough surface and the light is reflected in all directions. Specular reflection takes place when light encounters a smooth surface and is reflected at a definite angle. An illustration of specular vs. diffuse reflection can be seen in Figure 4.7. The color that the object is rendered as will be determined by a combination of the diffuse and specular properties of the material along with the incident light intensity to modify the base object color. Reflections for reflective surfaces can also be rendered in this way. The incident light will be modified by the base object color and surrounding environment color depending on the reflectivity of the material. In a similar fashion transparency can be rendered with a mix of object color and background color depending on the transparency of the object.

![Specular Reflection](image1.png) ![Diffuse Reflection](image2.png)

**Fig. 4.7. Illustration of diffuse vs. specular reflection. Arrows represent incident light rays.**
There are a variety of materials available for use in ThreeJS which all have different properties. The first is called a basic material. This is the most basic material allowing you to send a color value as well as an opacity value. Objects with this material do not have shading; they do not respond to scene lighting. The next material of interest is the Lambert material. A Lambertian surface is one which is an ideal "matte" or diffusely reflecting surface. The brightness of one such surface is the same to a viewer no matter what angle it is viewed from. As the name implies, the Lambert material is one which can respond to lights, but only by diffuse reflection resulting in a dull shading. Another material available is the Phong material. The Phong reflection model describes the way a surface reflects light as a combination of the diffuse reflection of rough surfaces with the specular reflection of shiny surfaces. The Phong material is another material which responds to scene lighting but adds specular reflection, reflecting light with more intensity. Finally we have the standard material. In ThreeJS the standard material combines the Lambert and Phong materials into a single material. The standard material can create surfaces which look either dull or metallic. The standard material is what we use in our implementation. Examples of a single object rendered with each material type can be seen in Figure 4.8. The scene lighting in these renderings consisted of ambient light and a single point light attached to the camera.

4.5 Post-processing

Our estimates of scene properties are rough but sufficient to create more details than other methods. Since we are replacing an existing surface rather than adding a new object to the scene we want to preserve every part of the image that is not the surface of interest. If we were inserting an object we would need to worry about which parts of the original image the new object will occlude. In our case we do not need to worry about this scenario. The ground truth lighting effects already present in the original image will always be better than our scene estimates.
Fig. 4.8. Example renderings of different ThreeJS material types. (a) is the basic material, (b) is Lambert material, (c) is Phong material and (d) is the standard material.

To keep the existing effects while inserting the new surface we render the full image and then do some post-processing using the foreground-background mask. We need to render the full image to incorporate reflections from the background in the future. Once the rendering is done we recombine the two images into the final output by replacing the foreground pixels in the original image with the pixels from the
rendered image. This leaves the background unchanged while replacing the surface of interest.
5. RESULTS

Here we provide results of our method. All figures contain the original image, the new surface texture and the re-rendered output image.

Fig. 5.1. Final output for a kitchen scene, backsplash is the replaced surface.
Fig. 5.2. Final output for a kitchen scene, island counter is the replaced surface.

Fig. 5.3. Final output for kitchen scene, wall is the replaced surface.
Fig. 5.4. Final output for outdoor scene, brick pillars are the replaced surfaces.

Fig. 5.5. Final output for indoor living room scene, carpet is the replaced surface.
6. FUTURE WORK

We have laid the foundations for a path towards creating photo-realistic re-renderings of indoor room scene images. There are many places where improvements can be made leading to more realistic renderings.

One of the most important improvements that can be made to complex scenes is estimating surface material properties. Reflections play a major role in photo-realistic renderings. In order to allow the new surface texture to reflect the surrounding scene we must be able to estimate the properties of the new material (metallic, ceramic, matte, etc).

A common lighting effect in indoor images is a light shaft entering a window. Our method does not currently account for this type of lighting. The actual source, typically the sun, is often not present in the image. This could possibly be done by being able to identify windows as light sources and then taking the appropriate steps to recreate the effect on the new surface. This may include creating an infinitely far light source in the scene and masking the light rays in the same shape as the identified window.
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