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HIGHLIGHTS

- Study of wind migration to the center of a city from a meteorological station several kilometers away.
- Simulation of buildings by two different roughness setting methods.
- Comparison of computed wind flow with the use of a full-scale geometrical model and a micro-scale geometrical model.
- Measurement of outdoor wind velocity for verification of the computed results.

ABSTRACT

A CFD study explored the use of wind information from a meteorological station to simulate wind distribution in an urban community, where the station may be located far away from the community. The study constructed a full-scale urban model with building details for the area from the meteorological station to the community. The full-scale model was typically 2 to 20 km long, which was between the micro-scale and the meso-scale model. The three-dimensional, steady Reynolds-averaged Navier-Stokes (RANS) equations was solved to simulate the urban wind flows. The investigation used two different roughness setting methods for the ground surface to approximate building structures. The two methods produced similar results, but only one of them was able to provide wind information close to the ground. The wind distribution computed by the full-scale model was compared with that computed by a micro-scale local model, where the computational domain included only building structures in the community and limited spaces in the vicinity of the community. The wind velocity computed by the full-scale model was 20% higher than the experimental data obtained by the local weather stations on a building rooftop in the community, and that computed by the micro-scale model was almost twice as much. The full-scale model is recommended for predicting wind distribution in an urban community, although more time is required for construction of the geometrical model.
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1. Introduction

The investigation of wind around buildings in an urban community in the lower part of the atmospheric boundary layer (0-200 m) \cite{1} is crucial in many wind environmental problems,
including natural ventilation design, pedestrian comfort, and air pollutant dispersion [2,3]. Solving wind environmental problems requires the study of wind flow into a community [4,5]. With the development of computing resources and grid generation techniques, an increasing number of researchers have adopted computational fluid dynamics (CFD) in their investigation of urban wind environments [6-8]. Appropriate boundary conditions are prerequisite for obtaining rational wind flow fields. CFD simulations generally use wind velocity and direction measured at a nearby meteorological station as the inflow boundary conditions.

Because of the diversity of city sizes and terrains, the variety of building heights, and the complexity of building structures, wind flow from a nearby meteorological station to a community is extremely complicated. The inhomogeneity of a city’s underlying surfaces and the high roughness arising from architectural complexes make the urban boundary layer very different from the atmospheric boundary layer on homogeneous and flat terrain, especially for the urban canopy layer (UCP) that extends from the ground to the roofs of buildings [9-11]. Using different assumptions for the urban boundary layer, researchers have developed different simulation methods [12]. These methods can be classified as meso-scale CFD models (10 – 200 km in the horizontal direction) and micro-scale model CFD models (100 m – 2 km in the horizontal direction) [13,14].

Meso-scale CFD models generally treat urban architectures as increased surface roughness to emphasize the impact of geographical and meteorological conditions on urban wind environments [15-17]. In order to describe the heterogeneity of ground cover structures reasonably well, vast studies have aimed at developing roughness parametrization methods to describe the influence of roughness elements under the UCP on the wind flow field. The parametrization methods can be classified into three categories, roughness length approaches (considering urban architectures on wind speeds and turbulence by an enhanced roughness length) [18-20], drag force parametrization (using an additional drag in the momentum equation to describe the effects of building structures on the wind flow field) [21-23], and porosity concepts (treating buildings below the UCP as porous media through which wind can pass) [12, 24, 25]. The parametrization formulas or parameters have generally been obtained by means of wind tunnel experiments in which roughness elements are simple cubes with certain distributions, whereas actual urban constructions are highly spatially inhomogeneous. It is essential to verify the methods for actual urban environments.

Micro-scale CFD models adopt large eddy simulation (LES) or Reynolds-averaged Navier-Stokes (RANS) turbulence models to study wind flow around isolated building or architectural complexes. Those models explicitly construct building details on a local scale [26-28]. The wind velocity and direction from the nearest meteorological station are used as boundary conditions. The impact of city buildings on upstream flow is modified by roughness length. In the vertical direction, the wind profile is generally described as a logarithmic law or power law [29-31]. As this kind of method neglects the effect of buildings structures on the upstream flow, it is applicable only where Monin-Obukhov similarity holds, such as in a suburban district with flat terrain [32, 33].

Previous studies of meso-scale or micro-scale models have not determined how to correctly consider the influence of inhomogeneous building complexes in intermediate terrain between a community site in a city and a meteorological station that could be several kilometers away. Our investigation examined methods of simulating urban terrains with the use of roughness. Our goal was to find a suitable geometrical model with appropriate boundary conditions that could calculate wind distribution at a community site with reasonable accuracy. The accuracy was verified with measured data from the field. This paper reports the results that were obtained.
2. Research Method

2.1 CFD model

This investigation used a geometrical model that combines elements of both meso-scale and micro-scale models. The geometrical model is the same as a micro-scale model with explicitly constructed building details, but the computational domain extends from the community site to a weather station several kilometers away. The domain is much larger than that used by a micro-scale model, which incorporates a small computational domain around the community site. The full-scale model was typically 2 to 20 km long, which was between the micro-scale and the meso-scale model. Thus, we call this a full-scale model that differs from the micro-scale model only in the computational domain size.

Our study was based on recommendations from the overview of CFD use in simulating the outdoor environment by Blocken, et al. [34], from “Best practice guideline for the CFD simulation of flows in the urban environment” [35], and from “Architectural Institute of Japan (AIJ) guidelines for practical applications of CFD to pedestrian wind environment around buildings” [36]. These simulations were conducted with the use of a commercial CFD program, ANSYS Fluent 14.0 [37]. The CFD model used in this program solves the Reynolds-averaged Navier-Stokes (RANS) equations with the re-normalization group (RNG) k-ε turbulence model. The model performed well in simulations of urban wind flows [38, 39]. In the RNG k-ε model, the transport equations of turbulence kinetic energy k and its dissipation rate ε are:

\[
\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho k u_i)}{\partial x_i} = \frac{\partial}{\partial x_j}\left[\left(v + \frac{v_t}{\sigma_k}\right) \frac{\partial k}{\partial x_j}\right] + G - \mathcal{E} \tag{1}
\]

\[
\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho \varepsilon u_i)}{\partial x_i} = \frac{\partial}{\partial x_j}\left[\left(v + \frac{v_t}{\sigma_\varepsilon}\right) \frac{\partial \varepsilon}{\partial x_j}\right] + C_{\varepsilon 1} \frac{\varepsilon}{k} G - C_{\varepsilon 2} \frac{\varepsilon^2}{k} - C_\mu \eta^3 \frac{1 - \eta/\eta_0 \varepsilon^2}{1 + \beta \eta^3} \tag{2}
\]

where \( \rho \) is air density (kg/m\(^3\)), t time (s), \( u_i \) and \( u_j \) the Reynolds time-averaged velocity component in the \( x_i \) and \( x_j \) (\( i, j = 1, 2, 3 \)) directions, respectively, \( \nu \) the dynamic viscosity of air (m\(^2\)/s), \( v_t = C_{\mu} k^2/\varepsilon \) the turbulence kinematic viscosity (m\(^2\)/s), \( \sigma_k = 0.7194 \) the turbulence effective Prandtl number for k, \( G \) the source term, \( \sigma_\varepsilon = 0.7194 \) the turbulence effective Prandtl number for \( \varepsilon \), \( C_{\varepsilon 1} = 1.42 \), \( C_{\varepsilon 2} = 1.68 \), \( C_\mu = 0.085 \), \( \eta = (2E_{ij} \cdot E_{ij})^{1/2}/\varepsilon \), \( E_{ij} = \frac{1}{2} (\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}) \), \( \beta = 0.012 \), and \( \eta_0 = 4.38 \).

2.2 Computational domain size and mesh generation

The computational domain for a micro-scale model typically includes the community site concerned and its immediate surroundings. The micro-scale model has a mature theory about the best way to determine the vertical, lateral, and flow direction domains. For the height of the computational domain, the blockage ratio should be below 3% [35, 36]. The boundary in the four horizontal directions should be a distance of at least 5H\(_{\text{max}}\) [35, 40] to allow for the establishment of a realistic flow behind the wake region [35, 36, 41]. To eliminate as far as possible the errors caused by the size of the computational domain, for the micro-scale model we used a distance of 15H\(_{\text{max}}\) beyond the community site in four directions and blockage ratio should be below 3% for the height of the computational domain, as shown in Fig. 1(b). The
micro-scale model was not the focus of this investigation, but rather it was used as a reference.

Our full-scale model used the nearest weather station as the inflow boundary of the computational domain. The boundary in the downstream region and the lateral boundaries were at a distance of 15H_{max} from the community site, and blockage ratio should be below 3% for the height of the computational domain. Fig. 1(a) is a sketch of the computational domain. Note that H_{max} may differ between the full-scale and micro-scale models, because the tallest building in the full-scale model could be higher than that in the micro-scale model. In the central computational domain, inhomogeneous building complexes were elaborately constructed. This central domain included not only the community site concerned, but also at least one additional street block in each lateral direction around the community [36]. In the outer regions in the lateral directions and on the downstream side of the central domain, the building geometry can be simplified as roughness, which will be discussed in Section 2.3.

Gambit 2.4.6 was used to generate a discrete grid in this study. Because of the complexity of the geometrical model, this study used a hybrid grid scheme with a tetrahedral grid, which can adapt to the geometric structures very well. In the central region, building structures were explicitly constructed, while on the two sides, no geometric configurations were established.

2.3 Boundary conditions

The mean velocity profile for the inflow boundary was modeled as a power law, as shown in Eq. (3). For the full-scale model, the inflow boundary was specified as the weather station location, whereas for the micro-scale model, the wind velocity profile was modified to consider the impact of the terrain. The downstream vertical boundary was modeled as outflow. The sky was treated as a mirror plane. For the ground surface, the standard wall functions with a roughness modification based on the equivalent sand-grain roughness height k_s and the roughness constant C_s were used to reflect the influence of roughness elements, such as buildings and trees, on the urban wind flow field [37]. The surfaces of the buildings in the computational domain were non-slip.
The wind information provided by a weather station is the mean velocity at a reference height over a period of one hour, and therefore the inlet boundary conditions can be determined by

\[ U_z = U_r \left( \frac{z}{z_r} \right)^\alpha \] (3)

where \( U_z \) is the mean velocity profile (m/s), \( U_r \) the velocity (m/s) at reference height \( z_r \) (m), and \( \alpha \) a power law exponent determined by the terrain category.

For the ground, the wall functions are based on the universal near-wall velocity distribution (law of the wall) modified for a rough surface [37]:

\[ \frac{u_p u^*}{u_{\tau}^2} = \frac{1}{\kappa} \ln \left( \frac{E \rho u^* y_p}{\mu} \right) - \Delta B \] (4)

where \( u_p \) is the tangential wind speed in the center (point P) of the wall-adjacent cell (m/s), \( u^* = C_{\mu}^{1/4} \kappa^{1/2} \) is the wall function friction velocity (m/s) with constant \( C_{\mu} = 0.085 \), \( u_\tau \) the wall function friction velocity (m/s), \( \kappa \) the von Karman constant (~ 0.42), \( E \) an empirical constant for a smooth wall (≈ 9.793), \( y_p \) the distance from the center of the wall-adjacent cell to the wall (m), and \( \mu \) the dynamic viscosity (N·s/m²). The term \( \Delta B \) hinges on the type and size of the roughness elements and has been found to be closely correlated with the roughness Reynolds number, \( k_s^+ = \rho k_s u^*/\mu \), where \( k_s \) is the physical roughness height.

For a fully developed atmospheric boundary layer profile, the vertical profile for the mean wind speed has the following form [42]:

\[ \frac{u_z}{u_{ABL}^*} = \frac{1}{\kappa} \ln \left( \frac{z}{z_0} \right) \] (5)

where \( u_z \) is the wind speed at a height of \( z \) (m/s), \( z \) is the height (m), \( u_{ABL}^* \) the friction velocity of the atmospheric boundary layer (m/s), and \( z_0 \) the aerodynamic roughness length (m) that is equivalent to the height at which the wind speed theoretically becomes zero. Table 1 shows the \( z_0 \) values for different terrains [1, 43].

<table>
<thead>
<tr>
<th>Type</th>
<th>( z_0 ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth wall</td>
<td>0</td>
</tr>
<tr>
<td>Grass land</td>
<td>0.03</td>
</tr>
<tr>
<td>Few isolated obstacles</td>
<td>0.05</td>
</tr>
<tr>
<td>Low crops / Occasional large obstacles</td>
<td>0.1</td>
</tr>
<tr>
<td>Parkland / Shrubs / Numerous obstacles</td>
<td>0.5</td>
</tr>
<tr>
<td>Densely distributed mid-rise and high-rise buildings / Clumps of forest</td>
<td>1</td>
</tr>
</tbody>
</table>

The combination of Eqs. (4) and (5) yields [1]:

\[ k_s C_s = 9.793 z_0 \] (6)
This equation can be used to describe $z_0$ in order to take into account the influence of roughness elements on the wind flow field.

As it is very time consuming to build the flow domain with full building details on the ground, the micro-scale and full-scale models divide the ground surface into two parts. One part is the central region with building details, apart from some relatively small buildings and trees that have been omitted. The other part is the perimeter of the micro-scale model or the two sides of the full-scale model that do not have building structures, as shown in Fig. 1.

For the central region with building details, the roughness value of the ground surface is $z_0 = 0.03$ m according to Table 1. However, for the part of the ground surface without building structures, a roughness value of $z_0 = 1$ m should be used. This investigation aimed to compare two kinds of roughness setting methods for the ground surface, (1) change in $C_s$ while keeping $k_s = 1$ and (2) change in $k_s$ while keeping $C_s = 1$ for desirable values of $z_0$.

2.4 Field measurements for CFD validation

Validation of CFD simulations with experimental data is essential. This study calculated wind flow for an urban community by using wind information from a meteorological station. For validation purposes, several HOBO micro weather stations were used to measure the wind velocity magnitude inside the community site from August 15, 2016 to October 31, 2016. The measurement locations were 2 m above the roof of one of the buildings. The frequency of the measured data was collected every minute. The measured data was averaged hourly for consistency with hourly data acquired from the meteorological station. The micro weather stations had a measuring accuracy of ±0.4% for wind velocity if it was greater than 0.5 m/s.

3. Case setup

3.1 Geometrical models

To compare the performance of the full-scale model with the micro-scale model, this study selected Tianjin City in China as an example. We selected this city for our convenience. The city has an urban population of 5.21 million and urban structures that are typical of large cities in China. Since Tianjin University is close to the downtown area, this investigation chose a 1.05 km x 1.05 km section of the Tianjin University campus as the community site, as shown in Fig. 2(a). Tianjin has 12 meteorological stations scattered in and around the city [44] at distances of 10 km to 100 km from the university campus. The further a meteorological station is from the campus, the less reliably does weather data at the station reflect that on the campus. This study selected the closest meteorological station, Xiqing station, to provide hourly wind velocity and wind direction. This station is located 10 km from the campus in the west-west-south (WWS) direction.
Fig. 2. Geometrical models used in this study: (a) plane view of the topographical information from Xiqing meteorological station (the star to the community site (the square), (b) building details used in the full-scale model, (c) computational domain of the full-scale model, and (d) computational domain of the micro-scale model with building details in the center.

Fig. 2(a) shows the geographical location of the Xiqing station (the large star at the lower left) in relation to the community site (the square at the upper right) on a Google satellite map. Fig. 2(b) illustrates the constructed three-dimensional geometrical model from the Xiqing station to the site. The model was 10.8 km long and 1.8 km wide (encompassing at least one additional street block in each direction around Tianjin University, as discussed in Section 2.2). All buildings inside this area were explicitly resolved, while other structures, such as trees, landscaping, roads, etc., were neglected in the model. The corresponding
The computational domain was extended by 1.8 km or about 15\(H_{\text{max}}\) on both sides and at the right end, where the tallest building in the area was 117 m high. The resulting computational domain was 12.6 km long, 5.4 km wide, and 0.351 km high. The maximum blockage ratio was 1.5\%, as shown in Fig. 2(c). The use of the outer regions would reduce the amount of labor-intensive work required for constructing the detailed building structures, if they could be approximated by roughness.

For comparison, this study also built a micro-scale model as shown in Fig. 2(d). The height of the computational domain was 105 m or three times the height of the tallest building (35 m) inside this area. The other four directions were extended by a distance of 15 \(\times\) 35 = 525 m. Therefore, the computational domain for the micro-scale model was 2.1 km long, 2.1 km wide, and 0.105 km high. The maximum blockage ratio was 2.4\%.

3.2 Grid arrangement and mesh generation

Mesh quality is very important for the accuracy of simulation results. There were 3,637 buildings scattered throughout the inner region of the full-scale model, and the building heights ranged from 3 m to 117 m. As shown in Fig. 3(a), this study divided the inner region into 69 sub-regions according to building height and density. Streets and community fences were usually used as partition lines. The mesh was first generated for each sub-region and then combined for the whole domain. Because of our limited computing capacity and the possible impact of grid size on accuracy, the maximum grid size was 20 m near the Xiqing meteorological station area and was gradually reduced to 8 m at the community site in the lengthwise direction. The maximum grid size in the vertical direction was 10 m. The grid resolution along the perimeter without buildings was 20 m. The result was a total grid number of 7.0 million for the full-scale model of Fig. 2(c). Fig. 3(b) shows the grid cells generated on the building surfaces and in the area without building details for the top right corner in Fig. 3(a), with triangular and quadrilateral mesh. The mesh for the micro-scale model was similar to that for the full-scale model, with the use of a hybrid grid scheme with a tetrahedral grid in the central area where building structures were explicitly constructed and a hexahedral grid at the perimeter where there were no geometric details. The maximum grid sizes of the inner region and in the perimeter area were 4 m and 6 m, respectively, and the total grid number was 6.4 million.
3.3 Boundary conditions and case setup

This investigation used the average wind velocity and direction measured at the Xiqing meteorological station from 11:00 am to 2:00 pm on August 30, 2016, as the boundary conditions when the wind angles on the hour were 229°, 230°, 221°, 232°, respectively. The wind direction was southwest and the wind speed was 2.6 m/s. Thus, the western and southern boundaries were inflow ones. Because the Xiqing station was in a suburb, a power law with an exponent of 0.22 (as shown in Eq. (3)) was used to specify the vertical wind profile [45] at the two inlet boundaries in CFD simulations with the full-scale model, which corresponds \( z_0 = 1 \) m. For the micro-scale model, the exponent was changed to 0.3 to reflect the change from a suburb to a more built-up area, which corresponds \( z_0 = 0.3 \) m. The sky of the domain was modeled as a symmetrical surface or as a mirror. The outlet boundary conditions on the eastern and northern boundaries were set at zero static pressure. The wall functions with the roughness values were used for the ground surfaces.

As discussed in the previous section, there were two roughness setting methods. This investigation aimed to identify the better method. As shown in Table 2, Case 01 used a smooth wall boundary for the ground surface as a benchmark case to be compared with the other cases with using wall functions to illustrate the influence of roughness elements on the wind flow field. Eight cases were then set up to compare the effects of changing \( C_s \) or \( k_s \)
according to Eq. (8), which also led to different values of \( z_0 \). In these cases, we changed only one parameter at a time in simulations of the wind distribution with the full-scale model.

Table 2
Case setup for different terrains \((z_0)\) under different combination of \(k_s\) and \(C_s\).

<table>
<thead>
<tr>
<th>Cases</th>
<th>(k_s)</th>
<th>(C_s)</th>
<th>(z_0) (m)</th>
<th>(k_s)</th>
<th>(C_s)</th>
<th>(z_0) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 01</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>Case 02</td>
<td>0</td>
<td>0.5</td>
<td>0.05</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>Case 03</td>
<td>1</td>
<td>1</td>
<td>0.1</td>
<td>1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Case 04</td>
<td>1</td>
<td>4.897</td>
<td>0.5</td>
<td>0.5</td>
<td>4.897</td>
<td>0.5</td>
</tr>
<tr>
<td>Case 05</td>
<td>9.793</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>Case 06</td>
<td>0.5</td>
<td></td>
<td>0.05</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>Case 07</td>
<td>1</td>
<td></td>
<td>0.1</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>Case 08</td>
<td>4.897</td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td>4.897</td>
<td>0.5</td>
</tr>
<tr>
<td>Case 09</td>
<td>9.793</td>
<td></td>
<td>1</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
</tr>
<tr>
<td>Case 10</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.59</td>
<td>0.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Case 11</td>
<td>0.5</td>
<td></td>
<td>0</td>
<td>0.5</td>
<td>0.59</td>
<td>0.03</td>
</tr>
<tr>
<td>Case 12</td>
<td>1</td>
<td>9.793</td>
<td>1</td>
<td>0.59</td>
<td>0.5</td>
<td>0.03</td>
</tr>
<tr>
<td>Case 13</td>
<td>9.793</td>
<td>1</td>
<td>1</td>
<td>0.59</td>
<td>0.5</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Cases 02 to 05 assumed \(k_s = 1\) and varied \(C_s\) for different \(z_0\) in the outer regions without building details, while \(z_0\) for the inner region remained at zero. This investigation focused more on the outer regions because there were no building details, and the impact of the roughness setting on the wind flow could be easily studied. Cases 06 to 09 kept \(C_s\) at 1 and varied \(k_s\) for different \(z_0\) in the outer regions. These cases were used to assess the two roughness setting methods.

Cases 10 and 11 changed \(z_0\) to 0.03 (compared to \(z_0 = 0\) in the reference case) with the two different methods, while the roughness in the outer regions was assumed to be zero. Finally, Cases 12 and 13 changed \(z_0\) to 1 for the outer regions.

Evaluation of these cases allowed us to identify a suitable roughness setting method for the full-scale model. We could then compare the performance of the full-scale model with that of the micro-scale model.

3.4. Other computational parameters

The governing equations are solved using the finite volume method. The SIMPLE algorithm was used for pressure and velocity coupling, and the second-order discretization schemes were used for solving all the variables. When the scaled residuals reached \(10^{-4}\) for mass conservation, \(U, V, W, k, \varepsilon\), the solution is considered to be converged. Velocity magnitude on several specified points were also monitored to confirm that the solution does not change with the iteration, which is another criterion for convergence.
3.5. Field measurements

Field measurements were conducted at Tianjin University with three HOBO micro weather stations positioned on the rooftop of a building as shown in Fig. 4. The building height was 9 m, and the sensor height was 11 m above the ground.

![Fig. 4. Three measurement positions on the rooftop of a campus building: (a) sensor locations and (b) building location at the university site.](image)

4. Results

4.1 Model validation

This investigation first validated the CFD models by comparing our simulated results with wind tunnel data from the literature. The wind tunnel data had been collected at an urban complex in Niigata, Japan, with a scale of 1:250 [46]. Scalar wind velocities were measured at a height of 8 mm above the wind tunnel floor (corresponding to a height of 2 m above the ground in actual scale) by multi-point thermister anemometers. Fig. 5(a) shows the building model of the urban area in the actual scale of 500 m long, 500 m wide, and 300 m high. A hybrid grid type was used in this study, with a tetrahedral grid in the inner area with building structures and a hexahedral grid in the outer regions. The total grid number was 5.6 million, as shown in Fig. 5(b). Table 3 lists the boundary conditions used in this investigation.

![Fig.5. (a) Geometric configuration of the urban area used for the CFD validation and (b) the grid built for the CFD simulations.](image)
Table 3
Boundary conditions used in this study.

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>Condition details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet flow boundary</td>
<td>Interpolated values of velocity and turbulence kinetic energy from experimental data for the inflow, $\varepsilon = C_D^{1/2} \cdot k \cdot dU/\text{dz}$ ($\varepsilon = P_k$)</td>
</tr>
<tr>
<td>Outflow boundary</td>
<td>Outflow with zero pressure</td>
</tr>
<tr>
<td>Top surface</td>
<td>Solid mirror wall</td>
</tr>
<tr>
<td>Ground surface</td>
<td>Logarithmic law with roughness length $z_0 = 0.024 \text{ m}$</td>
</tr>
<tr>
<td>Building surfaces</td>
<td>Logarithmic law for smooth walls</td>
</tr>
</tbody>
</table>

In the wind tunnel case, the micro-scale model is the same as the full-scale model. Therefore, the experimental data from the wind tunnel was used to validate aspects of the physical model such as the turbulence model, numerical algorithm, etc. The RNG k-$\varepsilon$ model was used to simulate the urban wind flow, the SIMPLE algorithm was used for pressure and velocity coupling, and second-order discretization schemes were used for the governing equations.

Fig. 6(a) compares the wind speed ratio (defined as the ratio of the wind speed magnitude at each measuring point and the wind speed at the same height at the inflow boundary) computed in selected locations at a height of 8 mm above the wind tunnel floor with the corresponding experimental data. The mean relative error of our calculation was 36.4%. As a comparison, Fig. 6(b) shows the computed results from Yoshihide et al. [48] with the same experimental data. Although Yoshihide et al. did not show the quantitative error, the two computed results were similar. The comparisons indicate that the RNG k-$\varepsilon$ model and numerical algorithm can predict the airflow in an urban area reasonably well, considering the complexity of the geometry and wind flow.

![Normalized wind speed comparison](image1)

**Fig. 6.** Comparison of the normalized wind speed computed by the RNG k-$\varepsilon$ model with the measured data from the wind tunnel [46] at selected locations (a) between the present study and the data, and (b) between the study from Yoshihide et al. [46] and the data.
4.2 Grid-independence analysis

A mesh independence study was conducted for the micro-scale model and full-scale model. Figure 7(a) shows the computed vertical wind profiles with different grid number for the micro-scale model. The results show that the 1.4 million grid was sufficiently good for the micro-scale model. This study used the 6.4 million grid for the subsequent simulations. Figures 7(b), (c) and (d) show the computed vertical wind profiles with different grid numbers for the full-scale model in the windward outer region, inner region, and leeward outer region. The 7.0 million grid can produce a grid-independent result.

![Fig. 7. Computed wind profiles with different grid number: (a) surface averaged velocity for micro-scale model, (b) averaged in the windward outer region for the full-scale model, (c) averaged in the inner region for the full-scale model, and (d) averaged in the leeward outer region for the full-scale model.](image)

4.3 Comparison of different methods in specifying roughness parameters

With the validated turbulence model, this investigation used the full-scale geometrical model to determine the wind distribution on the university campus. As discussed in the case setup section, it is important to study the impact of different $z_0$ values on the wind profile in the outer regions without building details. Case 01 was a reference case with a smooth ground surface ($z_0 = 0$). The $z_0$ for Cases 02 to 05 increased in the outer regions, while smooth ground was assumed in the inner region. In the outer regions, different $z_0$ values were achieved by varying $C_s$ while keeping $k_s = 1$. Fig. 8 shows the computed vertical wind profile along the height in three different regions: the windward outer region, inner region, and leeward outer region. With an increase in $C_s$ or $z_0$, the wind velocity near the ground in the two outer regions decreased dramatically, while that in the inner region remained the same. The results look plausible, as a larger roughness length would create a high resistance and reduce the wind velocity near the ground. These results have verified the possibility of achieving different $z_0$ values by changing $C_s$.  

![Case 01 - Case 02 - Case 03 - Case 04 - Case 05](image)
This investigation also simulated the wind profiles by varying $k_s$ for different $z_0$ while keeping $C_s$ constant from Case 06 to Case 09 as shown on Table 2. Fig. 9 compares the wind profiles for Cases 02 to 05 with those for Cases 06 to 09. When the roughness was small, the two methods for the same $z_0$, such as Cases 02 and 06, yielded nearly the same results. With the largest $z_0$ value of 1, the difference between the two roughness setting methods was 11.6% for the air velocity near the ground.
Fig. 9. Comparison of the computed wind profiles with different $z_0$ by varying $C_s$ and keeping $k_s = 1$ for Cases 02 to 06 or by varying $k_s$ and keeping $C_s = 1$: (a) averaged in the windward outer region, (b) averaged in the inner region, and (c) averaged in the leeward outer region.

According to Eq. (8), any combination of $k_s$ and $C_s$ with the same product can be used. ANSYS Fluent requires $k_s < z_p$ where $z_p$ is the distance from the center (point p) of the wall-adjacent cell to the wall surface [47] and the default maximum $C_s$ is 1. When $z_0 = 1$ and $C_s = 1$ as in Case 09, then $k_s = 9.793$, which requires a minimum first grid size near the ground of $2 \times 9.793 = 19.586$ m. If information close to the ground was desired, such as the wind speed at pedestrian level, this method of setting roughness would not produce the necessary information. Thus, changing $C_s$ is better than changing $k_s$.

We designed Cases 10 and 11 to study the impact of the two roughness setting methods in the inner region with $z_0 = 0.03$. As shown in Fig. 10, the difference was as small as 0.6%. Maintaining the $z_0$ value in the inner region at 0.03, we studied the two different roughness setting methods for $z_0 = 1$ in the outer regions (Cases 12 and 13). The methods again differed by 11.6% as illustrated in Fig. 10. This result implies that the impact of roughness in the inner region on the velocity profile in the outer regions was small. The velocity profiles in the outer regions depended only on the roughness in these regions.
Fig. 10. Comparison of the computed wind profiles with $z_0 = 0.03$ for the inner region and $z_0 = 1$ for the outer region with the two specification methods (a) averaged in the windward outer region, (b) averaged in the inner region, and (c) averaged in the leeward outer region.

As the outer regions of the full-scale model did not have any building structures, $z_0 = 1$ should be used according to Table 1. The velocity near the ground using the roughness length of $z_0 = 1$ was similar to that in the inner region as shown in Figs. 8 to 10. Thus, $z_0 = 1$ can represent the city terrains reasonably well for outer regions of Tianjin that do not have detailed building structures.

4.4. Comparison of different geometric models

In Section 4.2 we compared two kinds of roughness setting methods for the ground surface in the full-scale model. Using the same boundary conditions, this study has also compared the performance of the full-scale model with that of the micro-scale model as shown in Fig. 2 for predicting the wind environment on the university campus. The two models used the same wind velocity profiles from the meteorological station as the inlet boundary conditions and the same roughness length on the ground surface. In the full-scale model, the wind velocity profile was specified 11 km away at the meteorological station, while in the micro-scale model it was specified in the vicinity of the campus, and the power law exponent was changed to 0.3 to reflect the change from a suburb to a more built-up area.

Fig. 11(a) depicts the wind flow field computed by the full-scale model at a height of 11 m above the ground (in accordance with the height of the measuring locations on the building roof). Figs. 11(b) and (c) compare the wind flow fields on the university campus obtained by the two models. The velocity magnitude from the micro-scale model was much larger than that from the full-scale model. The wind would lose its momentum as it travels from the meteorological station to the downtown area because of the building structures in the inner region and the roughness used in the outer regions. However, the micro-model used the weather data at a distance of 11 km away as the boundary conditions in the vicinity of the
campus even though the power law exponent was changed. The results clearly indicate that the two models did not perform similarly.

Fig. 11. Comparison of the performance of the two geometrical models: (a) wind flow field computed by the full-scale model, (b) the wind on the university campus computed by the full-scale model, and (c) the wind on the campus computed by the micro-scale model.

Fig. 12 compares the simulated wind velocity with the corresponding experimental data at the rooftop locations in Fig. 4. Although the data points from the experiment were limited, the trend is clear. The results show that the micro-scale model significantly overestimated the wind magnitude. This occurred because the model failed to consider the decay in velocity as the wind traveled through the city from the meteorological station. The results obtained by the full-scale model were in reasonable agreement with the measured data. The simulations with the two roughness setting methods for the full-scale model again generated similar accuracy at this height. Nevertheless, the full-scale model overestimated the wind velocity by 20%. This could be due to our underestimation of the roughness in the inner region. We can conclude from the comparison that the full-scale model performed much better than the micro-scale model.
5. Discussion

The full-scale model performed quite well for such a complex case study. However, the model had some limitations:

- The full-scale geometrical model was established with the aid of a satellite image because no public geometrical model was available. The model used approximations that may have affected the wind profiles. We were unable to estimate the errors that may have resulted.
- This investigation selected the Xiqing meteorological station, which was the closest to the university campus. The simulations used wind data from the direction upwind from the meteorological station as the boundary conditions. If the wind came from a different direction, such as from the university campus to the meteorological station, could the wind data from the station be used as the inlet boundary conditions? To use wind data from the upwind direction, we would need to build a new full-scale geometrical model. The effort would be significant.
- This study used the RNG k-ε model to simulate the urban wind flow under steady-state conditions. However, wind constantly changes in direction and magnitude. Should a transient simulation method be used, it would significantly increase the computing costs.

6. Conclusions

This investigation conducted CFD simulations to compare different geometrical models and roughness setting methods for simulating the wind environment in an urban community. The study led to the following conclusions:

- The micro-scale model predicted the wind distribution for a community with boundary conditions from a wind tunnel with a relative error of 36.4% compared with experimental data from the literature. Our simulation accuracy appeared to be similar to that obtained by the group who did the wind tunnel tests.
- This study tested two different roughness setting methods, and both produced satisfactory wind profiles for outer regions without building details. It is better to vary
Cₜ while keeping kₛ = 1 because the method can be used to calculate wind distribution close to the ground.

- The full-scale model was able to produce the wind velocity distribution in the community by using wind information from a meteorological station that was 11 km away. It overestimated the wind velocity by only 20% compared with the measured data obtained on the rooftop of a building in the community site. If the wind information was used for the micro-scale model, the model would overestimate the wind velocity by a factor of two. This is because the model did not consider the wind decay when it traveled through the city, even though the exponent on the wind profile was modified for the city terrain.
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