MESH TYPE AND NUMBER FOR CFD SIMULATIONS OF AIR DISTRIBUTION IN AN AIRCRAFT CABIN
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This investigation evaluated the impact of three mesh types (hexahedral, tetrahedral, and hybrid cells) and five grid numbers (3, 6, 12, 24, and >38 million cells) on the accuracy and computing costs of air distribution simulations in a first-class cabin. This study performed numerical error analysis and compared the computed distributions of airflow and temperature. The study found that hexahedral meshes were the most accurate, but the computing costs were also the highest. 12-million-cell hexahedral meshes would produce acceptable numerical results for the first-class cabin. Different mesh types would require different grid numbers in order to generate accurate results.

1. INTRODUCTION

<table>
<thead>
<tr>
<th>NOMENCLATURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_p, \alpha_{nb}$</td>
</tr>
<tr>
<td>$x_i$</td>
</tr>
<tr>
<td>$\Gamma_{\phi,\text{eff}}$</td>
</tr>
<tr>
<td>$\rho$</td>
</tr>
<tr>
<td>$b$</td>
</tr>
<tr>
<td>$\bar{\phi}$</td>
</tr>
<tr>
<td>$E_{ro}$</td>
</tr>
<tr>
<td>$\phi_i^n$, $\phi_i^n*$</td>
</tr>
<tr>
<td>$\text{Err}$</td>
</tr>
<tr>
<td>$N$</td>
</tr>
<tr>
<td>$\phi_p$ , $\phi_{nb}$</td>
</tr>
<tr>
<td>$r_i$</td>
</tr>
<tr>
<td>$\epsilon_i^n$</td>
</tr>
<tr>
<td>$R_{\phi}$</td>
</tr>
<tr>
<td>$S_{\phi}$</td>
</tr>
<tr>
<td>$t$</td>
</tr>
</tbody>
</table>

Subscripts and Superscripts

<table>
<thead>
<tr>
<th>Subscripts and Superscripts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
</tr>
<tr>
<td>$f$</td>
</tr>
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</table>
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In the past decade, the number of air travelers worldwide increased to 11.3 billion [1]. Air distribution in airliner cabins is important for the thermal comfort and well-being of travelers and crew members [2]. However, many recent studies [3, 4] found that thermal comfort in airliner cabins was not satisfactory. The spatial air temperature distributions in airliner cabins were not uniform, and many passengers found that their upper bodies were too warm and lower bodies too cold. Measurements in a large number of commercial airliner cabins by Guan et al. [5] identified many pollutants that are potentially harmful to passengers and crew members and should therefore be removed effectively from the cabins by ventilation. Adjustment of air distribution in cabins in order to improve thermal comfort and reduce pollutant levels is an important subject for airplane cabin designers and researchers.

Experimental measurements and computer simulations are two of the primary methods of investigating air distribution in an airliner cabin [6]. For example, Zhang et al. [7] used a CFD program to study the air distribution in an airliner cabin mock-up. Li et al. [8] measured contaminant distribution experimentally in an airplane cabin. Liu et al. used both experimental measurements [9] and computer simulations [10] to obtain the air distribution in a first-class cabin. These studies showed that, while experimental measurements in an airliner cabin were reliable, it was difficult to conduct the measurements on board with sufficient fine spatial resolution because of regulations imposed by aviation authorities and the high costs associated with the experiments. Most of the measurements were conducted on the ground in airplanes or cabin mock-ups [8, 11, 12]. CFD simulation, on the other hand, is less expensive and more efficient [6]. Thus, recent studies of thermal comfort and air quality in airliner cabins have been conducted primarily by CFD [13-15]. Because the geometry of an airliner cabin is very complex and the airflow appears unstable [10], the experience obtained in simulating airflow in other enclosed spaces, such as buildings, cannot be applied to airliner cabins. Therefore, it is important to investigate the use of CFD for this application.

Significant effort has been made in recent years in studying air distributions in airplane cabins by CFD. For example, Liu et al. [10] evaluated different turbulence models for predicting air distributions, and Zhang and Chen [16] assessed various particle models for predicting contaminant dispersions. However, few studies have evaluated the mesh type and number used in CFD. Because CFD solves discretize transport equations for flow (Navier-Stokes equations), the flow domain in an airliner cabin should be divided into a large number of cells. The mesh type and size can be very important factors in the cost of computation and the accuracy of the numerical results.

Since an airliner cabin is three dimensional, the commonly applied mesh types are hexahedral [17], tetrahedral [18], and hybrid meshes [19]. The hexahedron, a structured mesh, was first developed [20] in the 1970s. Compared with tetrahedral and hybrid meshes, hexahedral meshes can be aligned with the predominant direction of a flow, thereby decreasing numerical diffusion [21]. However, it is difficult to generate hexahedral elements for airliner cabins with complicated boundaries [6], although there are examples of this application [17]. Developments in meshing techniques in the 1980s made the tetrahedron a popular alternative [22]. Tetrahedral cells are more adaptive to a flow domain with a complicated boundary [23]. Today, because commercial CFD software can generate tetrahedral
meshes automatically, such meshes are favored by inexperienced users. Many researchers [24, 25] have applied these meshes to air cabins. However, a tetrahedron is not as accurate as a hexahedron with the same grid number [26, 27]. The grid number of a tetrahedral mesh is larger than that of a hexahedral mesh with the same cell dimensions. Therefore, hybrid meshes [28, 29] have been developed that use tetrahedral meshes in the flow field with a complicated boundary and hexahedral meshes in the other fluid domain. Several studies [10, 15] have applied hybrid meshes to the investigation of air distributions in cabins. Unfortunately, hybrid meshes cannot be automatically generated, and intensive labor is required to build such a mesh manually.

The above review illustrates the pros and cons of different mesh types. It is important to identify the type mesh that is most suitable for use in airliner cabins.

Another important factor in the computing cost and accuracy of CFD simulations is the number of cells. Many CFD studies have performed grid independence tests. For example, Liu et al. [10] compared three grid quantities for a first-class cabin, but the maximum grid number was only 13 million, which was not sufficiently fine to obtain grid independency. A coarse mesh could lead to a larger spatial discretization error, and refining the mesh could reduce the numerical dissipation. However, if the grid number were very large, round-off error could increase rapidly and would exceed truncation errors, and thus the accuracy could also become poor [30]. Therefore, a cell number that is either too small or too large could lead to poor results. It is necessary to determine the most suitable grid number.

On the basis of state-of-the-art CFD simulations of air distribution in airliner cabins, this investigation conducted a systematic evaluation of mesh type and number. The goal was to identify a suitable mesh type and number for studying air distribution in an airliner cabin in order to improve the thermal comfort and well-being of passengers and crew members.

2. RESEARCH METHOD

2.1. Selection of Grid Type and Number

Our study used the first-class cabin of a single-aisle aircraft (an MD-82 airplane) to study the impact of grid type and number on the computing costs and accuracy of numerical simulations of air distributions in the cabin. Figure 1(a) is a schematic of the fully-occupied, first-class cabin. The role of grid type was investigated by using hexahedral, tetrahedral, and hybrid meshes, as shown in Figure 1. For evaluating grid number, a mesh of at least 3 million cells is necessary in order to describe cabin details that are crucial for simulating air distribution, such as diffusers. We progressively doubled the grid number in order to study its impact on accuracy. Because of limitations on our computing resources, the maximum grid number used was about 48 million. Since it took a long time to generate the finer grids and it was not easy to control the grid number, the largest grid numbers for the hexahedral, tetrahedral, and hybrid meshes were 59, 50, and 38 million, respectively. Table 1 shows the grid numbers used in this investigation.
Figure 1. (a) Schematic of the fully-occupied, first-class cabin; and mesh distribution at the back section for different mesh grid types: (b) hexahedral mesh, (c) tetrahedral mesh, and (d) hybrid mesh with 24 million cells.

<table>
<thead>
<tr>
<th>Mesh type</th>
<th>Abbreviation</th>
<th>Cell number (millions)</th>
<th>Global mesh size (mm)</th>
<th>Surface-average Y+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid</td>
<td>HY3</td>
<td>3</td>
<td>64</td>
<td>5.02</td>
</tr>
<tr>
<td></td>
<td>HY6</td>
<td>6</td>
<td>48</td>
<td>3.84</td>
</tr>
<tr>
<td></td>
<td>HY12</td>
<td>12</td>
<td>32</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>HY24</td>
<td>24</td>
<td>24</td>
<td>2.86</td>
</tr>
<tr>
<td></td>
<td>HY38</td>
<td>38</td>
<td>24</td>
<td>2.21</td>
</tr>
<tr>
<td>Tetrahedral</td>
<td>T3</td>
<td>3</td>
<td>80</td>
<td>4.38</td>
</tr>
<tr>
<td></td>
<td>T6</td>
<td>6</td>
<td>64</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td>T12</td>
<td>12</td>
<td>48</td>
<td>2.45</td>
</tr>
<tr>
<td></td>
<td>T24</td>
<td>24</td>
<td>32</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>T50</td>
<td>50</td>
<td>24</td>
<td>1.67</td>
</tr>
<tr>
<td>Hexahedral</td>
<td>H12</td>
<td>12</td>
<td>24</td>
<td>2.11</td>
</tr>
<tr>
<td></td>
<td>H24</td>
<td>24</td>
<td>24</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td>H59</td>
<td>59</td>
<td>24</td>
<td>1.54</td>
</tr>
</tbody>
</table>
Figure 1 shows the grid distributions of the three mesh types. Different mesh types had similar mesh distributions. For example, the mesh was very fine in the regions close to the walls, manikins, and air diffusers because of large gradients in the variables, while coarse meshes were used in the main flow region. This investigation defined the large mesh dimension used in the main flow region as the global mesh dimension. For the hexahedral mesh, as depicted in Figure 1(b), the distribution of the meshes was uniform in most of the main flow region. Because the diffuser size was only 3 mm and the global mesh dimension was much larger than that, we gradually increased the mesh dimension for the diffusers to the main flow to ensure grid quality. Figure 1(c) shows the tetrahedral mesh distribution and Figure 1(d) the hybrid mesh distribution, under the same strategy as that used for the hexahedral meshes. The hybrid mesh was divided into three flow regions: the region with regular geometry close to the aisle and floor, where hexahedral meshes were used; the region with irregular geometry close to the diffusers, walls, ceiling, seats, and manikins, where tetrahedral meshes were used; and the transition regions, where pyramidal meshes were used.

2.2. Turbulence models and numerical scheme

CFD simulations of air distributions in airliner cabins would need to use turbulence models, as current computer capacity and speed are insufficient to simulate the details of turbulence flow in airliner cabin. Among various turbulence models, Liu et al. [10] recommended large-eddy-simulations (LES) and detached-eddy-simulations (DES) for airflow simulations in airliner cabins. However, these models require long a computing time and high mesh density. Zhang et al. [31] concluded that the LES model provided the most detailed flow features, while the v2f and re-normalization (RNG) k-ε models could produce acceptable results with greatly reduced computing time. Since the RNG k-ε model is one of the most popular turbulence models used in design practice, the current study used this model to simulate cabin flows. Because the airflow in an airliner cabin can be transitional, this study also simulated the flow as transient or unsteady.

The governing equations for the RNG k-ε model for both steady and transient flows can be written in a general form:

\[
\rho \frac{\partial \phi}{\partial t} + \rho u_i \frac{\partial \phi}{\partial x_i} - \frac{\partial}{\partial x_i} \left[ \Gamma_{\phi,\text{eff}} \frac{\partial \phi}{\partial x_i} \right] = S_\phi
\]

where \(\phi\) represents the flow variables (air velocity, energy, and turbulence parameters), \(\Gamma_{\phi,\text{eff}}\) is the effective diffusion coefficient, and \(S_\phi\) is the source term. When \(\phi = 1\), then equation (1) becomes the continuity equation.

This study used commercial CFD software FLUENT [32] for all numerical simulations. The Navier-Stokes equation was discretized by the finite-volume method [33, 34, 35]. We employed the SIMPLE algorithm to couple the pressure and velocity calculations. The PRESTO! scheme was adopted for pressure discretization, and the first-order upwind scheme was used for all the other variables. We tested the second-order scheme, but the calculation did not lead to a converged solution [10]; this result was unfortunate, and the scheme should be further investigated in the future. This
investigation started an unsteady-state simulation that was based on the results of a steady-state simulation. We estimated that the unsteady-state simulation took one time constant of 50 s to reach a stable flow field. The computation then continued for another 100 s, after which time-averaged simulation results could be obtained.

For the regions near the walls, our study used the enhanced wall function [32], which required that the Y+ value be less than 30. Table 1 shows the surface-averaged wall Y+ values, which were all smaller than 5; thus, the wall function could be used.

The study considered the solutions to be converged when the sum of the normalized residuals for all the cells satisfied the conditions shown in Table 2. The normalized residuals were defined as:

\[
R_p = \sum_{\text{cells}} \left| \sum_{\text{nb}} a_{nb} \phi_{nb} + b - a_p \phi_p \right| \sum_{\text{cells}} |a_p \phi_p|
\]

where \( \phi_p \) and \( \phi_{nb} \) are the given variable at the present and neighboring cells, respectively; \( a_p \) is the coefficient of the variable at the present cell; \( a_{nb} \) are the correlation coefficients of the variable at the neighboring cells; and \( b \) is the source term or boundary conditions.

<table>
<thead>
<tr>
<th>Residuals</th>
<th>Hexahedral</th>
<th>Tetrahedral</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>continuity</td>
<td>(10^{-4})</td>
<td>(10^{-4})</td>
<td>(10^{-4})</td>
</tr>
<tr>
<td>velocity</td>
<td>(10^{-3})</td>
<td>(10^{-3})</td>
<td>(10^{-3})</td>
</tr>
<tr>
<td>energy</td>
<td>(10^{-6})</td>
<td>(10^{-6})</td>
<td>(10^{-6})</td>
</tr>
<tr>
<td>(k)</td>
<td>(10^{-3})</td>
<td>(10^{-3})</td>
<td>(10^{-3})</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>(10^{-4})</td>
<td>(10^{-4})</td>
<td>(10^{-4})</td>
</tr>
</tbody>
</table>
2.3. Numerical errors

Discretizing the partial differential governing equation (Eq. 1) gives rise to three types of errors: truncation errors, errors introduced by the numerical definitions of boundary conditions, and round-off errors [36]. The following two sub-sections present the method we used to estimate the truncation errors and round-off errors because they are related to grid type and number.

2.3.1. Truncation errors

Figure 2 shows parameters of two adjacent cells and the truncation error between typical neighboring cells for different mesh types. The variable \( \phi \) was chosen as a general variable to account for the truncation error. The variables \( f \) and \( c \) are the indices of the interfacial and cell center points, respectively. CFD simulations are used to obtain \( \phi_f \), the \( \phi \) value at \( f \) in the interface of two adjacent cells, through interpolation by using the \( \phi \) values at the two cell centers:

\[
\phi_f = \frac{r_{f,i} \phi_{i,c} + r_{f,i+1} \phi_{i+1,c}}{r_i + r_{i+1}} \tag{3}
\]

where \( r_i \) is the distance from the center of cell \( i \) (center of gravity) to the interfacial center point \( f \), and \( r_{i+1} \) is the distance from the center of cell \( i+1 \) (center of gravity) to the interfacial center point \( f \).

By using a Tailor series, we can express the term on the right-hand side of Eq. (3) as:
\[ r_{i\text{e},d} + r_{i\text{e},d+1} = r_{i\text{e},d} + r_{i\text{e},d+1} + r_{i\text{e},d} (r_i \cdot \nabla) \phi_{d,d} + r_{i\text{e},d+1} (r_{i+1} \cdot \nabla) \phi_{d,d} + r_{i\text{e},d} \frac{1}{2!} (r_i \cdot \nabla)^2 \phi_{d,d} + r_{i\text{e},d+1} \frac{1}{2!} (r_{i+1} \cdot \nabla)^2 \phi_{d,d} + \ldots \]  
(4)

\[ r_i = |\bar{r}_i|, \quad r_{i+1} = |\bar{r}_{i+1}| \]  
(5)

Therefore, the truncation error of Eq. (3) is:

\[ \frac{r_{i\text{e},d+1} - r_{i\text{e},d}}{r_i + r_{i+1}} \left( r_{i\text{e},d} (r_i \cdot \nabla) \phi_{d,d} + r_{i\text{e},d+1} (r_{i+1} \cdot \nabla) \phi_{d,d} + \frac{1}{2} r_{i\text{e},d} (r_i \cdot \nabla)^2 \phi_{d,d} + \frac{1}{2} r_{i\text{e},d+1} (r_{i+1} \cdot \nabla)^2 \phi_{d,d} + \ldots \right) \]  
(6)

Let us now study four different grid-type scenarios:

Scenario 1: Neighboring cells have the same geometrical shape and edge length (such as the cubical and equilateral-triangular shaped cells shown in Figures 2(a) and (b), respectively). The directions of \(r_i\) and \(r_{i+1}\) are opposite one another, and \(r_{i+1}\) is thus:

\[ \bar{r}_{i+1} = -\bar{r}_i \]  
(7)

The first term of the truncation error in Eq. (6) becomes zero, so the truncation error is second-order as follows:

\[ TE = \frac{1}{2} \frac{r_{i\text{e},d} (r_i \cdot \nabla)^2 \phi_{d,d} + r_{i\text{e},d+1} (r_{i+1} \cdot \nabla)^2 \phi_{d,d} + \ldots}{r_i + r_{i+1}} \]  
(8)

Scenario 2: Neighboring cells have different geometrical shapes, but each cell has equal edge lengths, such as those shown in Figure 2(c). When hexahedral and pyramidal cells are adjacent to each other, then \(r_{i+1}\) can be written as

\[ \bar{r}_{i+1} = -\frac{r_{i+1}}{r_i} \bar{r}_i \]  
(9)

The first term of the truncation error in Eq. (6) again becomes zero, and the truncation error is also of second order. When tetrahedral and pyramidal cells are adjacent to each other, \(r_{i+2}\) and \(r_{i+3}\) are not parallel. The first term of the truncation error cannot cancel out, and the truncation error will be of first order.

In hybrid meshes with transitions between tetrahedral and pyramidal cells, the truncation error is of first order, while in meshes of a single type such as hexahedral and tetrahedral meshes, the leading term is of second order. Therefore, the truncation error for hybrid meshes will be higher than that for the other two grid types.
Scenario 3: Neighboring cells have the same geometrical shape, but each cell has different edge lengths (such as a rectangular parallelepiped and scalene-triangular shaped cell). The first term of the errors arising on opposite hexahedral cell faces cancels out completely on the basis of Eq. (9), since the cell faces are parallel. However, because the cell faces are not parallel for tetrahedral meshes, the truncation error is still of first order. Hence, hexahedral meshes are superior to tetrahedral meshes with a similar resolution [21].

Scenario 4: Neighboring cells have different geometrical shapes, and each cell has different edge lengths. The truncation error is always of first order.

Refining the meshes would reduce the truncation error. When the mesh is sufficiently fine, mesh type has little influence on the accuracy of simulation results because

\[
\lim_{r \to 0} (TE) = O(r) = 0
\]  \hspace{1cm} (10)

2.3.2. Round-off errors

Round-off error, \(\varepsilon_i^n\), is the difference between the exact solution \(\phi_i^n\) and the approximated solution \(\tilde{\phi}_i^n\) of the governing equation, as shown in Eq. (11). Limited computer word length would lead to the round-off error. As the time step size and cell dimension decrease, the round-off error increases while the truncation error decreases. Decreasing the cell dimension and time step size does ensure more accurate results. When the time step size and cell dimension are very small, the accuracy is compromised because the round-off error may overtake the truncation error. Therefore, the grid number should be small enough to prevent round-off error.

\[
\varepsilon_i^n = \phi_i^n - \tilde{\phi}_i^n
\]  \hspace{1cm} (11)

It is necessary to identify the relationship between numerical errors (including round-off and truncation errors) and grid number. Since the cell dimension may not be constant over an entire computational domain because of the uneven mesh distribution, let us use an average cell dimension to estimate the average truncation error. In the case in which \(r_i\) and \(r_{i+1}\) have the same direction and the second and higher order terms in Eq. (6) can be neglected, the averaged truncation error in the computational domain will be maximal:

\[
\overline{TE} = \frac{1}{N} \sqrt{\frac{V}{N} \cdot \nabla \phi_f}
\]  \hspace{1cm} (12)
where $N$ is the grid number and $V$ is the flow domain size (15.5 m$^3$ for the first-class cabin). In the case in which $r_i$ and $r_{i+1}$ have the opposite direction and the second and higher order terms in Eq. (6) can be neglected, the averaged truncation error will be zero.

For a CFD program with double precision parameters, the storage accuracy of a computer can be as high as $10^{-15}$. If we iterate 20,000 time steps for a 150 s unsteady-state simulation in the first-class cabin, the maximal round-off error is:

$$E_{ro} = N \times 20,000 \times 10^{15}$$  \hspace{1cm} (13)

The total numerical error is then:

$$Err = N \times 2 \times 10^{-11} + \sqrt{\frac{V}{N}} \times \nabla \phi_j$$  \hspace{1cm} (14)

A suitable grid number for achieving the minimal numerical error can be determined by equating the derivative of the right-hand term of Eq. (14) to zero. By using $V = 15.5$ m$^3$, we obtain

$$N = 9.2 \times 10^7 \sqrt[4]{\nabla \phi_j}$$  \hspace{1cm} (15)

Eq. (15) shows that a suitable grid number is a function of $\phi$ for the air cabin.

3. RESULTS

This section first compares the simulated results from the steady- and unsteady-state RNG k-$\varepsilon$ models with the measured data, and then discusses the impact of mesh type and number on the simulated results.

3.1. Steady- and unsteady-state turbulent flow modeling

The steady-state RNG k-$\varepsilon$ model (RANS) and unsteady-state RNG k-$\varepsilon$ model (URANS) should yield the same results for stable flow. However, as shown in Figure 3, different air velocity profiles were obtained in the three selected vertical positions in the cabin with hexahedral meshes of 24 million cells. Because the URANS results were obtained by averaging them over 100 s (two time constants), the differences in the two simulated results suggest that the flow in the cabin was unstable. Kumar and Dewan [37] found that thermal plumes can be intermittent and give rise to time-dependent fluctuated flow fields around human bodies. Figure 3 also shows that the prediction by URANS is better than that by RANS when the simulated results are compared with the experimental data. However, it is important to note that the experimental data contained some uncertainties resulting from the complex boundary conditions, as reported by Liu et al. [6]. The experimental data should be
used only as a reference, rather than a criterion. Because of the unstable flow features, this investigation used URANS to study the impact of grid type and number on the prediction of air distributions in the airliner cabin.

![Comparison of the simulated air velocity profiles obtained by the RNG k-\(\varepsilon\) and unsteady-state RNG k-\(\varepsilon\) models with those measured in the occupied first-class cabin.]

**3.2. Impact of grid number on the simulated results**

Figure 4 compares the simulated velocity profiles at five vertical sampling lines with tetrahedral meshes of different grid number. As the grid number increased, the truncation error decreased. However, mesh density was high in the regions close to the walls and air diffusers, such as at P1 and P5, and local truncation errors in these regions were smaller. Hence, a further increase in grid number had little influence on the simulated velocity profiles at P1 and P5.

However, in the regions with large cell dimensions, such as at P2, P3, and P4, the corresponding truncation errors were large. The different grid numbers led to different simulated results. The results were very different from those with finer grids, especially when the grid numbers were low (3 and 6 million cells). The simulated air velocity profiles were similar with meshes of 12, 24, and 50 million cells, which meant that the truncation errors were similar.
Figure 4 also shows the measured air velocity profiles at the five vertical positions. The simulated and measured results show similar trends. The differences between the two results can be attributed to numerical errors and experimental uncertainties.

Figure 4. Comparison of the vertical air velocity profiles computed using different tetrahedral meshes with the experimental data at the five locations in the occupied cabin.

Figure 5 compares the simulated temperature profiles at the five vertical lines with tetrahedral meshes of different grid number. The simulated temperature was less affected by truncation errors than was velocity, as a result of the small temperature gradient in the cabin. The temperature profiles for grid numbers of 3 and 6 million cells differed from those for finer grids, although the difference was not as evident for temperature as for velocity.
Although not discussed in this paper, the results for the hexahedral and hybrid meshes exhibited patterns that were similar to those of the tetrahedral meshes. Because of the complicated geometrical boundary, we found that hexahedral meshes with three million cells were insufficient for generating a reasonable mesh distribution. The corresponding simulations did not lead to converged solutions. A mesh size of at least 12 million cells was required for a hexahedral mesh in the first-class cabin.

### 3.3. Impact of mesh type on the simulated results

Figure 6 compares the simulated and measured airflow distributions with coarse (3 million cells), medium (12 million cells) and fine (more than 38 million cells) meshes at a cross section in the first-class cabin. (The location of the cross section is shown in Figure 1(a).) Figure 6(a) presents only the results for 3-million-cell tetrahedral and hybrid meshes, because the simulation with 3 million hexahedral cells did not lead to a converged result. Since hybrid meshes have many transitional
regions between mesh types, where the truncation errors are large according to Eq. (5), the two airflow patterns obtained with the tetrahedral and hybrid meshes are very different, and one of the hybrid meshes appears to be wrong when compared with the experimental data shown in Figure 6(d).

(a) 3 million cells

(b) 12 million cells

(c) More than 38 million cells
Because of the large cell dimension for T3 (Please see abbreviations for T3, H12, T12, HY3, HY12, etc. in Table 1.), the truncation error was large. The grid resolution and numerical diffusion were insufficient for correctly describing the circulation flow driven by the thermal plumes from the human bodies and the jets from the diffusers on the right side of the cabin. Figure 6(b) shows that H12 and T12 led to reasonable solutions, but HY12 could not predict the circulation on the right side of the cabin. Only when the grid number was sufficiently high did the three mesh types lead to similar results, as shown in Figure 6(c).

Figure 7 compares the simulated and measured temperature fields with different grid types and numbers. Because HY3 did not accurately simulate the jet flow from the diffusers on the right side of the cabin, the air temperature in the region was high. When the grid number was increased, the predicted air temperature distributions agreed well with the measured distribution, as shown in Figure 7(i). Prediction accuracy with the hybrid meshes was poorer than with the other two mesh types, but the differences between simulated and experimental results were not as evident as those for air velocity.
Table 3 shows the numerical errors with the finest hexahedral meshes (H59), which were calculated by Eq. (12, 13). The maximal round-off error was determined by assuming a double precision simulation with a storage accuracy of $10^{-15}$ and a grid number of 59 million. The truncation error was determined from the gradient distribution of $\phi$ and cell dimension. When the largest gradient of parameter $\phi$ in the aisle region with the largest cell dimension was used in this calculation, the maximal truncation error was found to be $0.012 \nabla \phi$. Table 3 provides the truncation errors for different $\phi$. The round-off errors were comparable to the truncation errors with the finest grid.
Table 3. Analysis of numerical errors

<table>
<thead>
<tr>
<th>Error Parameters</th>
<th>Maximum</th>
<th>Medium</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truncation error</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity</td>
<td>$10^3$</td>
<td>$10^4$</td>
<td>0</td>
</tr>
<tr>
<td>Temperature</td>
<td>$10^2$</td>
<td>$10^3$</td>
<td>0</td>
</tr>
<tr>
<td>Round-off error</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All parameters</td>
<td>$10^3$</td>
<td>n/a</td>
<td>$10^{-15}$</td>
</tr>
</tbody>
</table>

n/a = not available.

The accuracy of the simulation results for different grids is compared further in Table 5. This study used the relative error between the key predicted and measured results as a criterion and ranked the error in the range of Grade A to Grade D. Grades A, B, C, and D represent relative errors of 0-10%, 10-20%, 20-30%, and greater than 30%, respectively. Table 4 shows that simulations with the hexahedral meshes most closely match the experimental data for both air velocity and temperature. A grid number of at least 12 million cells were necessary for convergence with the hexahedral meshes. When the grid number was increased to more than 38 million, all three grid types had similar results.

Table 4. Accuracy of the simulations with different grid types and numbers

<table>
<thead>
<tr>
<th>Mesh type</th>
<th>Parameter</th>
<th>Grid number (millions of cells)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid</td>
<td>Temperature ($^\circ$C)</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>D</td>
</tr>
<tr>
<td>Tetrahedral</td>
<td>Temperature ($^\circ$C)</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>D</td>
</tr>
<tr>
<td>Hexahedral</td>
<td>Temperature ($^\circ$C)</td>
<td>n/c</td>
</tr>
<tr>
<td></td>
<td>Velocity (m/s)</td>
<td>B</td>
</tr>
</tbody>
</table>

A = good ($\leq 10\%$), B = acceptable (10%, 20%), C = marginal (20%, 30%), D = poor (>30%), n/c = not converged.

Table 5 summarizes the computing time required. All the simulations were performed on a stand-alone computer with 32 cores and 128G memory. It is clear that the larger the grid number, the longer the computing time. The time was nearly proportional to the grid number. The computing time was also related to the node numbers of the cells. The hexahedral meshes had more cells than the tetrahedral meshes, which led to a longer computing time. In addition, the high aspect ratio for the tetrahedral meshes may have influenced computing time. In summary, the hexahedral meshes required the longest computing time, and the hybrid meshes the shortest. The computing time and the accuracy of the simulated results with 24-million-cell hybrid meshes were similar to the time and accuracy, respectively, with 12-million-cell hexahedral meshes. We can apparently conclude that, regardless of the grid type used, similar computing times are required to achieve a given level of accuracy.

Table 5. Computing time for different grid types and numbers

<table>
<thead>
<tr>
<th>Grid type</th>
<th>Grid number (millions of cells)</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th></th>
<th>3</th>
<th>6</th>
<th>12</th>
<th>24</th>
<th>&gt;38</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid</td>
<td>10.2h</td>
<td>24.8h</td>
<td>47.0h</td>
<td>92.4h</td>
<td>197.6h</td>
</tr>
<tr>
<td>Tetrahedral</td>
<td>15.4h</td>
<td>37.6h</td>
<td>72.8h</td>
<td>141.7h</td>
<td>374.7h</td>
</tr>
<tr>
<td>Hexahedral</td>
<td>n/c</td>
<td>81.2h</td>
<td>188.2h</td>
<td>565.5h</td>
<td></td>
</tr>
</tbody>
</table>

n/c = not converged

4. CONCLUSION

This study evaluated the performance of three mesh types and five grid numbers for predicting airflow and temperature distributions in the first-class cabin of an MD-82 airplane. The investigation led to the following conclusions:

The hexahedral meshes were the most accurate, while also being the most time-consuming. The hybrid meshes were the least accurate but used the least computing time. By increasing the grid number of the hybrid mesh to obtain the same accuracy as that with the hexahedral meshes, a similar computing time is achieved. The results suggest that in simulations with 12-million-cell hexahedral meshes, 24-million-cell hybrid meshes, and tetrahedral meshes of approximately 15 million cells, the accuracy would be the same. Furthermore, the computing time for each of these simulations would be about 80-90 hours on the computer cluster used for this investigation.

For the first-class cabin, this study found that a grid number of at least 12 million cells were needed to produce acceptable results. When the grid was sufficiently fine (>38 million cells), all the three mesh types produced similar results.

The truncation errors were typically larger than the round-off errors. When the grid number was sufficiently large (>38 million), the round-off errors were comparable to the truncation errors.
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