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Abstract

Optimizing an indoor flow pattern according to specific design goals requires systematic evaluation and prediction of the influences of critical flow control conditions such as flow inlet temperature and velocity. In order to identify the best flow control conditions, conventional approach simulates a large number of flow scenarios with different boundary conditions. This paper proposes a method that combines the genetic algorithm (GA) with computational fluid dynamics (CFD) technique, which can efficiently predict and optimize the flow inlet conditions with various objective functions. A coupled simulation platform based on GenOpt (GA program) and Fluent (CFD program) was developed, in which the GA was improved to reduce the required CFD simulations. A mixing convection case in a confined space was used to evaluate the performance of the developed program. The study shows that the method can predict accurately the inlet boundary conditions, with given controlling variable values in the space, with fewer CFD cases. The results reveal that the accuracy of inverse prediction is influenced by the error of CFD simulation that need be controlled within 15%. The study further used the Predicted Mean Vote (PMV) as the cost function to optimize the inlet boundary conditions (e.g., supply velocity, temperature, and angle) of the mixing convection case as well as two more realistic aircraft cabin cases. It presents interesting optimal correlations among those controlling parameters.
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Introduction

With rapid developments in fluid dynamics, numerical science and computer technologies, computational fluid dynamics (CFD) has become an efficient tool for indoor environment study and system design. Optimizing an indoor flow pattern according to specific design goals requires systematic evaluation and prediction of the influences of critical flow control conditions such as flow inlet temperature, velocity and angle. In order to identify the best flow control conditions, conventional approach simulates a large number of flow scenarios with different boundary conditions. Previous studies reveal advanced search and optimization algorithms such as genetic algorithm (GA) can effectively reduce the total number of iterations to reach an (or a group of) optimal solution(s) [1]. GA is an optimization algorithm that simulates natural evolution in the search of optimal solutions [2]. It has been applied to a variety of engineering design, parameter identification and system optimization. Efforts of
coupling GA with CFD, however, were mostly on the optimization of exterior geometries of various objects. For instance, Obayashi and Takanashi [3] combined GA with CFD to optimize the target pressure distributions of an airfoil. Other examples include the shape design of cars [4], melt blowing slot die [5], and transition piece [6].

Malkawi et al. [7] used the CFD-based GA method to search the optimal room size and ventilation system which can satisfy both thermal and ventilation requirements. The study was for a relatively simple case and did not evaluate the influence of CFD prediction error on optimal design. Kato and Lee [8] applied a similar approach to optimizing a hybrid air-conditioning system with natural ventilation. The study aimed at minimizing the energy consumption of the mechanical systems. The study developed a two-step method to reduce the computing effort. Optimal results were acquired first with a coarse CFD mesh, which were then refined with a fine mesh for detailed analyses. It should be noted that CFD results with coarse meshes may produce incorrect flow field which can lead to wrong optimal results.

Zhou and Haghighat [9][10] employed the artificial neural network (ANN) to reduce the modeling time; however, training the ANN still requires a great number of CFD cases for individual projects.

This study develops a general simulation tool by integrating GA and CFD programs. The tool can inversely predict control conditions based on limited experiment data of indoor flow field. It can also be used to optimize various control conditions of indoor flows under different objective functions (PMV in this paper). The tested control conditions include supply velocity (vector) and temperature of flow inlet, etc. Locally optimal solutions and multiple solutions may exist for multivariable optimization problems, where the GA presents the special strength in capturing the global optimal results and multiple solutions.

**Methodologies**

**Modified Genetic Algorithm**

There are generally two categories of optimization algorithms: gradient-based method and gradient-free method. Gradient-based methods cannot deal with nonlinear problems well [11] and can be easily trapped in local optimal values [12]. Airflow and heat transfer problems in confined spaces are highly nonlinear and thus require the utilization of gradient-free methods. As one of the gradient-free methods, genetic algorithm is capable of resolving nonlinear and multi-solution problems, requiring less computing time to find global optimum than other methods [13]. Genetic algorithm uses evolution operations to generate new populations with higher average fitness values [14]. The higher fitness value an individual possesses, the closer it is to the optimal result. A typical GA procedure breaks down as follows:

1. Generate a random initial population of potential solutions, which contains several individuals;
2. Evaluate the fitness value of each individual with specified cost function;
3. Check whether the population meets the prescribed optimization criterion; if not, apply genetic operations such as selection, crossover, and mutation to the population to create a new generation of potential solutions;
4. Repeat step (2) and (3) until the optimization criterion is met.
The standard GA encounters several challenges when used for indoor environments. In the procedure of coding, a basic genetic algorithm usually encodes multi-variables into one long binary code. This requires large computing memory and resource for a multi-variable case. With all of variables coded in one long code, a standard GA crossovers code of each individual at one or several points randomly. This is a totally random procedure that is good for variation but discourages the convergence approaching optimum(s). The standard GA often use the roulette wheel selection method to choose suitable parents for creating next population, implying that the higher fitness value an individual has, the higher probability it will be chosen as a parent to create the new generation of individuals. This may be suitable for individuals with a large fitness value difference, but may illustrate the character of random selection and lose the benefits of evolution when the differences are marginal. Airflow and heat transfer in confined spaces involve multi-variables. These variables can have continuous changes, and may lead to small differences in fitness values among individuals. Indeed, most inverse prediction and optimization problems for indoor environment may involve subtle fine-tuning of critical flow control conditions. Hence, the standard GA need be improved to ensure a better convergence.

The study improves the coding, selection and crossover procedure to accelerate the optimization convergence speed and reduce the computing effort (as highlighted in Fig. 1). For the coding, various variables were encoded and managed independently. This made it easy to conduct GA operations on each of them. For the selection, the roulette wheel selection method was replaced by the tournament-selection-method, which works as follows:

1. Pick out \( m \) individuals randomly from the current population (containing \( n \) individuals) to form a subset, where \( 2 \leq m < n \);
2. Identify the individual with the highest fitness value from the subset as one of the parents;
3. Repeat the step (1) and (2) until \( n \) individuals are obtained (allow repeated individuals in the selected \( n \) individuals).

![Flowchart of the modified GA](image-url)
The obtained \( n \) individuals form the parent population that will be used to generate a new population with crossover and mutation. In this way, individuals with a higher fitness value will be chosen even if there are little differences between any two individuals. In addition, at least \( m-1 \) individuals with the lowest fitness values will be rejected, which makes it possible to balance the optimization convergence speed and the global search capability of the algorithm.

For the crossover, a so-called “the only son crossover method” was developed:

1. Select an individual from the parent population randomly as the primary parent, then choose another parent randomly;
2. Crossover at one point randomly for every independent variable, so the code of each variable is divided into two parts: high-order part and low-order part. The high-order part of the code shows the main features of a variable;
3. Generate a son of the parents with the high-order part of the primary parent and the low-order part of the other parent. So the son will inherit more features from the primary parent;
4. Repeat the step (1) to (3) until \( n \) son individuals are obtained; then after mutation, they form the new generation of population.

These modifications above will substantially accelerate the convergence because every step in the procedure contributes to the creation of a new generation with a higher average fitness value.

Besides excellent capability in the global optimization, GA is also suitable for developing regression correlations when applied to multi-solution problems [15][16]. Regression with curve-fitting requires adequate optimal points to demonstrate the curve trend, implying a large amount of computing time. If the expression of a curve is known in prior, the curves can be fitted with few points. This study finds an approach to effectively predicting the form of correlation curves: an independent population is arranged to collect global optimal individuals, and optimization process stops when every individual of this independent population meets the requirement of the regression.

**Integration of GA-CFD**

A coupled computational platform based on GenOpt [17] and Fluent [18] was developed to implement the integration of GA and CFD. GenOpt is a generic optimization program that can be used to minimize an objective function computed by a simulation tool, using text files for input and output. Fluent is one of the popular commercial CFD software that can start and input parameters with text files. The study used Gambit (the pre-processing tool of Fluent) to establish computer models of indoor environments. The modified GA was programmed into GenOpt. An interface was developed to transfer files and data among GenOpt, Gambit and Fluent, fundamentally integrating these programs into one simulation platform.
Figure 2 illustrates the flowchart of the developed computational platform. For predicting and optimizing flow control conditions in confined spaces, the platform works in the following main steps:

1. GenOpt generates an initial population of potential solutions. Each individual of the population is composed of different flow inlet parameters, such as temperature, velocity and direction, coded in binary.

2. GenOpt generates the Gambit input files, for geometry and mesh of the confined space to be modeled, and the Fluent input files, for necessary CFD simulation parameters, based on the population of potential solutions.

3. Platform launches the Gambit and Fluent engines and the required simulation results are extracted from CFD result files.

4. Step (2) and (3) are repeated until all individuals in the population are simulated.

5. GenOpt uses the CFD simulation results to calculate the fitness values according to the prescribed cost/objective function. If the pre-set optimization criterion is met, GenOpt will output optimal results. Otherwise, it will apply genetic operations to the current population to create the next generation of population. This population will undergo the same procedure in step (2)-(5) until the optimization goal is achieved.

All of these procedures are performed automatically in the simulation platform, although text templates are needed to create input files for Gambit and Fluent. In such an optimization, the overall computing time is mostly determined (and thus measured) by the number of CFD cases simulated. To ensure the viability of the method for real applications, the total number of CFD cases to be modeled need be reduced to the largest extent. In addition to improving the GA, during the simulation of GA-CFD, calculated fitness values of individuals in populations are stored and reused if these individuals appear again in other or later populations.
Testing with a 2-D Mixing Convection Case

A 2-D mixing convection case [19] was used to evaluate the performance of the developed simulation platform. The case is a widely-used and representative model of floor heating (natural convection) coupled with mechanical ventilation system (forced convection) in a confined space. The case has a clear definition of geometries and boundary conditions, and thus is ideal for assessing new methods and models for indoor environments.

Experimental results were obtained from the literature, which were measured in a laboratory chamber of 1.04m×1.04m×0.7m (x×y×z) equipped with a 18mm wide inlet slot and a 24mm wide outlet slot. The experiment produced a fairly good 2-D flow at the central plate. The experiment measured the wall temperatures and supply air conditions, respectively, as $T_{\text{roof}} = T_{\text{walls}} = 15\, ^\circ\text{C}$, $T_{\text{floor}} = 35.5\, ^\circ\text{C}$, $T_{\text{inlet}} = 15\, ^\circ\text{C}$, $V_{\text{inlet}} = 0.57\text{m/s}$ (normal to the inlet slot), as well as temperature, x-velocity magnitude and y-velocity magnitude at the ten points along the middle line on the central plate (shown in Fig. 3). The turbulent kinetic energy and turbulent dissipation rate of the inlet were controlled to be 0.00125m$^2$s$^{-2}$ and 0. Both inverse prediction and optimization of the inlet conditions were carried out using the developed platform.

![Fig. 3 Illustration of the mixing convection case](image)

**Descriptions of Inverse Prediction Case**

The study first predicted the inlet conditions based on simulated room flow conditions. In the inverse prediction case, the wall temperatures were provided, and the difference between the simulated and measured variables at the ten measurement points was used as the cost/objective function for the GA to identify the flow inlet conditions including supply air temperature and velocity (both magnitude and direction). GA can only find optimal results within the given range of variables, thus the specified variable range must contain the actual inlet parameter. Reasonable variation ranges for flow inlet parameters were specified, where $V_{\text{inlet}}$ is 0-1 m/s (the actual value is 0.57m/s), $T_{\text{inlet}}$ is 0-20$^\circ\text{C}$ (the actual value is 15$^\circ\text{C}$), supply air angle is between 25° and -25° (0° is perpendicular to the inlet surface and counter-clockwise is positive, and the actual value is 0°). The cost function is defined as
\[ F = \frac{1}{3} \times \left( \frac{\sum (V'_{xi} - V_{xi})^2}{\sum V_{xi}^2} + \frac{\sum (V'_{yi} - V_{yi})^2}{\sum V_{yi}^2} + \frac{\sum (T'_{i} - T_{i})^2}{\sum T_{i}^2} \right) (i = 1, 2, \ldots, 10) \]  

where \( F \) is the cost function value, \( V'_{xi} \) and \( V'_{yi} \) are the simulated velocity at the ten points, \( T'_{i} \) is the simulated temperature at the ten points, \( V_{xi}, V_{yi} \) and \( T_{i} \) are the measured results. Smaller value of \( F \) represents higher fitness value and the simulation goal is to find the solution with the minimal \( F \).

**Results of Inverse Prediction Case**

Table 1 presents the inverse predict results of seven cases, based on the difference between the simulated and measured results. The tested seven cases examined different combinations of control variables (values on the ten points) and inversely predicted inlet variables (values of the inlet), such as:

1. Predicting inlet velocity based on controlled velocity on the ten points;
2. Predicting inlet velocity based on controlled temperature on the ten points;
3. Predicting inlet temperature based on controlled velocity on the ten points;
4. Predicting both inlet temperature and velocity based on controlled velocity on the ten points;
5. Predicting both inlet velocity and temperature based on controlled temperature on the ten points (mainly for velocity);
6. Predicting both inlet velocity and temperature based on controlled temperature on the ten points (mainly for temperature);
7. Predicting inlet velocity based on indoor velocity has a better accuracy than predicting inlet velocity based on indoor temperature.

The difference between the simulated and measured control variables, which leads to the difference between the predicted and actual inlet conditions, are attributed to the errors inherent in both CFD simulation and experimental measurement. In order to verify the accuracy of the algorithm itself, these errors were eliminated by using the CFD simulation results with the actual inlet conditions as the reference (rather than the measurement) for the inverse prediction. Table 2 shows the inverse predict results under this ideal condition that excludes the influence of CFD and experiment uncertainties. The results reveal that the CFD-based GA program can precisely identify the actual inlet conditions. It is noticed that the modified GA reduces almost half of the computing time than the standard GA.

Table 1 Inverse-predicted results based on experiment data
To further quantify the influence of CFD prediction accuracy on the inverse prediction, the study used the CFD results with different meshes to predict inlet parameters, where the grid-independent CFD solution was treated as the reference and the target value. Figure 4 shows a linear relationship between the CFD simulation uncertainty and the inverse prediction deviation. In general, this study will suggest keeping the CFD uncertainty at 15% or less so that the inverse prediction deviation can be managed to be below 10%.

![Fig. 4 Influence of CFD uncertainty on inverse prediction error](image)

**Descriptions of Inverse Optimization Case**

This study further employed the developed platform to optimize the inlet parameters that can help achieve a thermally comfortable zone in the space. The parameters to be optimized include: inlet air temperature ($T_{\text{inlet}}$: between 10-30°C), inlet air velocity ($V_{\text{inlet}}$: between 0-5m/s) and supply air direction (angle: between 25° and -25°). The thermal comfort of the target zone 1 shown in Figure 5 is monitored by the Predicted Mean Vote (PMV) value of the
16 points distributed in the zone 1. PMV is a quantitative evaluation index of thermal comfort widely used for indoor thermal comfort assessment. The PMV equation was developed as below [20]:

\[
\text{PMV} = (0.303e^{-0.036M} + 0.028) \times [(M - W) - 3.05 \times 10^{-3} \times [5733 - 6.99(M - W) - \rho_a] \\
- 0.42 \times [(M - W) - 58.15] - 1.7 \times 10^{-5} \times M \times (5867 - \rho_a) - 0.0014 \times M \times (34 - t_a) \\
- 3.96 \times 10^{-8} f_{cl}(t_{cl} + 273)^4 - (\bar{t}_r + 273)^4 - f_{cl}h_c(t_{cl} - t_a))
\]

where

\[
t_{cl} = 35.7 - 0.028(M - W) - I_{cl} \times [3.96 \times 10^{-8} \times f_{cl} \times [(t_{cl} + 273)^4 - (\bar{t}_r + 273)^4] \\
+ f_{cl}h_c(t_{cl} - t_a)]
\]

\[
h_c = \begin{cases} 2.38 \times (t_{cl} - t_a)^{0.25} & \text{if } (t_{cl} - t_a)^{0.25} > 12.1\sqrt{V} \\
12.10\sqrt{V} & \text{if } (t_{cl} - t_a)^{0.25} < 12.1\sqrt{V} \end{cases}
\]

\[
f_{cl} = \begin{cases} 1.00 + 1.290I_{cl} & \text{if } I_{cl} \leq 0.078m^2\cdot\text{C/W} \\
1.05 + 0.645I_{cl} & \text{if } I_{cl} > 0.078m^2\cdot\text{C/W} \end{cases}
\]

\(M\) is the metabolic heat production (Wm\(^{-2}\)), the value of it is set 65Wm\(^{-2}\) which is the general value of slight labor intensity; \(W\) is the external work accomplished (W), the value of it is set 0W for general; \(\rho_a\) is the water vapor pressure of ambient air (kPa), the value of it is set 10kPa considering the situation of aircraft; \(t_a\) is the temperature of ambient air (\(^\circ\)C); \(t_{cl}\) is the temperature of clothing (\(^\circ\)C); \(f_{cl}\) is the clothing area factor, the value of it is set 1.1 for general; \(\bar{t}_r\) is the mean radiation temperature; \(h_c\) is the convection heat transfer coefficient (Wm\(^{-2}\)K\(^{-1}\)) that is related to velocity; \(V\) is the air velocity (ms\(^{-1}\)); \(I_{cl}\) is the thermal resistance of clothing (clo), the value of it is set 0.1clo for general.

This study used the averaged PMV value of the 16 monitoring points as the cost function of the GA:

\[
\overline{\text{PMV}} = \frac{1}{16} \sum_{i=1}^{16} |\text{PMV}_i| \quad (i = 1,2,3,\ldots,16)
\]

where \(\text{PMV}_i\) is the PMV value at the i-th monitoring point. The goal of the optimization is to minimize the value of \(\overline{\text{PMV}}\), and the condition to terminate the optimization simulation is set as \(\overline{\text{PMV}} \leq 0.1\), which means the average PMV of zone 1 is between -0.1 and 0.1.
Fig. 5 Optimization of inlet conditions based on the thermal comfort criterion in Zone 1

Results of Inverse Optimization Case

The simulation identified a series of possible solutions with different combinations of supply air temperature, velocity magnitude and direction that can meet the PMV requirement in Zone 1 (i.e., the average PMV of zone 1 is between -0.1 and 0.1). The combinations of these solutions are plot in Figure 6, which presents an interesting iso-surface. The results show that supply air direction has very little influence on the thermal comfort for this case in the given range. The supply air velocity magnitude and temperature were thus concentrated and demonstrate a logarithmic relationship between the two parameters as seen in Figure 7.

Fig. 6 Iso-surface among supply air velocity, temperature and direction that satisfies the PMV requirement in Zone 1
Fig. 7 Logarithmic relationship between supply air velocity and temperature that satisfies the PMV requirement in Zone 1

This study simulated more than a hundred cases to discover the logarithmic relationship between supply air velocity and temperature. In practice, the supply air conditions may be restricted to smaller ranges due to other considerations (e.g., energy consumption and ventilation rate requirement). Hence, a much smaller number of cases (points) will be needed to identify the logarithmic relationship. With a smaller range for each variable, i.e., 20-30°C for supply air temperature and 1-2.5 m/s for supply air velocity, only 63 cases were required to determine the mathematical expression as shown in Fig 8. The study verified the finding by selecting an arbitrary point on the curve and conducting a CFD simulation using the selected boundary conditions that confirmed the average PMV of 0.04 in Zone 1.

\[
y = 5.5897 \ln(x) + 21.283 \\
R^2 = 0.932
\]

Fig. 8 Optimized inlet conditions from a GA-CFD simulation of 63 cases

**Demonstration with a Realistic Aircraft Cabin Case**

**Descriptions of 2-D and 3-D Aircraft Cabin Cases**

The study employed the developed platform to optimize the supply air conditions for thermal comfort in aircraft cabins. Both a 2-D and a 3-D aircraft cabin were modeled with actual geometries and supply and return air locations. The 2-D cabin, shown in Figure 9, simulated a cabin condition before passengers go aboard the aircraft. The temperature of walls was set to 21°C. The goal was to find the optimal combinations of supply air velocity and temperature that achieve acceptable PMV in the zone (the dotted box in Fig 9) to make sure that passengers feel comfortable when they get on board the aircraft. The allowed inlet parameter ranges were: 0-5 m/s for \( V_{\text{inlet}} \) and 20-30°C for \( T_{\text{inlet}} \). The similar PMV cost function as the mixing convection case was used for this, where the optimization convergence criterion was set with \( PMV \leq 0.1 \).
The 3-D aircraft cabin contained three rows of seats and was occupied by heated dummies of 95W each, shown in Figure 10, which simulated the cruise condition. During cruise, environment control system (ECS) of aircraft should maintain a cabin temperature of 24°C with a full passenger load. Temperature uniformity in cabin should be within 3°C [21]. In the study, the wall temperature was set at 21°C. The allowed inlet parameter ranges were: 0.6-1.1 m/s for $V_{\text{inlet}}$ (corresponding ventilation rate of 6-11 h⁻¹) and 13-18°C for $T_{\text{inlet}}$. The simulation goal was to find optimal inlet parameters that can produce acceptable thermal comfort around the occupants (the dummies). The same cost function was used as for the 2-D case.

Results of 2-D and 3-D Aircraft Cabin Cases
These two cases were utilized to demonstrate the capability of the developed algorithm and platform in modeling complex conditions. The 2-D case with a relatively large variation of inlet parameters confirmed that the relationship of velocity and temperature was logarithmic in terms of thermal comfort, in which 135 CFD cases were used to generate the logarithmic curve shown in Fig 11. The 3D aircraft cabin model produced the logarithmic regression curve with only 86 CFD cases due to the smaller initial ranges of both parameters. The study further verified that all the points on the regression curve of Figure 12 can produce the required thermal comfort in the space.
Discussions
The study found that, even for the ideal cases, the predictions may slightly deviate from the actual values. Further analysis indicates this is due to the discrete nature of the binary coding in GA. Data in Table 1 was acquired under a lucky situation where the discrete binary codes contain the actual supply inlet parameter values, which is almost impossible in practical usage. Theoretically, GA can be coded by either real number or binary number. The real number coding may eliminate the discrete errors and achieve higher accuracy [22] but will be constrained in some situations [23], such as some variables are not continues, and too high
level of accuracy is needless because actual control situation can’t reach that level. Higher level of accuracy also means larger calculation demand. In practice, binary coding is still most viable to effectively provide results with adequate accuracy.

In the inverse optimization, velocity and temperature demonstrate a clear logarithmic relationship if based on the PMV requirement – the cost function for the optimization. Further analysis of the PMV equation shows that, once other parameters are fixed, to acquire a PMV of zero, air velocity (or air change rate for general) and temperature do present an inherent logarithmic relationship (Fig 13). This analysis suggests that the inherent mathematic relationships among the parameters in the cost function may influence (even determine) the relationships among the parameters at the boundary boundaries. This finding may help determine the curve format in advance when other cost functions are employed, such as age of air etc. If the mathematical form of a curve can be determined a priori (which are difficult for most cases, especially for multi-variable cases), a limited number of cases (points) will be needed to identify the coefficients of the curve that thus can largely reduce the computational time.

Conclusions
This study developed a CFD-based GA simulation platform that can be used to predict and optimize the inlet flow control in various confined spaces. The case studies demonstrate the capability and accuracy of the developed algorithm. The platform can inversely predict inlet conditions based on simulated room flow conditions with high accuracy. The study also presented an efficient way to inversely optimize the supply air conditions for thermal comfort in confined spaces.
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