
 

 
 
 
 
 

 
 

Entropy 
 

  



Entropy 

 
 

!∫ !"!"#$
#$ #

%&'.)*+.,-,.*
= 0  =>  !∫ !"!"#$

#$ #
/
+ !∫ !"!"#$

#$ #
0
= 0   

 and  !∫ !"!"#$
#$ #

1
+ !∫ !"!"#$

#$ #
0
= 0     

 
ð  !∫ !"!"#$

#$ #
/
= !∫ !"!"#$

#$ #
1

   
 
 
 
 
 
 
 
 

𝑆2 − 𝑆3 ≡ *+
𝛿𝑄%&'4
𝑇

$

/

352,%&'*)&7..-	)*+*)9%$.*

 

 
 
 
 
 
 
 
 
 
 
 
 
  

C. Wassgren  Last Updated:  2016 Dec 18 
Chapter 03:  Basic Thermodynamics 
 

7.6 Entropy 
Recall from Eq. (251) that the Clausius Inequality is given by, 

, (264) 

where 
σcycle > 0 irreversibilities in the system, 
σcycle = 0 reversible system, 
σcycle < 0 impossible. 

 
Consider a system undergoing a cycle in which two different internally reversible cycles are considered: 
path A then C and path B then C.  From Eq. (264), 

   (σcycle = 0 since the cycle is reversible), (265) 

  and  . (266) 

Combining the previous two equations,  

. (267) 

Thus, the result of the integral is independent of the (reversible) path, which means that the integral can be 
considered a change in properties between the end points.  Recall that property values are independent of 
path.  This system property is defined as the entropy and is defined as, 

, or in differential form,  . (268) 

Note that the integrals in Eqs. (266) - (268) are performed over the system boundary while traversing the 
path from state 1 to state 2. 
 
Notes: 
1. Entropy S is an extensive property.  The specific entropy s is the entropy per unit mass, i.e., s = S/m.  

The dimensions of entropy are [energy]/[temperature], e.g., [kJ/K] or [Btu/°R].  Typical units for 
specific entropy are [kJ/(kg.K)] or [Btu/(lbm.°R)]. 

2. Since entropy is a property, the change in entropy between two states is independent of the path 
between the two states.  The path needn’t necessarily be a reversible one.  The internally reversible 
path in Eq. (268) is used just to define entropy. 

3. From Eq. (268), adding heat in an internally reversible manner into a system increases its entropy.  
Removing heat in an internally reversible manner reduces its entropy. 

4. The change in entropy for a process can be positive, negative, or zero; it just depends on the heat 
transfer (which occurs reversibly). 

5.  The specific entropy for a two-phase mixture may be found using the quality, 
s = xsv + (1 – x)sl. (269) 

6. The specific entropy for a compressed liquid may be approximated as the specific entropy of a 
saturated liquid at the same temperature, 

scompressed liquid(T, p) ≈ ssat. liquid(T). (270) 
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Combine the definition of entropy with the Clausius Inequality: 
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