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Abstract—Design considerations for robustness with respect to
variations and low-power operations typically impose contradic-
tory design requirements. Low-power design techniques such as
voltage scaling, dual-Vth, etc., can have a large negative impact on
parametric yield. In this paper, we propose a novel paradigm for
low-power variation-tolerant circuit design called CRitical path
ISolation for Timing Adaptiveness (CRISTA), which allows ag-
gressive voltage scaling. The principal idea includes the following:
1) isolate and predict the set of possible paths that may become
critical under process variations; 2) ensure that they are activated
rarely; and 3) avoid possible delay failures in the critical paths
by dynamically switching to two-cycle operation (assuming all
standard operations are single cycle), when they are activated.
This allows us to operate the circuit at reduced supply voltage
while achieving the required yield. Simulation results on a set
of benchmark circuits with Berkeley-predictive-technology-model
[BPTM 70 nm: Berkeley predictive technology model] 70-nm
devices that show an average of 60% improvement in power with
small overhead in performance and 18% overhead in die area
compared to conventional design. We also present two applications
of the proposed methodology that include the following: 1) pipeline
design for low power and 2) temperature-adaptive circuit design.

Index Terms—Low power, process variation-tolerant design,
supply voltage scaling, temperature-aware design.

I. INTRODUCTION

I T IS well-known that process parameter variations (both
systematic and random) may cause parametric failures in

logic circuits leading to yield loss. With technology scaling
in nanometer regime, parameter variations play increasingly an
important role in circuit marginalities and, hence, pose a major
design concern. Conventional wisdom dictates a conservative
design approach (e.g., scaling up the supply voltage or upsizing
logic gates) to avoid a large number of chip failures. However,
such techniques come at the cost of power and/or die area.
Process tolerance and low power, therefore, represent contra-
dictory design requirements.
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Over the past few years, statistical design approach has been
widely investigated as an effective method to ensure yield
under process variations. In this approach, the design space
is explored to optimize certain design parameter (e.g., power)
to meet a timing yield and a target frequency. Several gate-
level sizing and/or Vth assignment techniques [1] have been
proposed recently addressing the minimization of total power
while maintaining the timing yield. On the other end of the
spectrum, design techniques have been proposed for postsilicon
process compensation and process adaptation (e.g., adaptive
body biasing [2]) to deal with process-related timing failures.
Due to quadratic dependence of dynamic power of a circuit on
its operating voltage, supply voltage scaling has been extremely
effective in reducing the power dissipation. Researchers have
investigated logic design approaches that are robust with re-
spect to process variations and, at the same time, suitable for
aggressive voltage scaling. One such technique called Razor [3]
uses dynamic detection and correction of circuit timing errors
to tune processor supply voltage. This technique eliminates the
need of voltage margins and supports dynamic voltage scaling
(DVS) for power reduction. Design optimization techniques us-
ing gate sizing and dual-Vth assignment to improve power/area
typically increase the number of critical paths in a circuit,
giving rise to the so-called “wall effect” [4]. The uncertainty-
aware design technique [4] describes an optimization process to
reduce the wall effect. However, it does not address the problem
of power dissipation.

In this paper, we present CRISTA, a novel design paradigm,
which achieves robustness with respect to timing failure and
provides the opportunity for aggressive voltage scaling by
critical path isolation. The notion critical path isolation is used
throughout this paper to indicate the confinement of critical
paths of synthesized design to known logic block (or cofactor,
as we will see later). Such isolation leads to a design method-
ology for low power dissipation by making the critical paths
predictable and rare under parametric variations. Any possible
delay errors (that may occur under a single-cycle operation)
are predicted ahead of time and are avoided by two-cycle
operations (assuming all standard operations are single cycle).
This lets us scale the supply voltage aggressively for low power
dissipation. In particular, CRISTA:

1) isolates the critical paths and makes them predictable
(based on few primary inputs) under parametric variation
so that with reduced supply voltage, possible delay errors
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Fig. 1. Ripple carry adder [5].

under single-cycle operation are deterministic and can be
avoided by a two-cycle operation.

2) restricts the occurrences of the previous two-cycle opera-
tions by reducing the activation probability of critical
paths.

3) increases the delay margin between critical and non-
critical paths by both logic synthesis and proper gate
sizing for improved yield, reliability of operations, and
aggressive voltage scaling.

We present two applications of CRISTA pipeline-based de-
sign for low power and temperature-adaptive circuit design.
Both are based on the concept of making the possible de-
lay errors (under single-cycle operations) predictable and rare
under parametric variations and avoiding them by two-cycle
operations. In pipeline design, the circuit is designed to operate
at fixed low-supply voltage with occasional two-cycle opera-
tions. The two-cycle operations are implemented by stalling
the pipeline, as discussed in Section IV. On the other hand,
in temperature-adaptive design, the circuit is designed such
that it operates in a single cycle at normal temperature (and
nominal supply) while at high temperature, it operates at lower
supply voltage with few two-cycle operations. This reduces the
temperature with small performance overhead.

This paper is organized as follows. In Section II, we explain
the design flow to synthesize an input netlist for critical path
isolation. Implementation details of CRISTA along with ex-
perimental results are presented in Section III. In Section IV,
we present the application of CRISTA in pipeline design. In
Section V, we propose its application in temperature-adaptive
circuit design. Practical challenges associated with the pro-
posed technique are addressed in Section VI. Conclusions are
drawn in Section VII.

II. PRELIMINARY ANALYSIS

In this section, first we present an example of an adder to
illustrate the proposed approach for low-power robust circuit
design. Next, we present the design flow which allows us to
apply a similar approach to any random logic circuit.

A. Voltage Scaling and Two-Cycle Operations in an Adder

For the sake of simplicity, we choose a 4-b ripple carry adder,
as shown in Fig. 1. Signals P0 − P3(G0 −G3) are the propa-
gate (generate) signals, whereas Ci,0(Co,1 − Co,3) are carry-in
(carry-out) signals [5]. As evident, the path from carry-in to
carry-out is critical and determines the frequency of operation
of the adder. However, note that the critical path is activated
only when Ci,0 = 1, and at the same time, P0P1P2P3 = 1.
Since the probability of such occurrences is very low
(as p(P0P1P2P3Ci,0 = 1) = p(P0)p(P1)p(P2)p(P3)p(Ci,0) is

very low), one can reduce the supply voltage such that all
operations with P0P1P2P3 = 0 and/or Ci,0 = 0 can still be
performed in one cycle. However, when the critical path is
activated, the correct results are obtained by evaluating the
adder in two clock cycles (called two-cycle operation). The
activation of critical path can be predicted by precomputation of
P0P1P2P3. In a nutshell, by making the critical path predictable
and utilizing the available slack between critical and noncritical
path, it is possible to operate the circuit at reduced supply
voltage. Note that this approach incurs a penalty of an extra
clock cycle when the critical path is activated. However, by
ensuring low activation probability of critical paths, it may
be possible to reduce the active and leakage power by rarely
paying penalty of an extra clock cycle.

To evaluate the feasibility of this idea, we simulated a
4-b ripple carry adder with 1-V supply in Hspice. We used
BPTM [6] 70-nm devices for simulation. The critical path delay
was found to be 260 ps, and average power consumption was
13.03 µW. Assuming the clock period to be 260 ps, we reduced
the supply to 0.8 V. Now, the noncritical paths were within
the single-cycle delay bound; however, the critical path delay
increased to 330 ps and was evaluated with two cycles. The
new power consumption was 7.32 µW, leading to 44% saving
in total power (active and leakage).

Note that the aforementioned technique could also be used
for supply voltage reduction based on temperature. Instead of
permanently operating the adder at low voltage, we may operate
it at nominal supply during normal temperature and lower sup-
ply only during increased temperature. This approach results in
performance penalty only during increased temperature.

B. Generalization to Random Logic

In the previous section, we presented the idea of supply
voltage scaling for an adder where the critical path was unique
(assuming no process variation). However, a random logic can
have many critical paths and corresponding input conditions
to predetermine their activation. Furthermore, the critical paths
may vary from chip to chip due to parametric variations. In such
situations, the overhead associated with predecoding logic can
overshadow the power savings. To exercise a similar supply
scaling technique on random logic circuits, we need to make
sure that the following conditions are met: 1) the critical paths
are confined to a predictable logic section and 2) the noncritical
paths remain noncritical under process variation by providing a
safe timing slack. The timing slack between critical and noncrit-
ical paths will be the enabling factor for supply voltage scaling.
An example of a possible path delay distribution (cartoon) is
shown in Fig. 2. It illustrates that critical paths are isolated from
noncritical paths due to presence of timing slack. Furthermore,
the critical paths may fail the delay target as determined by the
clock frequency (as shown by solid bar in Fig. 2) under process
variation. However, if the critical path activations are rare and
predictable, then possible delay failures may be avoided by
providing an extra clock cycle occasionally.

To obtain the delay distribution shown in Fig. 2, the design
needs to be partitioned and synthesized in such a way that the
paths are divided into several logic blocks. The partitioning
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Fig. 2. Path delay distribution required for CRISTA.

Fig. 3. CRISTA design methodology.

procedure should consider the following: 1) these logic blocks
can be active or remain idle based on the state of primary
inputs and 2) the probabilities of activation of the logic blocks
containing critical paths (called critical block) are very low.
Therefore, it will be possible to predict the activation of a
logic block (and the corresponding paths) just by decoding the
states of inputs. Next, gate sizing can be performed on the
partitioned logic blocks to maximize the slack between critical
and noncritical blocks leading to further isolation of critical
paths. By performing the partitioning and sizing, a path delay
distribution similar to the one shown in Fig. 2 can be achieved.
Finally, supply voltage scaling can be done such that noncritical
blocks meet the desired timing yield with respect to one-cycle
delay target, whereas critical block meet the yield with respect
to two-cycle delay target. Since the probability of activation of
the critical block is low, the new design operating at a scaled
voltage will have minimum impact on performance. The overall
design flow is shown in Fig. 3.

It can be concluded that the power saving in CRISTA mainly
comes from quadratic dependence of power on voltage. Power
reduces quadratically while the delay and switching capaci-
tance (due to decoding logic) increases only linearly, letting us
reduce the EDP.

III. CRISTA DESIGN METHODOLOGY

Based on the analysis and the guidelines derived previously,
we describe the details of each step of the design flow (Fig. 3).
This is followed by simulation results on a set of benchmark
circuits.

A. Partitioning and Synthesis for Critical Path Isolation

To perform an input-based partitioning of the circuit for iso-
lating critical paths and reducing their activation probabilities,

we have used Shannon-expansion-based partitioning [4]–[9]
scheme. This method is similar to [4] and will be described here
briefly for the sake of clarity. Shannon expansion partitions a
Boolean expression (f) as follows:

f(x1, . . . , xi, . . . , xn) =xi · f(x1, . . . , xi = 1, . . . , xn)

+ x̄i · f(x1, . . . , xi = 0, . . . , xn)

=xi · CF1 + x̄i.CF2 (1)

where xi is called the control variable, and CF1 and CF2 are
called cofactors. The outputs of cofactors are merged using a
mux controlled by xi. If f contains subexpressions independent
of control variable xi, then we may also have a shared cofactor.
Note that, in (1), the activation probability of each cofactor
is 50%. However, by performing multilevel expansion, it is
possible to reduce the activation probability of the resulting
cofactors further. For example, a second level expansion of f
(2) reduces activation probability of resulting cofactors to 25%

f(x1, . . . , xi, . . . , xn) = xixj · CF1 + xix̄j · CF2

+ x̄ixj · CF3 + x̄ix̄j · CF4. (2)

Control variable selection plays a very important role in
achieving the desired goals in Shannon’s based partitioning. If
ai(bi) is the literal count of variable xi in true (complement)
form in f , then the following metric can be used for critical
path isolation of the circuit after expansion [4]:

Mi =
|ai − bi|

max(ai, bi)
. (3)

To achieve the dual objectives of isolating the critical paths
to a cofactor and reducing its activation probability during
partitioning and synthesis, first, the circuit is partitioned, and
the cofactors containing critical paths are determined. Then,
the cofactors are marked for further expansion (to reduce the
activation probability of critical paths). The process is repeated
under a given area and delay constraint. Note that Synopsys
Design Compiler [10] has been used for synthesizing the new
cofactors. The overall synthesis flow is shown in Fig. 4. A
complete example of hierarchical partitioning and synthesis is
also illustrated in Fig. 5 where the original circuit is partitioned
into four cofactors, CF20, CF32, CF53, and CF63. The critical
paths have been isolated to CF53 (which is activated by three
inputs, i.e., x1x′

2x3). Note that, in this example, we do not have
the shared cofactor which is important in avoiding the logic
duplication during partitioning. However, they are independent
of control variable. Therefore, our synthesis flow (Fig. 4) auto-
matically chooses it for further expansion (if critical paths are
isolated to it).

B. Gate Sizing for Further Isolation

In the previous section, we presented a circuit partitioning
method to isolate the critical paths to a cofactor with small
activation probability. The next step is to size the resulting
cofactors individually: 1) to further isolate the critical paths
and 2) to create timing slack between critical and noncritical
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Fig. 4. Automated synthesis flow.

cofactors to allow lowering of supply voltage. To achieve this
goal, all gates of the critical cofactor are downsized to make the
corresponding paths further critical. The gates belonging to the
remaining cofactors are selectively upsized to make them more
noncritical and increase the slack. An example of the proposed
sizing approach after partitioning is shown in Fig. 5. As shown,
cofactor CF53 is downsized to make it further critical while
other cofactors are upsized to make them more noncritical. Note
that the proposed sizing approach is counter intuitive because
in this case, the critical paths are made slower while noncritical
paths are made faster.

We follow the aforementioned sizing strategy in a
Lagrangian-relaxation-based gate sizing [12], as shown in
Table I. Given a delay target (Tc), it tries to meet the yield re-
quirement with minimum area. The procedure takes gList (i.e.,
list of cofactors) and determines the cofactor at highest level
of hierarchy, maxLevel for downsizing it (Step 1). To compute
the mean delays of the paths, Statistical Static Timing Analysis
(SSTA) [11] is performed in Step 2 on each of the cofactors Gi

from gList. In Step 3, a cofactor at the maximum hierarchical
level (i.e., maxLevel) is selected as a critical logic block can-
didate. Next, a cofactor with hierarchy equal or one less than
maxLevel is selected as noncritCF. Once the critical (noncrit-
ical) logic block candidates are decided, it is easy to perform
downsizing (upsizing) based on their slack constraints. The
multiplexer delays are computed and subtracted (Steps 5–7)
from the specified delay target to derive the cofactor delay
targets (with α = 1.2, determined empirically). The delay tar-
gets of noncritical cofactors are obtained by subtracting Tc and
multiplexer delays from overall critical path delay (Steps 8–12).
The noncritical cofactor candidates are now upsized while
meeting the yield target (Step 13). Finally, a complete graph
G is created (Step 15) and returned in Step 16.

C. Determination of Supply Voltage

After partitioning and sizing, we obtain the path delay
distribution similar to Fig. 2. Now, we may assign a lower
supply voltage to reduce the power dissipation while meeting
robustness. To achieve this, we start from nominal supply and
iteratively reduce it with two stopping criterions: 1) delay
violation of any of the noncritical cofactors (one-cycle delay
target) for the given yield constraint and 2) delay violation
of the critical cofactor (two-cycle target) for the target yield.
Finally, another stopping criterion is the 3Vth limit for reliable
superthreshold operations [5]. The new supply voltages for
a set of Microelectrons Center of North Carolina (MCNC)
benchmarks are shown in Section III-D.

D. Simulation Results

In the previous sections, we presented CRISTA methodology
to make the possible delay errors (that may occur under single-
cycle operation) predictable and rare (using partitioning, syn-
thesis and sizing). We also discussed the determination of new
supply voltage. In this section, we present the simulation result
on a set of MCNC benchmarks to demonstrate the feasibility
of this methodology. In particular, we show the following:
1) isolation of critical paths to a cofactor (having low acti-
vation probability) and 2) reduction of supply voltage while
maintaining robustness. In the following paragraphs, we present
simulation setup followed by the results and discussions.

For logic optimization in our synthesis flow, we have used
Synopsys Design Compiler [10]. For a basis of comparison,
the original benchmarks are also optimized for area in Syn-
opsys. The mapping is done to a standard cell library. The
circuit delays are computed by using SSTA for BPTM 70-nm
technology device parameters. The parametric variations (L,
W , Tox, doping, etc.) have been lumped into threshold voltage
variation. The change in Vth due to interdie (∆Vtinter) and
intradie (∆Vtintra) process variations are modeled as Gaussian
variables with zero mean and standard deviations of 80 and
40 mV, respectively. The total change in transistor Vth is given
by the summation of ∆Vtinter and ∆Vtintra. The delay target
(Tc) for sizing procedure is chosen by plotting the area-delay
curve of the circuit and selecting the delay at which the slope of
the curve is −1. The area and delay constraints for Shannon-
based partitioning are kept at 40% and 20% more than the
original circuit area and delay, respectively. The yield targets
of original circuit and the cofactors for gate sizing are set
to 95%. The yield target of cofactors operating on one cycle
(two cycle) after application of reduced supply is fixed to 95%
(100%). For power estimation, the circuits are simulated in
Hspice by applying a set of 200 random input patterns having
input switching probabilities of 0.2 as well as 0.5. The runtime
of the entire methodology is found to be small (6.03 s for the
largest benchmark cht on SUN blade 1000 workstation).

To illustrate the isolation of critical paths to the critical co-
factor, we have plotted the path delay distribution of an example
MCNC benchmark circuit (i.e., sct) after partitioning and sizing
[Fig. 6(a)]. We have illustrated the path delay distribution of
the partitioned and sized circuit (indicated by new) and also the
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Fig. 5. Hierarchical expansion and sizing of cofactors.

TABLE I
SIZING PROCEDURE

path delay distribution of the critical cofactor (i.e., CF1). This
figure clearly indicates that all critical paths of the synthesized
design are limited to the critical cofactor. We also present
its cofactor-wise critical path delay distribution under process
variation (Vth variation) in Fig. 6(b). From this figure, note the
following: 1) CF1 remains critical even under parametric vari-
ation while the other cofactors remain noncritical and 2) there
is a delay slack present between CF1 and other cofactors. Also,
note that the critical cofactor CF1 is activated based on the states
of four control variables. The delay distribution at reduced
supply is shown in Fig. 6(c). It shows that CF1 operates in two
cycles while the rest of the cofactors operates in a single cycle.

In Fig. 7, we show the area, power, and new supply voltages
of a set of MCNC benchmark circuits. It can be observed from
Fig. 7(a) that supply voltages required for the designed circuits
are significantly less than nominal supply (1 V). This results
in 60% average saving in total power, as shown in Fig. 7(b).
The partitioning is performed such that the critical cofactors
of all the benchmarks are at the fourth level of hierarchy.

Fig. 6. Results for benchmark sct. (a) Path delay distribution after partitioning
and sizing. (b) Cofactor-wise critical path delay distribution under Vth variation
(VDD = 1 V). (c) VDD = 0.7 V.

Therefore, the activation probability of critical paths (thereby,
the number of two-cycle operations) is very low. The perfor-
mance penalty due to two-cycle operations is elaborated in the
next section for a pipeline-based system. Fig. 7(c) shows the
area overhead (18% on average) associated with the proposed
design methodology. This comes from two sources: 1) logic
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Fig. 7. (a) Supply voltage of proposed design. (b) Percent improvement in power. (c) Area overhead.

TABLE II
PROCEDURE FOR PIPILINE DESIGN

duplications during Shannon-based partitioning and 2) upsizing
of certain cofactors. However, for two benchmarks, namely, cht
and cm150a, we observed an area improvement. This is mainly
due to better optimization after control variable isolation and
multilevel Shannon partitioning [8].

IV. APPLICATION IN PIPELINE-BASED DESIGN

In this section, we present an application of CRISTA method-
ology in pipeline-based design. Here, each stage is designed
using the technique explained in Section III. We also discuss the
performance overhead due to pipeline stalls. This is followed by
simulation results for a three-stage pipeline.

A. Pipeline Design Methodology and Performance Analysis

Our pipeline design methodology is based on a given reduced
supply voltage constraint. The procedure of the aforementioned
pipeline design method is shown in Table II. It takes target
yield, the list of pipeline stage designs, and target supply volt-
age as input, applies CRISTA methodology and produces the
redesigned and synthesized list of designs as output. The stage
delays are computed by sizing the original design, as explained
in Section III-D. The maximum stage delay is chosen as target
delay (Tc) for all the stages (Step 1). Next, one design is picked
at a time, and circuit partitioning is performed, as explained in
Section III (Step 3). Note that the delays are computed by using
SSTA at specified supply voltage (VDDL). The output of Step 3
is a list of cofactors which is sized to meet the required delay
target at supplied voltage (Step 4). Steps 2–5 are repeated for
each of the pipeline stages, and the list of redesigned stages is
returned as output.

Next, let us evaluate the performance of the new pipeline
design. Consider a three-stage linear pipeline after partitioning
and synthesis [Fig. 8] where decoders D1, D2, and D3 predict
the activation of critical cofactors of the individual stages. A
two-cycle operation is needed whenever the critical cofactor

Fig. 8. Example of a pipeline design using the proposed method.

of any of the pipeline stages is activated. Under such cir-
cumstances, the pipeline is stalled by gating the clock (using
signal freeze in Fig. 8). Let pi be the activation probability of
critical cofactor of ith stage, and ptotal is the probability of two-
cycle operation in the pipeline. Further, we assume that critical
cofactors of each of the stages have the same number of control
variables. So

p1 = p2 = · · · pN = p = (input switching activity)k (4)

where k is the hierarchy (or, number of control variables) of
critical cofactor. Then, ptotal is given by

ptotal = 1 − (1 − p)N . (5)

If the ideal clock cycle-per instruction (CPI) of the pipeline is
given by CPIideal, then the new CPI is given by

CPInew = CPIideal + ptotal · (stall penalty). (6)

The performance penalty due to occasional two-cycle operation
is given by

Perf. penalty =
CPInew − CPIideal

CPInew

=
ptotal · (stall penalty)

CPIideal + ptotal · (stall penalty)

=
ptotal

1 + ptotal
. (7)

The performance penalty for different N and input switching
activities is shown in Fig. 9. In this plot, we assume that
the critical cofactor of each stage is activated by four inputs
(i.e., k = 4). It can be observed from this plot that if the
control variables have low switching activities (approximately
0.1–0.3), then the penalty can be restricted within 10%. It can
be noted that penalty can be large for deep pipeline designs
(i.e., large N ). We suggest the following techniques for re-
ducing the performance penalty: 1) tune the control variable
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Fig. 9. Performance penalty for (a) critical cofactor at k = 4 and (b) different values of k.

TABLE III
SIMULATION RESULTS FOR THREE-STAGE PIPELINE

selection metric to pick low switching inputs as control vari-
ables and 2) reduce the activation probability of critical blocks
further (i.e., by increasing k).

B. Simulation Results

We performed the experiment on a three-stage pipeline
where each stage is an MCNC benchmark circuit. The pipeline
with the stage delays (for 95% yield with BPTM 70-nm
devices) is shown in Fig. 8. After performing Step 1 of the
pipelineDesign(), delay target is chosen to be 85 ps. We re-
design the pipeline stages for VDDLs, ranging from 0.75 to
0.90 V. The constraints for partitioning and sizing are the same
as discussed in Section III-D. After design, the entire pipeline
is simulated in Hspice using 200 random test patterns with
uniform switching activity of 0.5. The results are shown in
Table III. Columns 2–4 in Table III show the improvement in
power for each of the individual stages. The overall pipeline
power saving is shown in column 5. Columns 6–8 indicate
the area overheads of the individual stages, whereas column 9
shows the overall area overhead. The maximum number of
clock cycles required by each stage is shown in column 10
while the performance penalty is shown in column 11.

It is interesting to note from Table III that the overall power
saving increases initially but declines at lower supply voltages.
This is due to increased switching capacitance to meet the
delay target at low-supply voltage. The negative value of area
overhead for cht is due to better optimization (Section III-D).
It should also be noted that the critical cofactor of cht does not
need two-cycle operations for the given range of VDDL. This is
due to the increased delay target (i.e., 85 ps). Circuit mux may
need two-cycle operations only when VDDL = 0.8 and 0.75 V
(column 10). However, circuit cm150a may need two-cycle
operations for the entire voltage range. Therefore, the pipeline
performance penalty varies between 6%–11%. Table III clearly

shows that it is beneficial to design the pipeline for VDDL =
0.85 V where the power saving is significant (approximately
60%) with low-performance penalty (approximately 6%). Sim-
ilar technique could also be extended for any N -stage pipeline.

V. APPLICATION IN TEMPERATURE-ADAPTIVE DESIGN

In the previous section, we discussed an application of
CRISTA design paradigm in pipeline-based design which al-
lows it to consume low power while being robust to parametric
variations (by adaptively operating in one cycle/two cycle).
Along with power, another important problem of present day
high-performance circuits is “die overheating.” Techniques like
logic shutdown, clock gating, simultaneous voltage–frequency
(V, f) throttling, etc. [13], [14] have been proposed to address
this problem. However, these techniques may be complex and
may lead to pipeline stalls during the V/f tuning process.
In this section, we propose an application of CRISTA which
makes the circuit intrinsically suitable for DVS for thermal
management with minimum performance overhead.

The main idea of temperature-adaptive circuit design is again
based on CRISTA, i.e.; making the possible delay errors (under
single-cycle operations) predictable and rare under parametric
variations. We follow similar partitioning technique as dis-
cussed in Section III-A. However, the sizing routine is modified
to attain the path delay distribution, as shown by a cartoon in
Fig. 10. It is easy to observe that this kind of delay distribution
can allow the circuit to operate at two different lower voltages
with small performance overhead. On obtaining this delay
distribution, a temperature-adaptive DVS can be performed
with the following conditions: 1) at normal temperatures, the
circuit operates in single cycle with nominal supply; 2) if the
temperature violates threshold TREF1, a lower supply VDDL1 is
applied to push the critical cofactor to two-cycle operations; and
3) if temperature crosses threshold TREF2(> TREF1), supply
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Fig. 10. Path delay distribution required for the temperature-aware design
methodology with three voltage domains.

VDDL2(< VDDL1) is applied so that the first noncritical cofactor
(Fig. 10) also operates in two cycles. A thermal sensor can
automatically make decision about the supplies (i.e., VDDH,
VDDL1, or VDDL2) that can be applied to the circuit. The
activation of critical and first noncritical cofactors is predicted
by decoders.

For the temperature-adaptive design, the critical cofactor is
downsized to meet slack S1 (Fig. 10) with respect to the clock
period Tc. Furthermore, one of the noncritical cofactors (i.e.,
first critical cofactor) is sized to meet a slack of S2. All other
cofactors are upsized to meet the slack S3. The remaining steps
are similar to Table I so the details are omitted.

The proposed technique has the following advantages over
conventional thermal management methods (e.g., [13] and
[14]): 1) it allows us to dynamically schedule the supply voltage
(during overheating) without tuning the clock frequency; 2) the
pipeline need not be stalled for more than two cycles at any
instant (not even during the voltage assignment process); 3) the
control overhead is negligible compared to (V, f) control tech-
niques; and 4) a tradeoff can be made between temperature and
performance penalty. In the following sections, first, we discuss
the architecture of the temperature-adaptive pipeline design.
Then, we present the simulation results.

A. Architecture of Temperature-Adaptive Pipeline Design

The architecture of CRISTA based temperature-adaptive
pipeline (with three voltage domains) is shown in Fig. 11.
Decoders D11, D21, and D31 determine whether the critical
cofactor of one of the stages is activated. Similarly, decoders
D12, D22, and D32 determine the activation of first noncritical
cofactor of the stages. These two sets of decoders are ORed to
predict the activation of critical cofactor and the first noncritical
cofactor. The predictions are gated with the outputs of thermal
sensor. The freeze signal is deactivated during the normal
die temperatures. However, it is activated when the following
conditions are met: 1) temperature of the chip crosses the
threshold value, and 2) a two-cycle operation is predicted by
the decoders. When the TREF1 is crossed, the supply voltage is
automatically reduced by the multiplexer to VDDL1 where only
the critical cofactor starts operating in two cycles. However, if
TREF2 is violated, then supply voltage is reduced to VDDL2,
and both critical and first noncritical cofactors are operated in
two cycles. Since the performance of pipeline at VDDL2 is lower
than that of VDDL1, a tradeoff can be made between temperature
and performance.

Fig. 11. Temperature-aware pipeline design (three stages with three voltage
domains).

An interesting feature of our method is that the pipeline
need not be stalled during DVS process. This is true because
the possible delay failures are predicted ahead in time, and
corrective action (i.e., two-cycle operation) is taken. However,
the delay failures can occur when the supply is brought back
from VDDL2 to VDDL1 or VDDL1 to VDDH. To avoid such
situations, we place a few bits counter as delay element which
extends the freeze signal for a few more cycles (as shown in
Fig. 11). The proposed DVS technique can also be extended for
N -stage pipeline (at the cost of extra AND and OR gates).

B. Thermal Model for Electro-Thermal Simulation

To demonstrate the impact of DVS on the transient behavior
of temperature, we follow the lumped RC thermal model [15].
The thermal resistance (Rchip) and capacitance (Cchip) of the
circuit is given by

Rchip =
ρ · l
A

;Cchip = c · l ·A (8)

where ρ(= 10−2 mK/W) is the thermal resistivity, c (=
106 J/m3K) is the thermal capacitance, l(= 0.1 mm) is the
thickness of the wafer, and A is the die area. The transient
temperature at ith instant is determined as follows:

Ti =Ti−1 + [TMAX − Ti−1][1 − exp(−t/τchip)

if (Tambient + RchipPi) > Ti−1

=Ti−1 exp(−t/τchip), otherwise (9)

where t is the time step. τchip = RchipCchip, and TMAX =
maximum allowable temperature. Equation (9) is based on
simple RC circuit charge/discharge expression.

C. Experimental Setup and Simulation Results

The yield targets of original circuit and the cofactors for
gate sizing are set to 95%. After partitioning and sizing, the
supply voltages VDDL1 and VDDL2 (for DVS) are determined
such that the yields of cofactors operating on one cycle (two
cycle) are 95% (100%). Once we get the new pipeline de-
sign with nominal and reduced supply voltages, we perform
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Fig. 12. Transient temperature profile for the three-stage pipeline.

electro-thermal simulation to solve the self-consistent loop of
power and temperature at each time step. Rchip and Cchip

of the circuit are computed by using (8). For power estima-
tion, the circuit is simulated in Hspice at ambient temperature
(100 ◦C). After determination of power, the transient tempera-
ture is computed using (9). The computed temperature is used
for determination of power in the next time step. The TREF1
and TREF2 are kept at 104 ◦C and 110 ◦C, respectively.

The target delay of the pipeline was 100 ps, and {VDDH,
VDDL1, VDDL2} were found to be {1.0 V, 0.8 V, 0.75 V}.
The thermal simulation result for our example pipeline circuit
Fig. 11 is shown in Fig. 12. It can be observed that the tempera-
ture rises from the ambient value and saturates after some time.
At t = 4 × 105 ns, the temperature of the circuit crosses TREF1,
and the supply voltage is reduced to VDDL1 (i.e., 0.8 V) based
on the sensor’s output. As expected, the temperature reduces
to approximately 100.7 ◦C after some delay determined by the
thermal RC constant of the die. At this lower supply, only the
critical cofactors of the pipeline stages operate in two cycles.
This simulation demonstrates the self-adaptive nature of the
system with respect to temperature. For the sake of comparison,
we also plotted the temperature profile of the pipeline with
conventionally synthesized circuits. It can be noted from the
figure that the final temperature of original pipeline is lower
than the redesigned pipeline by approximately 0.03 ◦C. This
difference is accounted by extra area overhead of redesigned
circuit (approximately 22%) compared to the original circuit.
This raises Rchip and thereby the steady-state temperature by
a small fraction (as Tfinal = Tambient + PRchip). However, the
main difference lies in terms of performance. In the event of
high temperature, if the supply of original pipeline is also
reduced to VDDL1, then it would require two-cycle operations
for each computation (unless the operating frequency is also
simultaneously reduced) leading to large [as much as 50% as
ptotal = 1 in (7)] performance penalty. On the other hand, the
proposed design needs only occasional two-cycle operations at
VDDL1. The performance penalty at VDDL1 was found to be
11% (for input switching activities of 0.5).

VI. PRACTICAL ISSUES AND CHALLENGES

In this section, we address some of the practical chal-
lenges and other issues associated with the CRISTA design
methodology.

A. Application in Multiple VDD Islands

Multiple VDD islands with critical paths can be handled
assuming that a single frequency of operation for the different
islands is used. The proposed technique can be used for such
situations by considering voltage domains in timing analysis
and gate sizing during the synthesis process.

B. Complexity of Decode Logic

The decode logic (for predicting the activation of critical
paths) is nothing but a set of few NAND and NOR gates (since
only four primary inputs are being decoded for each stage in our
simulations). Furthermore, only the critical cofactor (and sec-
ondary critical cofactor, in case of temperature-aware design)
requires the predecoders. Therefore, the decoding overhead is
very minimal.

C. Considerations for Signal Probability of Input Literals

If the signal probabilities are available, then control variable
selection metric should take it into account during partitioning
(i.e., by picking the variable with smallest signal probability). If
critical paths are not isolated properly due to this modification
in control variable selection, then gate sizing can be used as an
additional tool for further isolation.

D. Application in Full Chip Synthesis

We demonstrated the application of the proposed technique
for random logic circuits. However, only specific circuits con-
sume more power in a chip (e.g., pipelines). Therefore, we
believe that the proposed approach can be more suitable for
those power hungry portions rather than on a full chip scale.

E. Test Implications

Since we isolate the critical paths and make sure that
they meet 100% yield target under two-cycle delay constraint
by design, the need to test critical paths is minimal. The
OFF-critical paths, on the other hand, are designed to meet
a user-defined yield target under one-cycle delay constraints.
Therefore, delay testing should be exercised only on the OFF-
critical paths at the lower supply voltage. This is contradictory
to the conventional delay testing strategy where the testing is
performed on timing critical paths. In general, the proposed
approach improves testability of internal nodes [16].

VII. CONCLUSION

We have proposed CRISTA, a new design paradigm based
on critical path isolation, which achieves low-power operation
while being robust with respect to parametric delay failures.
CRISTA makes the possible delay errors (that may occur under
single-cycle operations due to critical paths) predictable and
rare under parametric variations. The critical paths have been
isolated to a known logic block by Shannon partitioning and
gate sizing. This leads to a robust circuit design which allows
us to reduce the supply voltage aggressively while using the
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predictability to prevent occurrence of any delay violations.
Simulation of circuits designed using this methodology show
60% improvement in power. We have demonstrated that this
technique can be effectively applied to low-power pipeline
design. We have also shown that the proposed design methodol-
ogy can be used to design temperature-adaptive circuits, which
can maintain a target temperature with small performance
penalty.
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