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Abstract—Given a network of interconnected nodes, each with its own value (such as a measurement, position, vote, or other data), we develop a distributed strategy that enables some or all of the nodes to calculate any arbitrary function of the node values, despite the actions of malicious nodes in the network. Our scheme assumes a broadcast model of communication (where all nodes transmit the same value to all of their neighbors) and utilizes a linear iteration where, at each time-step, each node updates its value to be a weighted average of its own previous value and those of its neighbors. We consider a node to be malicious or faulty if, instead of following the predefined linear strategy, it updates its value arbitrarily at each time-step (perhaps conspiring with other malicious nodes in the process). We show that the topology of the network completely characterizes the resilience of linear iterative strategies to this kind of malicious behavior. First, when the network is a connected graph, we show that the approach to consensus is to use a linear iteration, where each node in the network repeatedly updates its value as a weighted linear combination of its own value and those of its neighbors (non-neighboring) node, we show that a node guarantees to be able to calculate any arbitrary function of all node values when the number of malicious nodes is f or less. Furthermore, we show that this function can be calculated after running the linear iteration for a finite number of time-steps (upper bounded by the number of nodes in the network) with almost any set of weights (i.e., for all weights except for a set of measure zero).
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I. INTRODUCTION

In distributed systems and networks, it is often necessary for some or all of the nodes to calculate some function of certain parameters. Examples include sensor networks where sink nodes are tasked with calculating the average measurement value of all the sensors [1], [2], and multi-agent systems where all agents communicate with each other to coordinate their speed and direction [3]. Various algorithms to accomplish function calculation in networks have been proposed by the computer science, communication, and control communities over the past few decades [4], [5], [6], [7]. The special case of distributed consensus, where all nodes in the network calculate the same function [4], has received extensive attention from the control community due to its applicability to topics such as cooperative control, multi-agent systems, and modeling flocking behavior in biological and physical systems [8]. In these cases, the approach to consensus is to use a linear iteration, where each node in the network repeatedly updates its value as a weighted linear combination of its own value and those of its neighbors [9], [10], [11], [12]. These works have revealed that if the network topology satisfies certain conditions, the weights for the linear iteration can be chosen so that all of the nodes asymptotically converge to the same value (even if the network connections are time-varying). Recently, it was shown in [13] that in networks with time-invariant topologies, this linear iterative strategy can also be applied to the more general function calculation problem, allowing any node to calculate any arbitrary function of the node values in a finite number of time-steps (upper bounded by the size of the network).

Due to the increasingly prevalent use of sensor networks and multi-agent systems in life- and mission-critical applications (e.g., [14]), it is imperative to analyze any proposed network algorithms to determine their resilience to nodes that behave in erroneous or unexpected ways. This might be the case, for example, if some nodes in the network are compromised by a malicious attacker whose objective is to disrupt the operation of the network [4]. Alternatively, the nodes might suffer from hardware malfunctions, thereby causing them to calculate their update value incorrectly [15]. The robustness of various existing information dissemination schemes to these types of abnormal behaviors has been investigated in the literature (e.g., see [6]); however, a similar analysis of the susceptibility of linear iterative strategies to malicious or faulty behavior has received scant attention, and this is the focus of our work. Specifically, we allow for the possibility that some nodes in the network update their values at each time-step in an arbitrary (possibly coordinated) manner, instead of following the predefined strategy of using a specific linear combination of their neighbors’ (and own) values. The contribution of this paper is to show that the graph connectivity is the determining factor for the ability of linear iterative strategies to tolerate malicious (or faulty) agents. First, we demonstrate that if a
given node \( x_i \) has \( 2f \) or fewer vertex-disjoint paths from some other node \( x_j \), then there exists a set of \( f \) or fewer nodes that can maliciously update their values so that \( x_i \) cannot obtain sufficient information to calculate any function that involves node \( x_j \)'s value, regardless of the number of time-steps for which the linear iteration is run. The fact that only \( f \) malicious nodes will be required to disrupt a network with \( 2f \) connectivity is not surprising, given existing results in the distributed systems literature (which we will review later in the paper). What is not clear, however, is exactly how these \( f \) malicious nodes should behave in order to disrupt the linear iterative strategy and not be identified in the process. Our analysis solves this problem by providing an explicit choice of malicious nodes, along with a strategy for them to follow.

Next, we show that if a given node has at least \( 2f+1 \) vertex-disjoint paths from any other node (with which it does not have a direct connection), it can work around up to \( f \) misbehaving nodes to correctly calculate any arbitrary function of the node values. Furthermore, we show that this can be achieved after running the linear iteration for a finite number of time-steps with almost any set of weights. To derive our results, we build upon the function calculation algorithm in [13], and exploit concepts from classical linear system theory (such as structured system theory, strong observability, and invariant zeros of linear systems) to overcome malicious or faulty nodes. As we will describe in further detail later, our results serve to narrow the gap between linear iterative schemes and existing fault-tolerant consensus algorithms in the literature (such as those described in [4]). In particular, we show that under the broadcast model of communication (which implies that nodes cannot send different information to different neighbors — e.g., in a wireless setting), simple linear-iterative schemes are as powerful as any other algorithm in terms of the number of malicious nodes they can handle (i.e., they impose the same constraints on the underlying network topology).

In our development, we use \( e_{i,N} \) to denote the \( N \times 1 \) column vector with a 1 in its \( i \)-th position and 0's elsewhere. The symbol \( I_N \) denotes the \( N \times N \) identity matrix and \( A' \) indicates the transpose of matrix \( A \). We will denote the cardinality of a set \( S \) by \( |S| \), and for a pair of sets \( S \) and \( T \), \( S \setminus T \) denotes the elements of \( S \) that are not in \( T \). The set of nonnegative integers is denoted by \( \mathbb{N} \).

\[ \text{II. BACKGROUND} \]

\textbf{A. Graph Theory}

We will require the following terminology in order to facilitate our discussion. Further details can be found in standard texts on graph theory, such as [16].

A graph is an ordered pair \( G = \{ \mathcal{X}, \mathcal{E} \} \), where \( \mathcal{X} = \{ x_1, x_2, \ldots, x_N \} \) is a set of vertices (or nodes), and \( \mathcal{E} \) is a set of ordered pairs of different vertices, called directed edges. If, \( \forall x_i, x_j \in \mathcal{X} \) with \( i \neq j \), \( (x_i, x_j) \in \mathcal{E} \iff (x_j, x_i) \in \mathcal{E} \), the graph is said to be undirected. The vertices in the set \( \mathcal{N}_i = \{ x_j | (x_j, x_i) \in \mathcal{E} \} \) are said to be neighbors of vertex \( x_i \), and the in-degree of vertex \( x_i \) is denoted by \( \deg_i = |\mathcal{N}_i| \). A subgraph of \( G \) is a graph \( H = \{ \mathcal{X}, \mathcal{E} \} \), with \( \mathcal{X} \subseteq \mathcal{X} \) and \( \mathcal{E} \subseteq \mathcal{E} \) (where all edges in \( \mathcal{E} \) are between vertices in \( \mathcal{X} \)). A subgraph \( H \) of \( G \) is said to be induced if \( (x_i, x_j) \in \mathcal{E} \iff (x_i, x_j) \in \mathcal{E} \) whenever \( x_i, x_j \in \mathcal{X} \).

A path \( P \) from vertex \( x_{i_0} \) to vertex \( x_{i_t} \) is a sequence of vertices \( x_{i_0}, x_{i_1}, \ldots, x_{i_t} \) such that \( (x_{i_j}, x_{i_{j+1}}) \in \mathcal{E} \) for \( 0 \leq j \leq t-1 \). A path is called a cycle if its start vertex and end vertex are the same, and no other vertex appears more than once in the path. Paths \( P_1 \) and \( P_2 \) are vertex-disjoint if they have no vertices in common. Paths \( P_1 \) and \( P_2 \) are internally vertex-disjoint if they are vertex-disjoint, with the possible exception of the end vertices. A set of paths \( P_1, P_2, \ldots, P_r \) are (internally) vertex-disjoint if the paths are pairwise (internally) vertex-disjoint. Given two subsets \( X_1, X_2 \subseteq \mathcal{X} \), an r-linking from \( X_1 \) to \( X_2 \) is a set of \( r \) vertex-disjoint paths, each with start vertex in \( X_1 \) and end vertex in \( X_2 \). Note that if \( X_1 \) and \( X_2 \) are not disjoint, we will take their common vertices to be vertex-disjoint paths between \( X_1 \) and \( X_2 \) of length zero.

A graph is said to be strongly connected if there is a path from vertex \( x_j \) to vertex \( x_i \) for every \( x_i, x_j \in \mathcal{X} \). We will call a graph disconnected if there exists at least one pair of vertices \( x_i, x_j \in \mathcal{X} \) such that there is no path from \( x_j \) to \( x_i \). A vertex-cut in a graph is a subset \( S \subseteq \mathcal{X} \) such that removing the vertices in \( S \) (and the associated edges) from the graph causes the remaining graph to be disconnected. More specifically, a \((j, i)\)-cut in a graph is a subset \( S_{ji} \subseteq \mathcal{X} \) such that removing the vertices in \( S_{ji} \) (and the associated edges) from the graph causes the graph to have no paths from vertex \( x_j \) to vertex \( x_i \). We will denote the smallest size of a \((j, i)\)-cut by \( \kappa_{ji} \). If \( (x_j, x_i) \in \mathcal{E} \) (i.e., vertex \( x_j \) is a neighbor of vertex \( x_i \)), we will take \( \kappa_{ji} \) to be infinite (since removing other vertices will not remove the direct path between \( x_j \) and \( x_i \)).

We will also adopt the convention that \( \kappa_{ii} \) is infinite. Note that if \( \min_j \kappa_{ji} \) is finite, then the in-degree of vertex \( x_i \) must be at least \( \min_j \kappa_{ji} \) (since otherwise, removing all the neighbors of vertex \( x_i \) would disconnect the graph, thereby producing an \((j, i)\)-cut of size less than \( \min_j \kappa_{ji} \)). Note that there are various efficient algorithms for computing the quantity \( \kappa_{ji} \) for any vertices \( x_i \) and \( x_j \), such as the Ford-Fulkerson algorithm (which has run-time polynomial in the number of vertices) [16]. The connectivity of the graph is defined as \( \min_{i,j} \kappa_{ji} \).

The following classical result will play an important role in our derivations (e.g., see [16]).

**Lemma 1 (Fan Lemma):** Let \( x_i \) be a vertex in graph \( G \), and let \( c \) be a nonnegative integer such that \( \kappa_{ji} \geq c \) for all \( j \). Let \( \mathcal{R} \subset \mathcal{X} \) be any subset of the vertices, with \( |\mathcal{R}| = c \). Then there exists a set of \( c \) internally vertex-disjoint paths from \( \mathcal{R} \) to \( x_i \), where the only common vertex of each of these paths is \( x_i \).

Since all internally vertex-disjoint paths have to pass through different neighbors of \( x_i \), the Fan Lemma implies that there will be a c-linking from \( \mathcal{R} \) to \( \mathcal{N}_i \cup \{ x_i \} \). Note that some of the paths in this linking might have zero length (i.e., if \( x_i \) or some of its neighbors are in \( \mathcal{R} \)).

**B. Distributed System Model**

The interaction constraints in distributed systems and networks can be modeled via a directed graph \( G = \{ \mathcal{X}, \mathcal{E} \} \), where \( \mathcal{X} = \{ x_1, x_2, \ldots, x_N \} \) is the set of \( N \) nodes in the system.
and $\mathcal{E} \subseteq \mathcal{X} \times \mathcal{X}$ represents the communication constraints in the network (i.e., directed edge $(x_j, x_i) \in \mathcal{E}$ if node $x_i$ can receive information directly from node $x_j$). Note that undirected graphs can be readily handled by treating each undirected edge as two directed edges.

We will deal with networks where information is disseminated via the wireless broadcast model, whereby each node (behaving or misbehaving) sends the same information to all of its neighbors. This model, while obviously applicable to wireless networks, also holds when information is obtained by direct sensing (i.e., where each node measures or senses the values of its neighbor, as opposed to receiving that value through a transmission). We assume that every node in the network has an identifier (so that nodes can associate each piece of information that they sense or receive with the corresponding neighbor). Each node is also assumed to have sufficient memory ($\text{so that it can store the information that it receives or senses from its neighbors}$), and sufficient computational capability to perform mathematical operations on this stored information (such as calculating the rank of a matrix, multiplying matrices, etc.). We will assume either that nodes always transmit a value (even if they are faulty), or that messages are delivered in a fixed amount of time. This assumption is necessary because it would otherwise be impossible to perform fault-diagnosis – the receiving node will never be able to determine whether an expected message from another node is simply delayed, or if the transmitting node has failed [4]. When running a specified algorithm, we assume that nodes in the network wait until they have received transmissions from all of their neighbors, and then execute their transmission or update strategies before waiting for the next transmissions from their neighbors. We will capture this behavior by referring to the behavior of a node at time-step $k$, by which we mean the $k$-th transmission or update step executed by that node. We assume that all messages are either delivered in the order they were transmitted, or have an associated time-stamp or sequence number to indicate the order of transmission.

### C. Function Calculation via Linear Iterations

Suppose that each node $x_i$ has some initial value, given by $x_i[0]$. The goal is for certain nodes to gather enough information to calculate certain functions that depend on (some of) these initial values. To achieve this, nodes can update and/or exchange their values over several time-steps based on some strategy that adheres to the constraints imposed by the network topology. A common strategy is to “flood” the network with the needed information (where each node simply forwards any message that it gets from a neighbor to all of its neighbors) [4] or to use routing algorithms to route the value of each node to the nodes that need it [17]. Motivated by gossip and consensus algorithms that adopt nearest neighbor rules (e.g., [8]), the scheme that we study in this paper makes use of linear iterations; specifically, at each time-step (or iteration)

\[ k, \text{ each node updates its value as} \]

\[ x_i[k + 1] = w_{ij}x_j[k] + \sum_{x_j \in \mathcal{N}_i} w_{ij}x_j[k], \]

where the $w_{ij}$ form a set of weights. In other words, each node updates its value to be a linear combination of its own value and the values of its neighbors. For ease of analysis, the values of all nodes at time-step $k$ can be aggregated into the value vector $x[k] = [x_1[k], x_2[k], \ldots, x_N[k]]^T$, and the update strategy for the entire system can be represented as

\[ x[k + 1] = \begin{bmatrix} w_{11} & w_{12} & \cdots & w_{1N} \\ w_{21} & w_{22} & \cdots & w_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ w_{N1} & w_{N2} & \cdots & w_{NN} \end{bmatrix} x[k] \]

for $k \in \mathbb{N}$, where $w_{ij} = 0$ if $x_j \notin \mathcal{N}_i \cup \{x_i\}$.

**Definition 1:** Let $g : \mathbb{R}^N \rightarrow \mathbb{R}^q$ be a function of the initial values of the nodes (note that $g(\cdot)$ will be a vector-valued function if $q \geq 2$). We say $g(x_1[0], x_2[0], \ldots, x_N[0])$ is calculable by node $x_i$, if it can be calculated by node $x_i$ after running the linear iteration for a sufficiently large number of time-steps, perhaps by using all the values that it sees over those time-steps.

While there has been a great deal of work on choosing the weight matrix $W$ for the linear iteration (2) in order to achieve objectives ranging from asymptotic consensus (e.g., [8]) to calculating arbitrary functions in finite time [13], there has been little investigation of what happens when some nodes do not follow the linear iterative strategy. In this paper, we will show that, under certain fundamental conditions on the underlying network topology (and assuming the nodes know the weight matrix $W$), linear iterative schemes are also powerful enough to allow the nodes in the network to distributively calculate any arbitrary function even when some of the nodes in the network are malicious or faulty.

### D. Previous Results on Fault Tolerant Function Calculation

The problem of transmitting information over networks (and specifically, reaching consensus) in the presence of faulty or malicious nodes has been studied thoroughly over the past several decades (e.g., see [4], [6] and the references therein). It is known in the literature that if there are only 2 faulty vertex-disjoint paths between two nodes in a network, then there exists at least one set of 2 vertex-disjoint paths between two nodes in a network, then there exists at least one set of 2 $f$ coordinated malicious nodes that can prevent at least one of the nodes from receiving any information about the other (regardless of the algorithm). The proofs of this general result are non-constructive, and based on the following intuition: if there are only 2 $f$ independent paths between the two nodes, then a set of malicious nodes on one of the paths could collude to pretend that the transmitted

---

1 As we will see later in the paper, the amount of memory required by each node will increase as a function of the number of nodes $N$ in the network.

2 The methodology for choosing the weights appropriately and the implications of this choice are discussed later in the paper.

3 Indeed, the precise strategy used by the malicious nodes to disrupt the network will depend on the particular algorithm that is used to disseminate information.
value was something other than the true value, and the receiving node would not know whether to believe the $f$ malicious nodes, or the $f$ nodes transmitting the true value on the other $f$ independent paths [4], [6], [18].

The topic of overcoming malicious behavior in distributed settings has been extensively studied in the computer science literature under the moniker of the Byzantine Generals Problem (e.g., [4], [19]). That problem deals with ensuring that all nodes in the network reach agreement on a certain value, even when there are up to $f$ malicious (Byzantine) nodes that are allowed to send different values to different neighbors (i.e., the entire network, including both behaving and misbehaving nodes, are assumed to operate under a wired communication model). In this situation, it has been established that the necessary and sufficient conditions to tolerate $f$ Byzantine nodes is that (1) the total number of nodes $N$ in the network satisfies $N \geq 3f + 1$ and (2) the connectivity of the network is at least $2f + 1$. The second condition is necessary in order to reliably exchange information between two nodes in the network. By itself, the second condition is not sufficient under the wired communication model, since if node $x_i$ receives node $x_j$’s value reliably, it still does not know what $x_j$ told other nodes in the network. This is where the first condition comes in: there must be a sufficient number of non-Byzantine nodes in the network in order for $x_i$ to ascertain what $x_j$ told ‘most’ of the nodes. When one considers a wireless communication model (as is the case with the linear iterative strategy), the first condition (i.e., $N \geq 3f + 1$) is no longer necessary, since the malicious nodes can no longer provide conflicting information to their neighbors. However, the second condition (i.e., connectivity at least $2f + 1$) is still necessary, since the problem of reliably communicating information between two nodes remains, as described above (e.g., see also [18], [20]).

As mentioned in the previous section, the vulnerability of linear iterative function-calculation schemes to malicious behavior has not received much attention in the literature. In [11], it was shown that if a node in the network does not update its value at each time-step (i.e., it maintains a constant value), then a particular class of linear iterative strategies (where each node updates its value to be a convex combination of its neighborhood values) will cause all other nodes to asymptotically converge to the value of that node. A similar analysis was done in [22], where it was argued that since the asymptotic consensus scheme can be disrupted by a single node that maintains a constant value, it can also be disrupted by a single node that updates its values arbitrarily (since maintaining a constant value is a special case of arbitrary updates). Both of these works only considered a straightforward application of the linear iteration for asymptotic consensus, without making explicit use of the information available to the nodes via the iteration.

The problem was revisited in [23] for the specific case where all nodes have to reach agreement (not necessarily on any specific function of the initial values), and where the network contains only one malicious node that does not behave in a completely arbitrary manner (specifically, the additive errors introduced by the malicious node in that setting are not allowed to asymptotically decay faster than a certain rate). Under these special conditions, [23] showed that if every node in the system uses the information it receives from the linear iteration to try and estimate the malicious updates injected into the network (via an unknown input observer), then a graph connectivity of two is sufficient to detect and isolate the malicious node, and have the other nodes reach agreement. This result shows that linear iterative strategies actually have some degree of robustness against malicious nodes if one uses the information available to each node appropriately. It is also worth noting that although the result in [23] seems to contradict the intuition that only one malicious node should be required to disrupt a 2-connected network, this discrepancy arises due to the fact that updates applied by the malicious nodes in [23] are restricted to a certain class.

In this paper, we provide a comprehensive analysis of linear iterative strategies in the presence of malicious nodes. First, we show exactly how $f$ malicious nodes (with the ability to update their values in a coordinated and arbitrary manner) should behave in a network of $2f$ connectivity in order to disrupt the linear iterative strategy. Next, we show that linear iterative strategies are able to achieve the minimum bound required to disseminate information reliably; specifically, when node $x_i$ has $2f + 1$ or more paths from the other nodes in the network, $f$ malicious nodes will be unable to prevent $x_i$ from calculating any function of the initial values (under the broadcast model of communication).

III. SYSTEM MODEL AND MAIN RESULTS

A. Modeling Malicious Behavior

Suppose the objective in the system is for node $x_i$ to calculate $g_i(x_i[0], x_2[0], \ldots, x_N[0])$, for some function $g_i : \mathbb{R}^N \rightarrow \mathbb{R}^{w_i}$ (note that different nodes can be required to calculate different functions). When there are no malicious nodes in the network, we noted in the last section that this can be accomplished by having the nodes run the linear iteration $x[k + 1] = Wx[k]$ with an appropriate weight matrix $W$ for a finite number of time-steps (e.g., following the method in [13]). Suppose, however, that instead of applying the update equation (1), some nodes update their values incorrectly; for example, node $l$ updates its value at each time-step as

$$x_l[k + 1] = u_{l1}x_l[k] + \sum_{x_j \in \mathcal{N}_l} w_{lj}x_j[k] + u_l[k],$$

where $u_l[k]$ is an additive error at time-step $k$.

4It is worth mentioning that linear iterative strategies have also been studied recently in the communications community for the purpose of transmitting streams of values through networks, under the moniker of network coding (e.g., [5]). In these cases, the network is assumed to contain a source node that is trying to send information at a certain rate to some destination nodes, and network codes have been developed to maximize this rate in the presence of malicious attackers [21]. The key difference in our work is that we are interested in the problem where (potentially) all nodes have a single initial value, and certain nodes want to calculate functions of these values, as opposed to recovering a new source value at each time-step.

5Preliminary versions of these results were presented in [24], [25], where the problem of allowing every node in the network to recover all of the initial values was studied. This paper generalizes that work by presenting necessary and sufficient conditions under which any node (or any subset of nodes) can obtain all of the initial values.
**Definition 2:** Suppose all nodes run the linear iteration for $T$ time-steps in order to perform function calculation. Node $x_l$ is said to be malicious (or faulty) if $u_l[k]$ is nonzero for at least one time-step $k$, $0 \leq k \leq T - 1$.

Note that the fault model considered here is extremely general, and allows node $x_l$ to update its value in a completely arbitrary manner (via appropriate choices of the error $u_l[k]$ at each time-step). As such, this fault model is capable of encapsulating a wide variety of faults, under the condition that each malicious node sends the same value to all of its neighbors.\(^6\) For example, suppose a node $x_l$ in the network exhibits a stopping failure, whereby it stops transmitting information (so that the neighbors of node $x_l$ simply receive the value zero from node $x_l$ at each time-step). This stopping failure can be captured by our fault model by selecting the error $u_l[k]$ at each time-step to set node $x_l$’s state $x_l[k + 1]$ to zero. Another example of a fault is when the link from node $x_j$ to node $x_l$ drops out at time-step $k$. One can capture these errors in our fault model by simply selecting $u_l[k]$ to cancel out the term $w_{lj}x_j[k]$ in the update equation for node $x_l$. Note that if the above errors are not accidental, but intentional, the corresponding node will be called malicious. More generally, one could have multiple faulty and/or malicious nodes (the latter could be coordinating their actions to disrupt the network). In the rest of the paper, we will be using the terms faulty and malicious interchangeably. We will assume that malicious nodes are omniscient, and know the network topology along with the weights that are being used by the nodes in the network. They are also allowed to know all of the initial values in the network; as we will show, when the connectivity of the network is smaller than a certain value, this information is not required by the malicious nodes in order to disrupt the network. In fact, the malicious nodes will only need to agree initially on a certain vector, and then thereafter update their values in a manner that is consistent with the weight matrix $W$, but that does not require further communication or coordination among them. However, we will also show that when the connectivity is sufficiently high, the malicious nodes will not be able to disrupt the network even when they have access to all of the above information (including all of the initial values in the network).

Note that a set of malicious nodes can obviously try to influence the result of a computation by changing their own initial values. Of course, if all initial values are equally valid, then it will be impossible for any algorithm to detect this type of malicious behavior, since any initial value that a malicious node chooses for itself is a legitimate value that could also have been chosen by a node that is functioning correctly. On the other hand, if there is a statistical distribution on the initial values, techniques that exploit these relationships among the initial values can potentially be used to identify outliers due to malicious nodes and eliminate their influence on the system [26]. We will not discuss the issue of verifying initial values further in our work because of its philosophically different nature, and because of the fact that our problem formulation remains valid in cases where malicious nodes do not contribute initial values (i.e., they function as routers, and the functions calculated in the network do not depend on the initial values of these nodes). Instead, our goal is to avoid the more pernicious case where malicious nodes spread confusion about the initial values of non-malicious nodes. For example, consider a distributed system consisting of agents that are trying to vote 1 (‘yes’) or 0 (‘no’) on a course of action. The agents wish to reach consensus on the majority vote in a distributed manner (i.e., by exchanging their values via other agents in the network). In this scenario, both 0 and 1 are equally valid votes for every agent, and so it is not important whether malicious agents change their own initial value (i.e., their vote). What is important, however, is to ensure that votes are not changed as they are passed through other agents in the network; in other words, the malicious nodes should not be able to affect the result of the majority vote other than by choosing their own vote for the course of action.

**B. Modeling the Values Seen by Each Node**

Let $F = \{x_{i_1}, x_{i_2}, \ldots, x_{i_j}\}$ denote the set of nodes that are malicious during a run of the linear iteration. Combining (3) with (2), the linear iteration can then be modeled as

$$\begin{align*}
x[k + 1] &= Wx[k] + [e_{i_1,N} \cdot e_{i_2,N} \cdot \ldots \cdot e_{i_{j-1,N}}]_B \cdot \begin{bmatrix} u_{i_1}[k] \\ u_{i_2}[k] \\ \vdots \\ u_{i_{j-1}}[k] \\ u_{i_j}[k] \end{bmatrix} \\
y_i[k] &= C_i x[k], \quad 1 \leq i \leq N.
\end{align*}$$

Here, $C_i$ is a $(\deg_i + 1) \times N$ matrix with a single 1 in each row denoting the positions of the state-vector $x[k]$ that are available to node $x_i$ (i.e., these positions correspond to nodes that are neighbors of node $x_i$, along with node $x_i$ itself). Thus, the vector $y_i[k]$ denotes the set of outputs (or node values) seen by node $x_i$ during time-step $k$ of the linear iteration. The set $F$ is unknown to the (non-malicious) nodes in the network, and thus the exact matrix $B_F$ is also unknown. However, the nodes do know that it is a matrix with a single 1 in the rows corresponding to the malicious nodes, and zeros elsewhere (recall that $e_{i,N}$ denotes a vector of length $N$ with a single nonzero entry with value 1 in its $i$-th position). Note that the above model readily captures the ability of the malicious nodes to cooperatively update their values (i.e., they can choose the vector $u_F[k]$) in order to disrupt the network.

The set of all values seen by node $x_i$ during the first $L + 1$ time-steps of the linear iteration (for any nonnegative integer $L$) is given by

$$y_i[0 : L] = O_{i,L} x[0] + \mathcal{M}_{i,L}^{T} u_F[0 : L - 1],$$

where $y_i[0 : L] = [y_i[0] \ y_i[1] \ y_i[2] \ \ldots \ y_i[L]]'$ and $u_F[0 : L - 1] = [u_F[0] \ u_F[1] \ u_F[2] \ \ldots \ u_F[L - 1]]'$.
The matrices \( O_{i,L} \) and \( M_{i,L}^F \) can be expressed recursively as

\[
O_{i,L} = \begin{bmatrix} C_i \\ O_{i,L-1} W \end{bmatrix}, \quad M_{i,L}^F = \begin{bmatrix} 0 \\ O_{i,L-1} B_F \end{bmatrix} M_{i,L-1}^F,
\]

where \( O_{i,0} = C_i \) and \( M_{i,0}^F \) is the empty matrix (with zero columns). These matrices will characterize the ability of node \( x_i \) to calculate the required function of the initial values; the matrix \( O_{i,L} \) has the form of the observability matrix for the pair \((W, C_i)\), and we will call \( M_{i,L}^F \) the invertibility matrix\(^7\) for the triplet \((W, B_F, C_i)\). We will call upon the following simple lemma (the proof of which is omitted in the interest of space).

**Lemma 2**: Let \( F_1 \) and \( F_2 \) denote two subsets of \( X \), and define \( F = F_1 \cup F_2 \). Then, the column space of \( M_{i,L}^F \) is the same as the column space of \( \begin{bmatrix} M_{i,L}^F_1 & M_{i,L}^F_2 \end{bmatrix} \) for any nonnegative integer \( L \).

**IV. ATTACKING THE LINEAR ITERATIVE STRATEGY**

The lower bound of \( 2f + 1 \) in Theorem 1 is established by existing results on fault-tolerant function calculation, as described in Section II-D. However, since those results are non-constructive, we will start by providing an explicit strategy for the malicious nodes to follow to disrupt the linear iterative strategy. To do this, consider node \( x_i \) in the network \( G \), and let node \( x_j \) be any other node that is not a neighbor of node \( x_i \). Let \( F_1 = \{ x_1, x_2, \ldots, x_{|F_1|} \} \) and \( F_2 = \{ x_{h_1}, x_{h_2}, \ldots, x_{h_{|F_2|}} \} \) denote disjoint sets of vertices such that \( F_1 \cup F_2 \) forms a \((j, i)\)-cut of \( G \). Let \( H \) denote the set of all nodes that have a path to node \( x_i \) in the graph induced by \( X \setminus (F_1 \cup F_2) \) (including node \( x_i \)), and let \( \bar{H} = X \setminus (H \cup F_1 \cup F_2) \).

**Theorem 2**: For any nonnegative integer \( L \), the column space of the matrix \( O_{i,L} B_{\bar{H}} \) is contained in the column space of the matrix \( \begin{bmatrix} M_{i,L}^F_1 & M_{i,L}^F_2 \end{bmatrix} \) (where \( B_{\bar{H}} \) is defined in equation (4)).

**Proof**: Let \( x_{\bar{H}}[k], x_{F_1}[k], x_{F_2}[k], \) and \( x_{\bar{H}}[k] \) denote the vectors of values of nodes in sets \( \bar{H}, F_1, F_2, \) and \( \bar{H} \), respectively. Let \( n \) denote the number of nodes in set \( \bar{H} \) (i.e., \( x_{\bar{H}}[k] \in \mathbb{R}^n \)). Note that \( x_{F_1}[k] \) is contained in \( x_{\bar{H}}[k] \), \( x_{F_2}[k] \) is contained in \( x_{\bar{H}}[k] \), and that the sets \( \bar{H}, F_1, F_2, \) and \( \bar{H} \) form a partition of the set of nodes \( X \). Assume without loss of generality that the vector \( x[\bar{H}][k] \) in (4) is of the form \( x[\bar{H}][k] = [x_{\bar{H}}[k] \ x_{F_1}[k] \ x_{F_2}[k] \ x_{\bar{H}}[k]]' \) (it can always be put into this form via an appropriate permutation of the node indices). Then, since no node in set \( \bar{H} \) has an incoming edge from any node in set \( \bar{H} \), the weight matrix for the linear iteration must necessarily have the form

\[
W = \begin{bmatrix} W_{11} & W_{12} & W_{13} & 0 \\ W_{21} & W_{22} & W_{23} & W_{24} \\ W_{31} & W_{32} & W_{33} & W_{34} \\ W_{41} & W_{42} & W_{43} & W_{44} \end{bmatrix}.
\]

The \( C_i \) matrix in (4) for node \( x_i \) must be of the form \( C_i = \begin{bmatrix} C_{i,1} & C_{i,2} & C_{i,3} & 0 \end{bmatrix} \), again because node \( x_i \) has no neighbors in set \( \bar{H} \). Furthermore, from the definition of the matrix \( B_F \) in (4), note that this partitioning of nodes implies that we can write \( B_{F_1} = [0 \ 1_{|F_1|} \ 0 \ 0]' \), \( B_{F_2} = [0 \ 0 \ 1_{|F_2|} \ 0]' \), \( B_{\bar{H}} = [0 \ 0 \ 0 \ 1_n]' \) (for some ordering of the nodes in \( F_1, F_2 \) and \( \bar{H} \)).
Using the recursive definition of $O_{i,L}$ in (6), and the fact that $C_i = 0$, we obtain

\[ O_{i,L} = C_i = 0 \]

Continuing the above procedure recursively for matrices of the form $[C_{i+1}, L+1] W = 0$, we obtain (after using some algebra and the recursive definition of the matrices $M_{i,L}$ and $M_{i,L}'$ from equation (6))

\[ O_{i,L} = M_{i,L} W_{24} W_{44} + M_{i,L}' \]

This concludes the proof of the theorem.

Note that the above theorem applies to any decomposition of a vertex-cut into sets $F_1$ and $F_2$ (including the case where $F_1$ is the entire vertex-cut and $F_2 = \emptyset$, if desired). The benefit of framing the theorem in this general manner is that expression (8) will now allow us to show how a certain set of nodes in $F_1$ or $F_2$ can maliciously update their values in order to disrupt the network.

Lemma 3: Let the initial values of nodes in the set $H$ be denoted by the vector $\alpha$. For any other vector $\beta$, suppose that the nodes in $F_1$ are malicious and apply the error sequence $u_{F_1}[k] = W_{24} W_{44}^k (\beta - \alpha)$, $k \in \mathbb{N}$. Then, the values $y_i[k], k \in \mathbb{N}$ seen by node $x_i$ are exactly the same as if $x_i[0] = \beta$ and nodes in set $F_2$ are malicious with $u_{F_2}[k] = W_{34} W_{44}^k (\alpha - \beta)$, $k \in \mathbb{N}$.

Proof: As in the proof of Theorem 2, let $x_{H}[k], x_{F_1}[k], x_{F_2}[k], \text{ and } x_H[k]$ denote the vector of values of nodes in sets $H, F_1, F_2, \text{ and } H$, respectively, and assume (without loss of generality) that the vector $x[k]$ in (4) is of the form $x[k] = [x_H[k] \ x_{F_1}[k] \ x_{F_2}[k] \ x_H[k]]'$. Let $n$ be the number of nodes in set $H$, and let $a, b \in \mathbb{R}^n$ be arbitrary vectors.

Suppose the nodes in set $F_2$ are malicious. From (5), the values seen by node $x_i$ over $L + 1$ time-steps are given by $y_i[0 : L] = O_{i,L} x[0] + M_{i,L} u_{F_1}[0 : L - 1]$. From Theorem 2 (specifically, equation (8)), this expression can be written as

\[ y_i[0 : L] = O_{i,L} x[0] + M_{i,L} u_{F_1}[0 : L - 1] + M_{i,L} x_{H}[0 : L - 1] \]

Suppose $x_{H}[0] = \alpha$, and that nodes in $F_1$ update their values at each time-step $k$ with the error values $u_{F_1}[k] = W_{24} W_{44}^k (\beta - \alpha)$. Substituting this into the expression for $y_i[0 : L]$ (with $x_{H}[0] = \alpha$), the values seen by node $x_i$ under this fault scenario are given by

\[ y_i[0 : L] = \begin{bmatrix} x_{H}[0] \\ x_{F_1}[0] \\ x_{F_2}[0] \\ 0 \end{bmatrix} + M_{i,L} x_{H}[0 : L - 1] \]

Now suppose that nodes in $F_2$ are malicious (instead of nodes in $F_1$). Again, from (5) and Theorem 2, the values seen by node $x_i$ over $L + 1$ time-steps will be given by equation (9), except with $M_{i,L} u_{F_1}[0 : L - 1]$ replaced by $M_{i,L} x_{H}[0 : L - 1]$. If $x_{H}[0] = \beta$ and nodes in $F_2$ update their values at each time-step $k$ with the error values $u_{F_2}[k] = W_{34} W_{44}^k (\alpha - \beta)$, one can verify that the set of values seen by node $x_i$ under this fault scenario will be identical to the expression in (10), and thus the values received by node $x_i$ when $x_{H}[0] = \alpha$ and the nodes in $F_1$ are malicious will be indistinguishable from the values seen by node $x_i$ when $x_{H}[0] = \beta$ and the nodes in $F_2$ are malicious. Since this holds for all nonnegative integers $L$, this fault scenario makes it impossible for node $x_i$ (and in fact, any node in set $H$) to obtain the initial values of any node in set $H$, or to identify $\alpha$ the malicious nodes.

Remark 2: The additive errors for nodes in set $F_1$ to use in order to disrupt the linear iterative strategy are $u_{F_1}[k] = W_{24} W_{44}^k (\beta - \alpha)$, $k \in \mathbb{N}$; note that these nodes do not actually need to know the initial values of the nodes in set $H$ (taken to be $\alpha$ in the above expression) in order to apply this strategy. If they simply choose any random vector $\tilde{a}$, and update their values at each time-step as $u_{F_1}[k] = W_{24} W_{44}^k \tilde{a}$, then they are effectively applying the same update as above with $\beta = \alpha + \tilde{a}$, without knowing the value of $\alpha$. The same reasoning holds if nodes in set $F_2$ are malicious.

Based on the result in Lemma 3, we are now ready to prove the following key theorem (re-establishing the “only if” part of Theorem 1).

Theorem 3: Given a network described by a graph $G = (\mathcal{X}, E)$, let $\kappa_{ij}$ denote the size of the smallest $(j, i)$-cut between vertices $x_j$ and $x_i$. If $\kappa_{ij} \leq 2f$ for some positive integer $f$, then there exists a set $F$ of $f$ malicious nodes along with a set of additive errors $u[k], x_i \in F, k \in \mathbb{N}$, such that node $x_i$ cannot calculate any function that involves node $x_j$’s initial value (regardless of the number of time-steps for which the iteration is performed).
Proof: In Lemma 3, we saw that if the union of the disjoint sets of vertices
\[ F_1 = \{x_1, x_2, \ldots, x_t \} \quad \text{and} \quad F_2 = \{x_{t+1}, x_{t+2}, \ldots, x_{2t} \} \]
forms a \((j, t)\)-cut, then node \(x_t\) cannot distinguish a particular set of errors by nodes in \(F_1\) from another set of errors by nodes in \(F_2\). Furthermore, these errors make it impossible for node \(x_t\) to obtain any information about the initial value of node \(x_j\). Choose \(F_1\) and \(F_2\) such that \(|F_1| = \left\lceil \frac{t}{f} \right\rceil\) and \(|F_2| = \left\lceil \frac{2t}{f} \right\rceil\).

Since \(k_{ij} \leq 2f\), we have \(\left\lceil \frac{t}{f} \right\rceil \leq f\) and \(\left\lceil \frac{2t}{f} \right\rceil \leq f\), and so \(F_1\) and \(F_2\) are both legitimate sets of malicious nodes (if one is interested in tolerating a maximum of \(f\) malicious nodes in the system). Choosing the set \(F\) of malicious nodes to be either the set \(F_1\) or \(F_2\) (with the corresponding additive errors) completes the proof of the theorem.

Remark 3: Clearly, the above theorem can easily be modified to show that errors by a set \(F_1\) of \(f + t\) malicious nodes would be indistinguishable from errors by a set \(F_2\) of \(t\) malicious nodes, for any \(0 \leq t \leq f\). The reason for focusing on the case \(t = 0\) is that we are interested in dealing with a maximum number of malicious nodes in the network. In other words, if we know that a malicious attacker can target at most \(f\) nodes (e.g., due to the costs incurred by attacking a node), then we can disregard all cases where more than \(f\) nodes are potentially malicious. Thus, even though we can show that a set \(F_1\) of \(f + t\) malicious nodes can masquerade as a set \(F_2\) of \(f + t\) malicious nodes, the latter case can be discounted because of the fact that \(f + t\) nodes are not likely to be malicious, and so we can potentially identify the set \(F_1\). On the other hand, when \(t = 0\), \(F_1\) and \(F_2\) are equally valid (and likely) sets of \(f\) malicious nodes, and thus we cannot discount one over the other.

V. Calculating Functions in the Presence of Malicious Behavior

In this section, we will establish the “if” portion of Theorem 1 and show that if \(k_{ij} \geq 2f + 1\) for all \(j\), it will be impossible for any set of \(f\) or fewer malicious nodes to prevent node \(x_t\) from calculating any function of the initial values in the system. We start our development with the following theorem, which provides a procedure for node \(x_t\) to calculate functions in the presence of malicious nodes.

Theorem 4: Suppose that there exists an integer \(L\) and a weight matrix \(W\) such that, for all possible sets \(J \subset X\) of \(2f\) nodes, the matrices \(O_{i,L}\) and \(M_{i,L}^J\) for node \(x_t\) satisfy
\[
\text{rank} \left( \begin{bmatrix} O_{i,L} & M_{i,L}^J \end{bmatrix} \right) = N + \text{rank} \left( M_{i,L}^J \right). \tag{11}
\]

Then, if the nodes run the linear iteration for \(L + 1\) time-steps with the weight matrix \(W\), node \(x_t\) can calculate any arbitrary function of the initial values \(x[0], x[1], \ldots, x[N]\), even when up to \(f\) nodes are malicious.

Proof: Let \(W\) be a weight matrix that satisfies the conditions in the above theorem, and let the nodes run the linear iteration for \(L + 1\) time-steps. Suppose that the malicious nodes during the linear iteration are a subset of the set \(F = \{x_j, x_{j+1}, \ldots, x_{j+k}\}\). From (5), the values seen by node \(x_t\) over \(L + 1\) time-steps are given by
\[
y_{i,0} = 0 = O_{i,L}x[0] + M_{i,L}^J u_{F,0} [L: L-1]. \tag{12}
\]

Let \(F_1, F_2, \ldots, F(L)\) denote all possible sets of \(f\) nodes, and let \(M_{i,L}^F, M_{i,L}^J\) denote the corresponding invertibility matrices. With these matrices in hand, suppose node \(x_t\) finds the first \(j \in \{1, 2, \ldots, N\}\) such that the vector \(y_{i,j} = [0 : L]\) is in the column space of the matrices \(O_{i,L}\) and \(M_{i,L}^F\). This means that node \(x_t\) can find vectors \(x\) and \(u_{F,J}[0 : L-1]\) such that \(O_{i,L}x + M_{i,L}^F u_{F,J}[0 : L-1] = y_{i,j} = 0\). Equating this to (12) and rearranging, we have
\[
O_{i,L}(x[0] - x) + M_{i,L}^F u_{F,J}[0 : L-1] = 0.
\]

Letting \(J = F \cup J\), we note from Lemma 2 that the above expression can be written as
\[
O_{i,L}(x[0] - x) + M_{i,L}^F u_{F,J}[0 : L-1] = 0,
\]
for some appropriately defined vector \(u_{F,J}[0 : L-1]\). From equation (11) in the statement of the theorem, the observability matrix is assumed to be of full column rank, and all its columns are linearly independent of the columns of the invertibility matrix \(M_{i,L}^J\) (since the set \(J\) has \(2f\) or fewer nodes). This means that node \(x_t\) can calculate any function of the initial values \(x[0], \ldots, x[N]\), despite the efforts of the nodes in \(F\). This concludes the proof of the theorem.

Remark 4: The above procedure requires node \(x_t\) to check up to \(N\) possibilities in order to determine the potential set of malicious nodes. Since \(N^f \leq (N^f) = \left( \frac{Nf}{2f} \right)^f \geq 28\), the complexity of decoding increases at most exponentially with \(f\) (if \(N\) is fixed) and polynomially with \(N\) (if \(f\) is fixed). It is worth noting that this procedure is equivalent to the brute force method of determining up to \(f\) errors in an \(N\)-dimensional real-number codeword with distance \(2f + 1\). In coding theory, there exist efficient ways of performing this check for both structured and random real number codes (e.g., see [29] and the references therein), and one can potentially exploit those results to streamline the procedure in the proof of Theorem 4 (this is left for future research).

Remark 5: Note that if transmissions between nodes are corrupted by noise, then the vector \(y_{i,j} = [0 : L]\) might not fall strictly within the column space of the matrices \(O_{i,L}\) and \(M_{i,L}^F\) for any \(j\). In particular, the line between noise and malicious errors becomes blurred as the magnitude of the noise increases, which makes it harder to detect and isolate malicious behavior. This issue has been investigated in the context of real-number error correcting codes in [29], and we will leave connections to such work for future research.

In the sequel, we will show that when \(k_{ij} \geq 2f + 1\) for all \(j\), one can find a weight matrix \(W\) and an integer \(L\) so that
all columns of the observability matrix $O_{i,L}$ will be linearly independent of each other, and of the columns in $M_{i,L}^J$, where $J$ is any set of up to $2f$ nodes (i.e., equation (11) will be satisfied). From Theorem 4, node $x_i$ will therefore be able to obtain all initial values from the outputs that it sees during the course of the linear iteration, and can calculate any arbitrary function of those values. To find such a weight matrix, we will first require some concepts from classical control theory.

A. Strong Observability

Consider a linear system of the form

$$
\begin{align*}
  x[k+1] &= Ax[k] + Bu[k] \\
  y[k] &= Cx[k] + Du[k],
\end{align*}
$$

(13)

with state vector $x \in \mathbb{R}^n$, input $u \in \mathbb{R}^m$, and output $y \in \mathbb{R}^p$, with $p \geq m$. When the values of the inputs at each time-step are completely unknown and arbitrary, systems of the above form are termed linear systems with unknown inputs [30], [27]. For such systems, the following notions of strong observability, matrix pencils and invariant zeros have been established in the literature (e.g., see [30], [31], [32], [33]).

**Definition 3 (Strong Observability):** A linear system with unknown inputs (of the form (13)) is said to be strongly observable if $y[k] = 0$ for all $k$ implies $x[0] = 0$ (regardless of the values of the unknown inputs $u[k]$).

**Definition 4 (Matrix Pencil):** For the linear system (13), the matrix pencil $P(z) = [A - zI \quad B]$ is called the matrix pencil of the set $(A, B, C, D)$.

**Definition 5 (Normal-Rank):** The normal-rank of the matrix pencil $P(z)$ is defined as

$$
\rho_n(P(z)) = \max_{z_0 \in \mathbb{C}} \text{rank}(P(z_0)).
$$

**Definition 6 (Invariant Zero):** The complex number $z_0 \in \mathbb{C}$ is called an invariant zero of the system (13) if $\text{rank}(P(z_0)) < \rho_n(P(z))$.

The following theorem provides a characterization of the strong observability of a system.

**Theorem 5 ([30], [31], [32], [34]):** The following statements are equivalent:

- The system (13) is strongly observable.
- The set $(A, B, C, D)$ has no invariant zeros.
- Denoting the output of the system (13) over $N$ time-steps by

$$
\begin{bmatrix}
  y[0] \\
  y[1] \\
  y[2] \\
  \vdots \\
  y[N-1] \\
  y[0:N-1]
\end{bmatrix}
= \begin{bmatrix}
  C & CA & CA^2 & \cdots & CA^{N-1} \\
  D & 0 & \cdots & 0 \\
  CB & D & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  \end{bmatrix} \begin{bmatrix}
  x[0] \\
  u[0] \\
  u[1] \\
  u[2] \\
  u[0:N-1]
\end{bmatrix},
$$

the matrices $O_{N-1}$ and $M_{N-1}$ satisfy

$$
\text{rank} \left( \begin{bmatrix}
  O_{N-1} & M_{N-1}
\end{bmatrix} \right) = N + \rho_n(M_{N-1}).
$$

Fig. 1. A sample partition of the vertex set. The black node is $x_i$, the gray nodes are $N_i$ (the neighbors of node $x_i$), and the white nodes are all the other nodes.

**Theorem 4.** For any set $J$ of $2f$ nodes, the invariant zeros of the set $(W, B_J, C_i, 0)$ are exactly the invariant zeros of the set $(W_{J_N}, W_{J_N}, J_N, J_N, W_{J_N}, J_N)$. □

The above theorem indicates that if we can choose the weight matrix $W$ so that the set $(W, B_J, C_i, 0)$ has no invariant zeros for all possible sets $J$ of $2f$ nodes, then the rank condition in equation (11) of Theorem 4 will be satisfied with $L = N-1$; therefore, node $x_i$ will be able to calculate any desired function of the initial values, even in the presence of up to $f$ malicious or faulty nodes. We now focus on choosing $W$ so that this is the case. In fact, our development will reveal that one can choose $W$ so that multiple nodes in the system can simultaneously calculate any desired functions of the initial values (e.g., they can reach consensus, or calculate different functions of the initial values, all with the same $W$).

B. Invariant Zeros

Let $x_i$ be any given node in the network, let $J = \{x_{i_1}, x_{i_2}, \ldots, x_{i_J}\}$ denote any set of $2f$ nodes (possibly containing $x_i$), and let $\bar{J} = X \setminus J$. Further partition the sets $J$ and $\bar{J}$ as follows (an illustration of these sets is shown in Fig. 1):

- $J_N = J \cap (N_i \cup \{x_i\})$. This set contains all nodes in $J$ that are neighbors of node $x_i$ (or node $x_i$ itself).
- $J_{N} = J \setminus J_N$. This set contains all nodes in $J$ that are not neighbors of node $x_i$ (nor node $x_i$ itself).
- $\bar{J}_N = \bar{J} \cap (N_i \cup \{x_i\})$. This set contains all nodes in $\bar{J}$ that are neighbors of node $x_i$ (or node $x_i$ itself).
- $\bar{J}_N = \bar{J} \setminus J_N$. This set contains all nodes in $\bar{J}$ that are not neighbors of node $x_i$ (nor node $x_i$ itself).

Note that these sets partition the entire set of nodes. For any choice of weights for the linear iteration, and for any subsets $A \subseteq X$ and $B \subseteq X$, let $W_A$ denote the square weight matrix corresponding to interconnections within the set $A$, and let $W_{A,B}$ denote the weight matrix corresponding to connections from nodes in set $A$ to nodes in set $B$.

**Lemma 4.** For any set $J$ of $2f$ nodes, the invariant zeros of the set $(W, B_J, C_i, 0)$ are exactly the invariant zeros of the set $(W_{J_N}, W_{J_N}, J_N, J_N, W_{J_N}, J_N)$. □

The proof of the above lemma can be found in Appendix A. This lemma, along with Theorem 5, reveals that in order to
ensure that the rank condition (11) in Theorem 4 is satisfied for node $x_i$, we can focus on the problem of choosing the weights so that the set
\[
(W_{\mathcal{J}_N}, W_{\mathcal{J}_N}; W_{\mathcal{J}_N}, W_{\mathcal{J}_N})
\]
will have no invariant zeros for any set $J$ of $2f$ nodes. To accomplish this, we will use techniques from control theory pertaining to linear structured systems [35], [36], [37]. Specifically, a linear system of the form (13) is said to be structured if each entry of the matrices $A$, $B$, $C$ and $D$ is either a fixed zero or an independent free parameter. It is known that linear systems have certain structural properties (such as observability, controllability, etc.), and these properties hold generically. In other words, if the structural property holds for some particular choice of free parameters, it will hold for almost any choice of parameters (i.e., the set of parameters for which the property does not hold has Lebesgue measure zero) [36], [37]. It turns out that the number of invariant zeros of a linear system is also a structured property (i.e., a linear system with a given zero/nonzero structure will have the same number of invariant zeros for almost any choice of the free parameters) [33].

To analyze structural properties (such as the number of invariant zeros) of linear systems, one first associates a graph $\mathcal{H}$ with the structured set $(A, B, C, D)$ as follows. The vertex set of $\mathcal{H}$ is given by $\mathcal{X} \cup \mathcal{U} \cup \mathcal{Y}$, where $\mathcal{X} = \{x_1, x_2, \ldots, x_N\}$ is the set of state vertices, $\mathcal{U} = \{u_1, u_2, \ldots, u_m\}$ is the set of input vertices, and $\mathcal{Y} = \{y_1, y_2, \ldots, y_p\}$ is the set of output vertices. The edge set of $\mathcal{H}$ is given by $\mathcal{E}_{xx} \cup \mathcal{E}_{ux} \cup \mathcal{E}_{xy} \cup \mathcal{E}_{uy}$, where

\begin{itemize}
  \item $\mathcal{E}_{xx} = \{(x_j, x_i) | A_{ij} \neq 0\}$ is the set of edges corresponding to interconnections between the state vertices,
  \item $\mathcal{E}_{ux} = \{(u_j, x_i) | B_{ij} \neq 0\}$ is the set of edges corresponding to connections between the input vertices and the state vertices,
  \item $\mathcal{E}_{xy} = \{(x_j, y_i) | C_{ij} \neq 0\}$ is the set of edges corresponding to connections between the state vertices and the output vertices, and
  \item $\mathcal{E}_{uy} = \{(u_j, y_i) | D_{ij} \neq 0\}$ is the set of edges corresponding to connections between the input vertices and the output vertices.
\end{itemize}

The following theorems from [33] and [37] characterize the generic number of invariant zeros of a structured system and the normal-rank of a structured matrix pencil in terms of the associated graph $\mathcal{H}$. The terminology $\mathcal{Y}$-topped path is used to denote a path with end vertex in $\mathcal{Y}$.

\textbf{Theorem 6 ([33], [37]):} Let $P(z)$ be the matrix pencil of the structured set $(A, B, C, D)$, and let the normal-rank of $P(z)$ be $N + m$, even after the deletion of an arbitrary row from $P(z)$. Let $\mathcal{H}$ be the graph associated with the set $(A, B, C, D)$, and consider all possible subgraphs of $\mathcal{H}$ that consist of a disjoint union of a size $m$ linking from $\mathcal{U}$ to $\mathcal{Y}$, a set of cycles in $\mathcal{X}$, and a set of $\mathcal{Y}$-topped paths. From these subgraphs, denote by $\mathcal{H}$ the one that contains the largest number of vertices from $\mathcal{X}$. Then the generic number of invariant zeros of system (4) is equal to $N$ minus the number of vertices of $\mathcal{X}$ contained in $\mathcal{H}$. \hfill $\square$

\textbf{Theorem 7 ([33])}: Let $P(z)$ be the matrix pencil of the structured set $(A, B, C, D)$. Then the normal-rank of $P(z)$ is generically equal to $N$ plus the maximum size of a linking from $\mathcal{U}$ to $\mathcal{Y}$. \hfill $\square$

To apply these results to the problem of determining the number of invariant zeros of the set $(W_{\mathcal{J}_N}, W_{\mathcal{J}_N}; W_{\mathcal{J}_N}, W_{\mathcal{J}_N})$, we note that all matrices in this set are essentially structured matrices (since all of the nonzero entries in the above matrices represent weights which can be chosen arbitrarily and independently). In particular, the nodes in set $\mathcal{J}_N$ act as the state vertices for the structured system, the nodes in the set $\mathcal{J}_N$ act as the input vertices, and the nodes in the set $\mathcal{J}_N$ act as the output vertices. Recall that the above results on structured systems assumed that the number of outputs is larger than (or equal to) the number of inputs. The following lemma shows that this property does in fact hold for the sets $\mathcal{J}_N$ and $\mathcal{J}_N$ if the in-degree of node $x_i$ is sufficiently high.

\textbf{Lemma 5}: If $\text{deg}_i \geq 2f + 1$, then for any set $J$ of $2f$ nodes, $|\mathcal{J}_N| > |\mathcal{J}_N|$. \hfill $\square$

The proof of the above lemma can be found in Appendix B. Note that if $\kappa_{ji} \geq 2f + 1$ for every $j$, and there is at least one node that is not a neighbor of node $x_i$, then $\text{deg}_i$ must necessarily be no smaller than $2f + 1$ (since otherwise, there would not be $2f + 1$ vertex-disjoint paths from any node $x_j$ to node $x_i$). We can now use the above results on structured systems to prove the following lemma for the linear iteration in (4); the lemma will be used in conjunction with Lemma 4 and Theorem 5 to show that node $x_i$ can uniquely determine the initial values $x[0]$ after running the linear iteration for at most $N$ time-steps, even with up to $f$ malicious nodes.

\textbf{Lemma 6}: Consider node $x_i$ in the network $\mathcal{G}$, and suppose that $\kappa_{ji} \geq 2f + 1$ for all $j$. Then for almost any real-valued choice of weights (with $w_{ij} = 0$ if $x_j \notin \mathcal{N}_i \cup \{x_i\}$), the set $(W_{\mathcal{J}_N}, W_{\mathcal{J}_N}; W_{\mathcal{J}_N}, W_{\mathcal{J}_N})$ will have no invariant zeros for any set $J$ of $2f$ nodes.

The proof of the above lemma appears in Appendix C. With the above lemma in hand, it is a simple matter to prove the following theorem.

\textbf{Theorem 8}: Given a fixed network with $N$ nodes described by a graph $\mathcal{G} = \{\mathcal{X}, \mathcal{E}\}$, let $f$ denote the maximum number of malicious nodes that are to be tolerated in the network, and let $\kappa_{ji}$ denote the size of the smallest $(j, i)$-cut between any two vertices $x_j$ and $x_i$. Define

$$
\mathcal{T} = \{x_i | \kappa_{ji} \geq 2f + 1 \text{ for all } x_j \in \mathcal{X}\}.
$$

Then, with almost any choice of real-valued weight matrix $W$ (with $w_{ij} = 0$ if $x_j \notin \mathcal{N}_i \cup \{x_i\}$), every node in $\mathcal{T}$ can uniquely determine all of the initial values in the network after running the linear iteration for at most $N$ time-steps, regardless of the updates applied by up to $f$ malicious nodes. \hfill $\square$

\textbf{Proof}: If node $x_i$ is in set $\mathcal{T}$, then from Lemmas 4 and 6, we see that for almost any choice of weight matrix $W$, and for any set $J$ of cardinality $2f$, the set $(W_{\mathcal{J}}, W_{\mathcal{J}}, C_i, 0)$ will have no invariant zeros. Furthermore, since the set of weights for which this property does not hold has measure zero, it will hold generically for all nodes in set $\mathcal{T}$. From Theorem 5, we see that rank $\left[\begin{bmatrix}0_{i,N-1} & M_{i,N-1}^{2f}\end{bmatrix}\right] = N + \ldots$
rank \((M^{T}_{i,N-1})\) for all \(x_i \in \mathcal{T}\) and all sets \(\mathcal{J}\) of \(2f\) nodes. Thus, Theorem 4 indicates that every node in \(\mathcal{T}\) can calculate any arbitrary function of the initial values after running the linear iteration for at most \(N\) time-steps.

Theorem 8 proves the “if” part of Theorem 1, and in conjunction with Theorem 3, we see that Theorem 1 is proved in full.

Remark 6: The above theorem provides an upper bound of \(N\) on the number of time-steps required by node \(x_i\) to obtain the initial values despite the presence of malicious agents. The actual number of time-steps required depends on the network topology, and there is not a general relationship describing how the actual number of time-steps grows with the number of agents \(N\). As a trivial example, consider the fully-connected graph on \(N\) nodes; in this case, any node \(x_i\) can obtain all of the initial values accurately after just one time-step, regardless of \(N\). It is easy to construct more complicated graphs where the number of time-steps is independent of \(N\). A tighter upper bound on the number of time-steps required for any node to accumulate all of the initial values when there are no malicious nodes is presented in [38].

VI. IDENTIFYING THE MALICIOUS NODES

Note that although the procedure described in the proof of Theorem 4 allows a given node \(x_i\) to determine the entire set of initial values, it does not necessarily require node \(x_i\) to determine the actual set of malicious nodes. Instead, node \(x_i\) is only required to find a candidate set \(\mathcal{J}_i\) of malicious nodes, and then write the values that it has received over the past \(L + 1\) time-steps as a linear combination of the columns in the corresponding invertibility matrix and the observability matrix. In many cases, this candidate set will be the actual set of malicious nodes, but there can also be cases where the two sets are different. As a trivial example, consider the case of a network where two nodes \(x_i\) and \(x_j\) are separated by distance \(D\), and suppose that node \(x_i\) requires \(L + 1\) time-steps in order to calculate the initial values of all nodes via the linear iteration. Now suppose that node \(x_j\) is malicious, but only commits its first additive error during one of the last \(D - 1\) time-steps. This additive error will not propagate to node \(x_i\) before time-step \(L\), and thus node \(x_i\) will not be aware that node \(x_j\) has acted maliciously. In other words, as far as node \(x_i\) is concerned, the case where node \(x_j\) is malicious during the last \(D - 1\) time-steps of the linear iteration is indistinguishable from the case where node \(x_j\) behaves completely correctly for all time-steps. Note that this fact does not hamper node \(x_i\) from correctly obtaining the initial values of all the nodes. However, there may be applications when it is desirable for nodes to distributively identify the exact set of malicious nodes (e.g., in order to remove them from the network). The following theorem indicates that if node \(x_i\) examines the values that it receives from the linear iteration over a number of time-steps larger than that required purely for function calculation, it can determine the exact set of nodes that were malicious during the initial stages of the iteration.

Theorem 9: Suppose node \(x_i\) can calculate the entire set of initial values after running the linear iteration for \(L_i + 1\) time-steps, despite the actions of up to \(f\) malicious nodes (i.e., there is a weight matrix \(W\) that satisfies equation (11) with \(L = L_i\)). Let \(\mathcal{F}\) be the set of nodes that are malicious during the course of the linear iteration (with cardinality \(f\) or lower). Then, for any nonnegative integer \(L\), after \(L_i + L_i + L\) time-steps of the linear iteration, node \(x_i\) can uniquely identify the nodes in set \(\mathcal{F}\) that were malicious during the first \(L\) time-steps of the iteration.

Proof: Note that the theorem holds trivially for \(L = 0\), and so we focus on the case of \(L \geq 1\) in the rest of the proof. From Theorem 4, we know that node \(x_i\) can uniquely determine the correct value of \(x[0]\) based on the values \(y_i[1 : L_i]\). Now, view \(x[1]\) as the vector of initial values in the network; once again, Theorem 4 indicates that node \(x_i\) can recover \(x[1]\) from the values \(y_i[1 : L_i + 1]\). From (4), node \(x_i\) can now obtain \(x[1] - Wx[0] = B_{\mathcal{F}} u_{\mathcal{F}}[1]\). Thus, every nonzero component in the vector on the left hand side of the above equation indicates an additive error injected by the corresponding node, and so every node that is malicious during time-step 0 can be identified by the above method. The same process can be repeated to find all nodes that were malicious during the first \(L\) time-steps from the transmitted values \(y_i[1 : L_i + L]\).

VII. EXAMPLE

Consider the network shown in Fig. 2. The objective in this network is for node \(x_1\) to calculate the function \(\sum_{j=1}^{6} x_j^2[0]\), even if there is up to \(f = 1\) malicious node in the network.

A. Network Design

Examining the network, we see that there are three internally vertex-disjoint paths from node \(x_5\) to node \(x_1\), and also from node \(x_6\) to node \(x_1\). Since all other nodes are neighbors of node \(x_1\), we have that \(\kappa_{j1} \geq 3\) for all \(j\), and so Theorem 8 indicates that node \(x_1\) can calculate the desired function after running the linear iteration (with almost any choice of weights) for at most \(N = 6\) time-steps, despite the presence of up to 1 malicious node. For this example, we will take each of the edge- and self-weights to be i.i.d. random variables chosen from the set\(^{10}\) \([-5, -4, -3, -2, -1, 1, 2, 3, 4, 5]\) with equal

\(^{10}\)In general, the result in Theorem 8 will hold with probability 1 if one chooses the weights for the linear iteration from a continuous distribution over the real numbers (such as a Gaussian distribution). For this pedagogical example, however, it will suffice to consider a distribution on a small set of integers; this makes the presentation of the numerical values more concise.
The above procedure is guaranteed to locate any node that is malicious during the first time-step, it commits an additive error of $O(L)$ (the exact numerical values are omitted in the interest of space). We make the above matrices available to node $x_1$, and at this point, node $x_1$ has all the information it needs to be able to calculate the function $\sum_{j=1}^{N} x_j^2[0]$ (or indeed, any arbitrary function of the initial values) after $L_1 + 1 = 3$ time-steps of the linear iteration, even in the presence of one malicious node.

### B. Performing Function Calculation

Suppose that the initial values of the nodes are $x[0] = [3\ -1\ 4\ -4\ 7\ 11]^T$. In order for node $x_1$ to calculate the function $\sum_{j=1}^{N} x_j^2[0]$, the nodes run the linear iteration with the weight matrix provided above. Suppose that node $x_4$ is malicious, and at time-steps 1 and 2, it updates its value as $x_4[1] = 4x_2[0] + 2x_4[0] + 2x_5[0] + 5x_6[0] - 8$ and $x_4[2] = 4x_2[1] + 2x_4[1] + 2x_5[1] + 5x_6[1] - 12$, i.e., during the first time-step, it commits an additive error of $u_4[0] = -8$, and during the second time-step, it commits an additive error of $u_4[1] = -12$. All other nodes follow the predefined (correct) strategy of updating their values according to the weighted average specified by the weight matrix $W$. The values of all nodes over the first three time-steps of the linear iteration are given by $x[0] = [3\ -1\ 4\ -4\ 7\ 11]^T$, $x[1] = [-26\ 0\ 26\ 46\ 46\ -80]^T$, and $x[2] = [199\ 43\ -134\ -222\ -446\ 309]^T$. The values seen by node $x_1$ at time-step $k$ are given by $y_1[k] = C_1 x[k]$, and node $x_1$ can now use these values to calculate the vector of initial values, despite the efforts of the malicious node. As discussed in Theorem 4, node $x_1$ finds the first set $F_j$ for which $y_1[0 : 2]$ is in the column space of $O_{1,2}$ and $M_{F_j}^2$; in this example, node $x_1$ finds that this holds for $j = 4$. It now finds vectors $\bar{x}$ and $u_{x_4}[0 : 1]$ such that $y_1[0 : 2] = O_{1,2}\bar{x} + M_{F_j}^2 u_{x_4}[0 : 1]$ as $\bar{x} = [3\ -1\ 4\ -4\ 7\ 11]^T$, and $u_{x_4}[0 : 1] = [-8\ -12]^T$. Node $x_1$ now has access to $x[0] = \bar{x}$, and can calculate the function $\sum_{j=1}^{N} x_j^2[0]$ to obtain the value 212.

Note that in this example, the candidate set $F_j$ found by node $x_1$ does, in fact, contain the actual malicious node $x_4$. This will not be true in general; if we want node $x_1$ to be guaranteed to locate any node that is malicious during the first $L$ time-steps of the iteration, we should have node $x_1$ repeat the above procedure for $L_1 + L + 1 = 3 + L$ time-steps of the linear iteration, as described in Theorem 9. The numerical details are very similar to those in the above example, and are omitted here.

It is worth noting that the network in Fig. 2 also has $\kappa_{ji} \geq 3$ for all $j$, and so node $x_2$ can also follow the same procedure to calculate any arbitrary function of all values in the system in the presence of up to one faulty node (with the same weight matrix, and in parallel to node $x_1$). On the other hand, consider node $x_6$ in the network. The set $F = \{x_4, x_5\}$ forms a $(2,6)$-cut (i.e., removing nodes $x_4$ and $x_5$ removes all paths from node $x_2$ to node $x_6$), and so $\kappa_{26} = 2$. Thus, node $x_6$ is not guaranteed to be able to calculate any function of node $x_2$'s value when there is a faulty node in the system. In fact, one can verify that in the example above, where node $x_4$ is malicious and updates its values with the errors $u_4[0] = -8$ and $u_4[1] = -12$, the values seen by node $x_6$ during the first three time-steps of the linear iteration are the same as the values seen by node $x_6$ when $x_1[0] = 4, x_2[0] = -3$ and node $x_5$ is malicious, with $u_5[0] = 4$ and $u_5[1] = 6$. In other words node $x_6$ cannot distinguish the case when node $x_4$ is faulty from the case where node $x_5$ is faulty (with different initial values in the network). As discussed in Section IV, node $x_4$ can continue to update its values erroneously so that node $x_6$ can never resolve this ambiguity, regardless of the number of time-steps for which the linear iteration is run, and thus it cannot correctly calculate a function of the values of node $x_1$ and node $x_2$.

### VIII. Summary

We considered the problem of using linear iterative strategies for distributed function calculation in the presence of malicious agents that can update their values in an arbitrary and possibly coordinated manner, under the broadcast model of communication. We showed that the ability of linear iterative strategies to tolerate such malicious behavior is completely determined by the topology of the network. If there exists a pair of nodes $x_i$ and $x_j$ such that $\kappa_{ji} \leq 2f$, then we showed that it is possible for a particular set of $f$ malicious nodes to update their values in a coordinated fashion so that node $x_i$ cannot correctly determine the value of node $x_j$, and thus cannot calculate any function that involves that value, regardless of the number of time-steps for which the linear iteration is run. We then showed that it is possible for a given node $x_i$ to calculate any arbitrary function in the presence of up to $f$ malfunctioning or malicious nodes as long as the size of the smallest $(j, i)$-cut with any other node $x_j$ is at least $2f + 1$. For all nodes that satisfy the connectivity requirements, we showed that they can calculate their desired functions after running the linear iteration with almost any real-valued choice of weights for at most $N$ time-steps. Furthermore, under these connectivity requirements, any node that is malicious or faulty during the first part of the linear iteration can be uniquely identified by the other nodes in the network if they run the linear iteration for more time-steps than that required to perform function calculation.
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APPENDIX A
PROOF OF LEMMA 4

Proof: The matrix pencil for the set \((W, B, C, 0)\) is given by \(P(z) = \begin{bmatrix} W - zI & B \\ C & 0 \end{bmatrix}\). By a simple renumbering of the nodes, we can assume without loss of generality that \(W, B, C,\) and \(C_i\) are of the form

\[
W = \begin{bmatrix}
W_{\bar{J}N} & W_{\bar{J}N, \bar{J}N} & W_{\bar{J}N, J_N} & W_{\bar{J}N, \bar{J}N} \\
W_{J_N, \bar{J}N} & W_{J_N} & W_{J_N, \bar{J}N} & W_{J_N, J_N} \\
W_{\bar{J}N, \bar{J}N} & W_{\bar{J}N, J_N} & W_{\bar{J}N} & W_{\bar{J}N, \bar{J}N} \\
W_{J_N, \bar{J}N} & W_{J_N, J_N} & W_{J_N, \bar{J}N} & W_{J_N} \\
\end{bmatrix},
\]

\[
B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad C_i = \begin{bmatrix} I_{|\bar{J}N|} \\ 0 \\ 0 \end{bmatrix}, \quad C_i = \begin{bmatrix} 0 & I_{|\bar{J}N|} \\ 0 \\ 0 \end{bmatrix},
\]

since \(B\) contains a single 1 in each row corresponding to a node in \(\bar{J}\), and \(C_i\) measures nodes that are neighbors of node \(x_i\), or node \(x_i\) itself. Based on this, one can see that

\[
\text{rank}(P(z)) = |\bar{J}N| + |\bar{J}N| = |\bar{J}N| + |\bar{J}N| + |\bar{J}N| + |\bar{J}N|
\]

\[
= \text{rank} \begin{bmatrix}
W_{\bar{J}N} - zI_{\bar{J}N} & W_{\bar{J}N, \bar{J}N} \\
W_{\bar{J}N, \bar{J}N} & W_{\bar{J}N, \bar{J}N} \\
\end{bmatrix}
\]

And so the invariant zeros of the set \((W, B, C, 0)\) are exactly the invariant zeros of the set \((W_{\bar{J}N}, W_{\bar{J}N, \bar{J}N}, W_{\bar{J}N, J_N}, W_{\bar{J}N, \bar{J}N})\).

APPENDIX B
PROOF OF LEMMA 5

Proof: First, note from the definition of \(\bar{J}N\) and \(J_N\) that \(\bar{J}N\) + \(\bar{J}N\) = \(\deg_i + 1\) (since the sets \(\bar{J}\) and \(J\) partition the vertex set of the graph, and therefore contain all neighbors of node \(x_i\), or node \(x_i\) itself). Furthermore \(\bar{J}N\) + \(\bar{J}N\) = 2\(f\) (since those two sets partition the set \(J\)). Thus, \(\bar{J}N\) = \(\deg_i + 1 - \bar{J}N\) = \(\deg_i + 1 - 2\(f\)\). Since \(\deg_i \geq 2\(f\) + 1\), this expression becomes \(\bar{J}N\) = \(\bar{J}N\) + 2 > \(\bar{J}N\), thereby proving the lemma.

APPENDIX C
PROOF OF LEMMA 6

Proof: The matrix pencil for the set \((W_{\bar{J}N}, W_{\bar{J}N}, \bar{J}N, W_{\bar{J}N, \bar{J}N}, W_{\bar{J}N, J_N}, W_{\bar{J}N, \bar{J}N})\) is

\[
P(z) = \begin{bmatrix} W_{\bar{J}N} - zI_{\bar{J}N} & W_{\bar{J}N, \bar{J}N} \\
W_{\bar{J}N, \bar{J}N} & W_{\bar{J}N, \bar{J}N} \\
\end{bmatrix}.
\]

We will show that this pencil has full normal-rank even after the deletion of an arbitrary row, and then use Theorem 6 to prove the lemma.

We start by constructing the graph \(H\) associated with the set \((W_{\bar{J}N}, W_{\bar{J}N}, \bar{J}N, W_{\bar{J}N, \bar{J}N}, W_{\bar{J}N, J_N}, W_{\bar{J}N, \bar{J}N})\). For this set of matrices, note that the state vertices in the graph \(H\) are given by the set \(\bar{J}N\), the input vertices are given by the set \(\bar{J}N\), and the output vertices are given by the set \(\bar{J}N\). In particular, \(H\) can be obtained by first taking the graph of the network \(G\) and removing all incoming edges to nodes in \(\bar{J}N\) (since the nodes in \(\bar{J}N\) are treated as inputs), and removing all outgoing edges from nodes in \(\bar{J}N\) (since those nodes are treated as outputs). Furthermore, remove all nodes that are in the set \(\bar{J}N\) and their incident edges (since these nodes do not appear anywhere in the matrix pencil), and add a set of self loops to every state vertex to correspond to the nonzero entries on the diagonal of the weight matrix \(W_{\bar{J}N}\).

We will now examine what happens when we remove a single row from \(P(z)\). Suppose we remove one of the rows of \(P(z)\) corresponding to a vertex \(v \in \bar{J}N\) (i.e., one of the top \(|\bar{J}N|\) rows of \(P(z)\)), and denote the resulting matrix by \(P(z)\). The generic rank of \(P(z)\) can be found by examining the associated graph, which we will denote by \(H\). Note that \(H\) is obtained from \(H\) simply by removing all incoming edges to vertex \(v\) in \(H\), since we removed the row corresponding to \(v\) from \(P(z)\); however, all outgoing edges from \(v\) are still left in the graph (since the column corresponding to vertex \(v\) is left in matrix \(P(z)\)). Thus, we see that vertex \(v\) can be treated as an input vertex in \(H\), leaving \(|\bar{J}N| - 1\) state vertices (corresponding to the set \(\bar{J}N\setminus\{v\}\)). Now, note that the set \(\bar{J}N\setminus\{v\}\) has cardinality \(2\(f\) + 1\), and thus Lemma 1 indicates that there is a linking of size \(2\(f\) + 1\) from \(\bar{J}N\setminus\{v\}\) to \(\{x_i\}\) \(\cup\) \(\bar{J}N\) in \(G\).

In this linking, consider the paths starting at vertices in the set \(\bar{J}N\setminus\{v\}\); none of these paths passes through the vertices in \(\bar{J}N\) (since these vertices are the start vertices of other paths in the linking). Graph \(G\) thus contains a linking from \(\bar{J}N\setminus\{v\}\) to \(\bar{J}N\), where each path in the linking only passes through vertices in the set \(\bar{J}N\), and therefore this linking also exists in the graph \(H\). According to Theorem 7, \(P(z)\) has generic normal-rank equal to the number of state vertices in \(H\) (equal to \(|\bar{J}N| - 1\) plus the maximal size of a linking from the inputs to the outputs (equal to \(|\bar{J}N|\setminus\{v\}\)), for a total of \(|\bar{J}N| - 1 + |\bar{J}N\setminus\{v\}| = |\bar{J}N| + |\bar{J}N|\). The pencil \(P(z)\) thus has generically full normal-rank.

Now, suppose that we remove a row of \(P(z)\) corresponding to a vertex \(v \in \bar{J}N\) (i.e., one of the bottom \(|\bar{J}N|\) rows of \(P(z)\)), and again denote the resulting matrix by \(P(z)\). The associated graph \(H\) is obtained by simply removing vertex \(v\) from \(H\). Since \(\bar{J}N\setminus\{v\}\geq 2\(f\) + 1\) for every \(v\) in graph \(G\), Lemma 1 indicates that there will be a linking of size \(2\(f\) + 1\) from the set \(\bar{J}N\setminus\{v\}\) to the set \(\{x_i\}\) \(\cup\) \(\bar{J}N\) in \(G\). In particular, there will be a linking of size \(|\bar{J}N|\setminus\{v\}\) from the set \(\bar{J}N\setminus\{v\}\) to the set \(\bar{J}N\setminus\{v\}\), and none of the paths in this linking would go through any of the vertices in the set \(\bar{J}N\setminus\{v\}\) (since these vertices are the start vertices of other paths in the linking). The linking from the set \(\bar{J}N\setminus\{v\}\) to the set \(\bar{J}N\setminus\{v\}\) will therefore also exist in graph \(H\), and once again, Theorem 7 indicates that the matrix pencil will have generically full normal-rank equal to \(|\bar{J}N| + |\bar{J}N|\).

We have thus shown that \(P(z)\) will have generically full normal-rank even after the deletion of an arbitrary row. From Theorem 6, the number of invariant zeros of \(P(z)\) is equal to \(|\bar{J}N|\) minus the maximal number of vertices in \(\bar{J}N\) contained in the disjoint union of a size \(|\bar{J}N|\) linking from \(\bar{J}N\) to \(\bar{J}N\), a cycle family in \(\bar{J}N\), and a \(\bar{J}N\)-topped path family. If we simply take any \(|\bar{J}N|\)-linked path from \(\bar{J}N\) to \(\bar{J}N\), and include
all the self-loops on state vertices in $H$ that are not included in the linking (corresponding to the nonzero weights on the diagonal of the weight matrix $W_{J_X}$), we will have a linking and a set of disjoint cycles that covers all $|J_X|$ vertices in $J_X$. Thus, the matrix pencil $P(z)$ will generically have no invariant zeros, thereby proving the lemma.
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