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Abstract—We investigate the vulnerabilities of consensus-based distributed optimization protocols to nodes that deviate from the prescribed update rule (e.g., due to failures or adversarial attacks). After characterizing certain fundamental limitations on the performance of any distributed optimization algorithm in the presence of adversaries, we propose a robust consensus-based distributed optimization algorithm that is guaranteed to converge to the convex hull of the set of minimizers of the non-adversarial nodes’ functions. We also study the distance-to-optimality properties of our proposed robust algorithm in terms of $F$-local sets of the graph. We show that finding the largest size of such sets is NP-hard.

I. INTRODUCTION

The distributed optimization problem consists of a group of agents that are each equipped with an individual objective function, and the objective is for the agents to agree on a state that optimizes the sum of these functions. As in the consensus problem, the agents only use local information obtained from their neighboring agents, described by a communication network. There is a vast literature devoted to designing distributed algorithms, both in discrete and continuous-time, that guarantee convergence to an optimizer. In particular, in most distributed optimization protocols, the individuals update their state using a combination of an agreement term and an appropriately scaled gradient flow of their individual functions. It is hence reasonable to ask how resilient such algorithms are with respect to failure or malicious behavior by certain nodes. Such resilience issues have been recently studied for consensus dynamics (e.g., see [13], [14], [15]). As we argue in this paper, current consensus-based distributed optimization algorithms are vulnerable to adversarial behavior. We subsequently characterize fundamental limitations on the performance of distributed optimization algorithms in the presence of adversaries, and show that there is an inherent tradeoff between performance and resilience. We then design a consensus-based algorithm that provides certain safety guarantees against adversarial behavior, and characterize graph properties that affect the performance of this algorithm. The proofs of our main results are omitted in this paper in the interests of space, and will appear elsewhere.

II. MATHEMATICAL NOTATION AND TERMINOLOGY

Let $\mathbb{R}$ and $\mathbb{R}_{\geq 0}$ denote the real and nonnegative real numbers, respectively, $\|\cdot\|$ the Euclidean norm on $\mathbb{R}^n$, $I = [1 \ 1 \ \ldots \ 1]^T$, $0 = [0 \ 0 \ \ldots \ 0]^T$, and $I_n$ the identity matrix in $\mathbb{R}^{n \times n}$. A matrix $A \in \mathbb{R}^{n \times n}$ with nonnegative entries is called (row) stochastic if $AI = I$. Throughout this paper, we are concerned with stochastic matrices whose diagonal entries are bounded away from zero.

A graph $G = (V, E)$ consists of a set of vertices (or nodes) $V = \{v_1, v_2, \ldots, v_n\}$, and a set of edges $E \subseteq V \times V$. The graph $G$ is said to be undirected if $(v_i, v_j) \in E \Leftrightarrow (v_j, v_i) \in E$, and directed otherwise. The in-neighbors and out-neighbors of vertex $v_i \in V$ are given by the sets $N_i^- = \{v_j \in V \mid (v_j, v_i) \in E\}$ and $N_i^+ = \{v_j \in V \mid (v_i, v_j) \in E\}$, respectively. The in-degree and out-degree of vertex $v_i \in V$ are given by $d_i^- = |N_i^-|$ and $d_i^+ = |N_i^+|$, respectively. For undirected graphs, we denote $N_i = N_i^- = N_i^+$ as the neighbors of vertex $v_i \in V$, and $d_i = d_i^- = d_i^+$ as the degree.

A path from vertex $v_i \in V$ to vertex $v_j \in V$ is a sequence of vertices $v_{k_1}, v_{k_2}, \ldots, v_{k_l}$ such that $v_{k_1} = v_i$, $v_{k_l} = v_j$ and $(v_{k_r}, v_{k_{r+1}}) \in E$ for $1 \leq r \leq l - 1$. A graph $G = (V, E)$ is said to be rooted at vertex $v_i \in V$ if for all vertices $v_j \in V \setminus \{v_i\}$, there is a path from $v_i$ to $v_j$. A graph is said to be rooted if it is rooted at some vertex $v_i \in V$. A graph is strongly connected if there is a path from every vertex to every other vertex in the graph.

For any $r \in \mathbb{N}$, a subset $S \subseteq V$ of vertices is said to be $r$-local if $|N_i^- \cap S| \leq r$ for all $v_i \in V \setminus S$. In other words, if $S$ is $r$-local, there are at most $r$ vertices from $S$ in the in-neighborhood of any vertex from $V \setminus S$. A maximum $r$-local set is an $r$-local set of largest cardinality (i.e., there are no $r$-local sets of larger size). A subset $S \subseteq V$ of vertices is said to be $r$-reachable if there exists a vertex $v_i \in S$ such that $|N_i^- \cap S| \geq r$. In other words, $S$ is $r$-reachable if it contains a vertex that has at least $r$ in-neighbors from outside $S$. A graph $G$ is said to be $r$-robust if for all pairs

$\text{'}$The recent work [16], developed independently and in parallel, also considers the problem of distributed optimization with adversaries under different assumptions on the graph topology, faulty behavior and classes of functions than the ones that we consider here.
of disjoint nonempty subsets $S_1, S_2 \subset V$, at least one of $S_1$ or $S_2$ is $r$-reachable.

The following result (from Lemma 6 and Lemma 7 in [13]) will be useful for our analysis.

Lemma 2.1: Suppose a graph $\mathcal{G}$ is $r$-robust. Let $\mathcal{G}'$ be a graph obtained by removing $r-1$ or fewer incoming edges from each node in $\mathcal{G}$. Then $\mathcal{G}'$ is rooted.

III. REVIEW OF CONSSENSUS-BASED DISTRIBUTED OPTIMIZATION

Consider a network of $n$ agents $V = \{v_1, \ldots, v_n\}$ whose communication topology is, for now, a time-invariant strongly connected graph $\mathcal{G} = (V, \mathcal{E})$. An edge $(v_i, v_j) \in \mathcal{E}$ indicates that $v_j$ can receive information from $v_i$. For each $i \in \{1, \ldots, n\}$, let $f_i : \mathbb{R}^d \rightarrow \mathbb{R}$ be locally Lipschitz and convex, and only available to agent $v_i$. The objective is for the agents to solve, in a distributed way (i.e., by exchanging information only with their immediate neighbors), the global optimization problem

$$\min f(x) = \frac{1}{n} \sum_{i=1}^n f_i(x). \quad (1)$$

A common approach to solve this problem is to use a synchronous iterative consensus-based protocol in which agents use a combination of consensus dynamics and gradient flow to find a minimizer of $f$ [4], [6], [17]. Specifically, at each time-step $t \in \mathbb{N}$, each agent $v_i \in V$ has an estimate $x_i(t) \in \mathbb{R}^d$ of the solution to the problem (1). Each agent $v_i \in V$ sends its estimate to its out-neighbors, receives the estimates of its in-neighbors, and updates its estimate as [4]

$$x_i(t+1) = a_{ii}(t)x_i(t) + \sum_{v_j \in N_i^-} a_{ij}(t)x_j(t) - \alpha_t d_i(t). \quad (2)$$

In the above update rule, the quantities $a_{ij}(t)$, $v_j \in \{v_i\} \cup N_i^-$ are a set of nonnegative real numbers satisfying $a_{ii}(t) + \sum_{v_j \in N_i^-} a_{ij}(t) = 1$. In other words, the first portion of the right side is a consensus step, representing a weighted average of the estimates in node $v_i$’s neighborhood. The quantity $d_i(t)$ is a subgradient of $f_i(x)$, evaluated at $a_{ii}(t)x_i(t) + \sum_{v_j \in N_i^-} a_{ij}(t)x_j(t)$. The quantities $\alpha_t$, $t \in \mathbb{N}$, are a sequence of step-sizes, indicating the influence of the subgradient on the update rule at each time-step. Thus, the last term in the above expression represents a gradient step.

There are some typical assumptions that are made on the weights in the update rule (2), which we encapsulate below.

Assumption 3.1 (Lower Bounded Weights): There exists a constant $\eta > 0$ such that $\forall t \in \mathbb{N}, \forall v_i \in V$, if $v_j \in \{v_i\} \cup N_i^-$, then $a_{ij}(t) \geq \eta$.

Assumption 3.2 (Double Stochasticity): For all $t \in \mathbb{N}$, $v_i \in V$, the weights satisfy $a_{ii}(t) + \sum_{v_j \in N_i^+} a_{ji}(t) = 1$.

The following result was established in [6].

Proposition 3.3: Suppose the network $\mathcal{G}$ is time-invariant and strongly connected. Suppose the subgradients of each of the local functions $f_i(x)$ are bounded, i.e., $\exists L \in \mathbb{R}_{\geq 0}$ such that $\|d_i\| \leq L$ for all $d_i \in \partial f_i(x)$ and $x \in \mathbb{R}^d$.

Consider the update rule (2), and suppose the weights satisfy Assumption 3.1 and Assumption 3.2. Let the step-sizes satisfy $\sum_{t \in \mathbb{N}} \alpha_t = \infty$ and $\sum_{t \in \mathbb{N}} \alpha_t^2 < \infty$. Then there is a minimizer $x^*$ of (1) such that

$$\lim_{t \rightarrow \infty} \|x_i(t) - x^*\| = 0$$

for all $v_i \in V$.

The above result shows that the update rule (2) allows the nodes in the network to distributively solve the global optimization problem (1), under appropriate assumptions on the weights, step-sizes and subgradients. Our main objective in this paper is to investigate the vulnerabilities of such protocols to nodes that deviate from the prescribed update rule (e.g., due to failures or adversarial attacks), and to develop a resilient distributed optimization algorithm that has provable safety guarantees in the presence of such deviations. To do this, we will first need to generalize the above analysis to handle cases where the weights are not doubly-stochastic. We restrict attention to scalar optimization problems (i.e., $f_i : \mathbb{R} \rightarrow \mathbb{R}$) throughout the rest of the paper.

A. Scenarios with Non-Doubly-Stochastic Weights

Here, we will establish convergence of the node states under the dynamics (2) under certain classes of non-doubly-stochastic consensus weights. At each time-step $t \in \mathbb{N}$, let $A(t) \in \mathbb{R}^{n \times n}_{\geq 0}$ be the matrix containing the weights $a_{ij}(t)$. Note that $a_{ij}(t) = 0$ if $v_j \notin N_i^-$. Suppose there exists some constant $\beta > 0$ such that at each time-step $t \in \mathbb{N}$, $A(t)$ has a rooted subgraph that has edge-weights lower-bounded by $\beta$, and diagonal elements lower-bounded by $\beta$. Let $\Phi(t, s) \triangleq A(t)A(t-1) \cdots A(s)$ for $t \geq s \geq 0$. Using the fact that $A(t)$ has a rooted subgraph, and with an argument similar to the one in [18] which we omit here, for each $s \in \mathbb{N}$, there exists a stochastic vector $q_s$ such that

$$\lim_{t \rightarrow \infty} \Phi(t, s) = 1q_s'.$$

Noting that $\Phi(t, s) = \Phi(t, s+1)A(s)$, we have that

$$q_s = q_{s+1}A(s)$$

for all $s \in \mathbb{N}$.

For each $t \in \mathbb{N}$, let $x(t) \in \mathbb{R}^n$ be the state vector for the network, and define the quantity

$$y(t) \triangleq q_t^T x(t)$$

2The result in [6] is actually for a more general setting involving constrained optimization problems and time-varying graphs. For the purposes of this paper, it suffices to consider the version of the result given in Proposition 3.3.
two row-stochastic matrices $A$ guaranteed under the dynamics (2). To see this, consider left-eigenvector; convergence to a constant value is not is the $i$th eigenvector $v$ for all $i$. Suppose each matrix whose edge weights are lower bounded by elements lower bounded by $\beta$ each time-step $t$ $\beta > 0$. Assume that there exists a constant $\bar{\beta}$, and that the nodes run the dynamics (2). The proof of this result closely follows the proof for doubly-stochastic weights provided in [6], with the main difference being in the use of the vector $q_t$ at appropriate points.

**Lemma 3.4:** Consider the network $G = (V, E)$. Suppose that the functions $f_i(x), v_i \in V$ have subgradients bounded by some constant $L$, and that the nodes run the dynamics (2). Assume that there exists a constant $\beta > 0$ such that at each time-step $t \in \mathbb{N}$, the weight matrix $A(t)$ has diagonal elements lower bounded by $\beta$ and contains a rooted subgraph whose edge weights are lower bounded by $\beta$. Let $y(t)$ be the corresponding sequence defined in (5).

(i) If $x_t \to 0$ as $t \to \infty$, then

$$\lim_{t \to \infty} \sup \|x(t) - y(t)\| = 0.$$

(ii) If $\sum_{t=1}^{\infty} \alpha_t^2 < \infty$, then

$$\sum_{t=1}^{\infty} \alpha_t \|x(t) - y(t)\| < \infty.$$  

The above results lead to the following theorem, showing convergence of the individual node trajectories under dynamics (2) to a minimizer of a certain convex combination of the individual functions.

**Theorem 3.5:** Consider the network $G = (V, E)$. Suppose that the functions $f_i(x), v_i \in V$ have subgradients bounded by some constant $L$, and that the nodes run the dynamics (2). Assume that there exists a constant $\beta > 0$ such that at each time-step $t \in \mathbb{N}$, the weight matrix $A(t)$ has diagonal elements lower bounded by $\beta$ and contains a rooted subgraph whose edge weights are lower bounded by $\beta$. Furthermore, suppose each matrix $A(t), t \in \mathbb{N}$ has a common left-eigenvector $q'$ corresponding to eigenvalue 1. Let the step sizes satisfy $\sum \alpha_t = \infty$ and $\sum \alpha_t^2 < \infty$. Then

$$\lim_{t \to \infty} \|x_t(t) - x^*\| = 0$$

for all $v_i \in V$, where $x^*$ is a minimizer of $\sum_{i=1}^{n} q_i f_i(x)$ ($q_i$ is the $i$-th element of $q'$).

Note that if all matrices $A(t)$ do not have a common left-eigenvector, convergence to a constant value is not guaranteed under the dynamics (2). To see this, consider two row-stochastic matrices $A_1$ and $A_2$, each with rooted subgraphs and nonzero diagonal elements, with different left eigenvectors $q_1$ and $q_2$, respectively. Select the functions for the nodes such that $\sum q_i f_i(x)$ and $\sum q_{2i} f_i(x)$ have different minimizers, where $q_{ij}$ is the $j$-th component of $q_i$. Then, if the dynamics evolve according to matrix $A_1$ for a sufficiently large period of time, all nodes will approach the minimizer of $\sum q_{1i} f_i(x)$, regardless of the initial conditions. Similarly, if the dynamics evolve according to the matrix $A_2$ for a sufficiently large period of time, all nodes will approach the minimizer of $\sum q_{2i} f_i(x)$, again regardless of the initial conditions. Thus, by appropriately switching between the matrices $A_1$ and $A_2$, the nodes will continually oscillate between the two different minimizers.

IV. Adversary Model and Vulnerabilities of Distributed Optimization Algorithms

With the results on distributed optimization with non-doubly-stochastic weights in hand, we now turn our attention to the effect of adversaries on the optimization dynamics.

A. Adversary Model

We partition the set of nodes $V$ into two subsets: $M$ containing a set of malicious (or adversarial) nodes, and $R = V \setminus M$ consisting of regular nodes. The regular nodes will exactly follow any algorithm that is prescribed, while the adversarial nodes are allowed to update their states in a completely arbitrary (potentially worst-case and coordinated) manner. We will allow the adversarial nodes to know the entire network topology and the optimization functions of all other nodes, in keeping with the goal of providing resilience to worst-case behavior. Clearly there is no hope of achieving any optimization objective if all nodes in the network are adversarial. We will later place restrictions on the number of adversarial nodes in the neighborhood of any regular node, but for now, we will investigate the ability of adversarial nodes to disrupt distributed optimization algorithms of the form (2).

B. Attacking Consensus-Based Distributed Optimization Algorithms

We start with the following result showing that it is extremely simple for even a single malicious node to disrupt dynamics of the form (2). The proof is a consequence of Theorem 3.5.

**Proposition 4.1:** Consider the network $G = (V, E)$, and let there be a single adversarial node $M = \{v_n\}$. Suppose the network is rooted at $v_n$. Then if $v_n$ keeps its value fixed at some constant $\bar{x} \in \mathbb{R}$ and the stepsizes satisfy $\alpha_t \to 0$, all regular nodes will asymptotically converge to $\bar{x}$ when following the distributed optimization dynamics (2).

C. Fundamental Limitations on the Performance of Any Distributed Optimization Algorithm

**Theorem 4.2:** Suppose the local objective functions at each node are convex, but otherwise completely arbitrary.
Suppose $\Gamma$ is a distributed algorithm that guarantees that all nodes calculate the global optimizer of problem (1) when there are no malicious nodes. Then a single adversary can cause all nodes to converge to any arbitrary value when they run algorithm $\Gamma$, and furthermore, will remain undetected.

The sketch of the proof of the above result is as follows. Suppose the adversarial node is $v_n$ (without loss of generality), and wishes all nodes to converge to some value $\bar{x}$. Then the adversary node simply chooses a function $f_n(x)$ such that the minimizer of $\sum_{i=1}^{n-1} f_i(x) + f_n(x)$ is $\bar{x}$. It then participates in the algorithm pretending that its function is $f_i(x)$. Since the functions are arbitrary and known only to the nodes themselves, this deception cannot be detected.

The above theorem applies to any algorithm that is guaranteed to output the globally optimum value in the absence of adversaries. The takeaway point is that the price paid for resilience is a loss in optimality: it is impossible to develop an algorithm that always finds optimal solutions in the absence of adversaries and that also resilient to carefully crafted attacks.

V. ROBUST CONSENSUS-BASED DISTRIBUTED OPTIMIZATION PROTOCOLS

In this section, we describe a modification of the traditional distributed optimization dynamics (2) that will allow the regular nodes in the network to mitigate the impact of the adversarial nodes. Specifically, suppose that the adversarial nodes are restricted to form an $F$-local set, where $F$ is a nonnegative integer. The regular nodes do not know which (if any) of their neighbors are adversarial. At each time-step $t \in \mathbb{N}$, each regular node $v_i \in \mathcal{R}$ performs the following actions in parallel with the other regular nodes:

(i) Node $v_i$ gathers the states $\{x_j(t), v_j \in \mathcal{N}_i^-\}$ of its in-neighbors.

(ii) Node $v_i$ removes the highest $F$ and lowest $F$ states from the set of gathered states, breaking ties arbitrarily. Let $\mathcal{J}_i(t) \subset \mathcal{N}_i^-$ be the set of in-neighbors of $v_i$ whose states were retained by $v_i$ at time-step $t$.

(iii) Node $v_i$ updates its state as

$$x_i(t+1) = a_{ii}(t)x_i(t) + \sum_{v_j \in \mathcal{J}_i(t)} a_{ij}(t)x_j(t) - \alpha_t d_i(t),$$

where $d_i(t)$ is a subgradient of $f_i$ evaluated at $a_{ii}(t)x_i(t) + \sum_{v_j \in \mathcal{J}_i(t)} a_{ij}(t)x_j(t)$, and $\alpha_t$ is a sequence of nonnegative step sizes. At each time-step $t$ and for each $i \in \mathcal{R}$, the weights $a_{ij}(t), v_j \in \{v_i\} \cup \mathcal{J}_i(t)$ are lower-bounded by some strictly positive real number $\eta$ and $\sum_{i=1}^{n-1} \alpha_t d_i(t)$

The adversarial nodes are allowed to update their states however they wish. Note that the above dynamics are purely-local in the sense that they do not require the regular nodes to know anything about the network topology (other than their own in-neighbors). Also note that even when the underlying network $\mathcal{G}$ is time-invariant, the filtering operation induces state-dependent switching (i.e., the effective in-neighbor set $\mathcal{J}_i(t)$ is a function of the states of the in-neighbors of $v_i$ at time-step $t$). Local filtering operations of the above form have been previously studied in the context of resilient consensus dynamics (i.e., outside of distributed optimization) in [13], [14], [19]. We will refer to the above dynamics as Local Filtering (LF) Dynamics with parameter $F$. We will analyze these dynamics in the remainder of the paper, and show that they are resilient to adversarial behavior under certain conditions on the network topology.

A. A Mathematically Equivalent Representation of Local Filtering Dynamics

Note that in the LF dynamics given by (8), a regular node $v_i$ may use the value of one or more adversarial in-neighbors during its update at some time-step $t$, as long as the states of those adversarial nodes are not among the most extreme values in $v_i$’s in-neighborhood. As we will only be concerned with understanding the evolution of the states of the regular nodes, it will be useful to consider a mathematically equivalent representation of the dynamics (8) that only involves the states of the regular nodes. The key idea of the proof of the following proposition is from [20].

Proposition 5.1: Consider the network $\mathcal{G} = (V, \mathcal{E})$, with a set of regular nodes $\mathcal{R}$ and a set of adversarial nodes $\mathcal{M}$. Suppose that $\mathcal{M}$ is an $F$-local set, and that each regular node has at least $2F + 1$ in-neighbors. Then the update rule (8) for each node $v_i \in \mathcal{R}$ is mathematically equivalent to

$$x_i(t+1) = \bar{a}_{ii}(t)x_i(t) + \sum_{v_j \in \mathcal{N}_i^- \cap \mathcal{R}} \bar{a}_{ij}(t)x_j(t) - \alpha_t d_i(t),$$

where the nonnegative weights $\bar{a}_{ij}(t)$ satisfy the following properties at each time-step $t$:

(i) $\bar{a}_{ij}(t) = a_{ij}(t)$ if $v_j \in \{v_i\} \cup \mathcal{J}_i(t) \cap \mathcal{R}$.

(ii) $\bar{a}_{ii}(t) + \sum_{v_j \in \mathcal{N}_i^- \cap \mathcal{R}} \bar{a}_{ij}(t) = 1$.

(iii) $\bar{a}_{ii}(t) \geq \eta$ and at least $|\mathcal{N}_i^-| - 2F$ of the other weights are lower bounded by $\frac{\eta}{2}$.

We emphasize again that the regular nodes run the dynamics (8) (which does not require them to know which of their neighbors is adversarial); the dynamics (9) are mathematically equivalent to the dynamics (8) due to the nature of the local filtering that is done by each regular node, and will be more convenient for us to analyze.

Henceforth, we assume without loss of generality that the regular nodes are arranged first in the ordering of the nodes, and define the vectors

$$x_\mathcal{R}(t) \triangleq \begin{bmatrix} x_1(t) & x_2(t) & \cdots & x_{|\mathcal{R}|}(t) \end{bmatrix}',$n

$$d_\mathcal{R}(t) \triangleq \begin{bmatrix} d_1(t) & d_2(t) & \cdots & d_{|\mathcal{R}|}(t) \end{bmatrix}',$n

to be the vectors of states and subgradients of the regular nodes, respectively. Based on Proposition 5.1, the network-wide dynamics of the regular nodes under the Local Filtering dynamics can be written as

$$x_\mathcal{R}(t+1) = \bar{A}(t)x_\mathcal{R}(t) - \alpha_t d_\mathcal{R}(t),$$

(10)
where $A(t) \in \mathbb{R}^{|R| \times |R|}$ contains the weights $a_{ij}(t)$ from (9).

### B. Convergence to Consensus

**Theorem 5.2:** Consider the network $G = (V, \mathcal{E})$, with regular nodes $R$ and an $F$-local set of adversarial nodes $\mathcal{M}$. Suppose the network is $(2F + 1)$-robust, that the functions $f_i(x)$, $v_i \in R$ have subgradients bounded by some constant $L$, and that the regular nodes run the Local Filtering dynamics (8) with parameter $F$. Further suppose that $\alpha_t \to 0$ as $t \to \infty$. Then, there exists a sequence of stochastic vectors $q_t$, $t \in \mathbb{N}$, such that

$$\limsup_{t \to \infty} \|x_R(t) - y(t)\| = 0,$$

where $y(t) = q'_t x_R(t)$.

The above result shows that the network being $(2F + 1)$-robust is sufficient for the nodes to reach consensus under the LF-based distributed optimization dynamics (8) when each node discards the highest $F$ and lowest $F$ values in its neighborhood at each time-step, and $\alpha_t \to 0$. Note that this holds true regardless of the actions of the adversaries, as long as those adversaries form an $F$-local set.

### C. A Safety Condition: Convergence to the Convex Hull of the Local Minimizers

The following result shows that the LF dynamics provide a safety guarantee for distributed optimization. Specifically, under the conditions of the theorem, all regular nodes will asymptotically converge to the convex hull of the minimizers of the regular nodes’ functions.

**Theorem 5.3:** Suppose that the set of malicious nodes forms an $F$-local set and that the underlying graph is $(2F + 1)$-robust. Then all regular nodes follow the LF dynamics (8) with parameter $F$. For each node $v_i \in R$, let the local function $f_i(\cdot)$ have subgradients bounded by $L$, and have minimize $m_i \in \mathbb{R}$. Define $M = \max\{m_i | v_i \in R\}$ and $\bar{M} = \min\{m_i | v_i \in R\}$. If the stepsizes satisfy $\sum \alpha_t = \infty$ and $\alpha_t \to 0$, then $\limsup_{t \to \infty} x_i(t) \leq \bar{M}$ and $\liminf_{t \to \infty} x_i(t) \geq \bar{M}$ for all $v_i \in R$, regardless of the actions of the malicious nodes and the initial values.

### D. Lack of Convergence to a Constant Value Under Malicious Behavior

Although the LF dynamics prevent adversarial nodes from driving the states of regular nodes to arbitrarily large values (as shown in Theorem 5.3), a single malicious node can behave in such a way that the regular nodes do not converge to a constant value when the stepsizes satisfy $\sum \alpha_t = \infty$ and $\sum \alpha_t^2 < \infty$, as we show below.

Consider a complete network $G = (V, \mathcal{E})$ with $n$ nodes. Consider two different functions $f_a(x)$ and $f_b(x)$ with minimizers $a \in \mathbb{R}$ and $b \in \mathbb{R}$, respectively.

Suppose that up to $F = 1$ node in the network can be malicious. Let the first $n - 1$ nodes in the network be regular (i.e., $R = \{v_1, v_2, \ldots, v_{n-1}\}$), and let the last node be malicious (i.e., $M = \{v_n\}$). Note that the regular nodes do not know that the last node is malicious.

Further partition the set of regular nodes into two sets $R_1 = \{v_1, v_2, \ldots, v_{n-2}\}$ and $R_2 = \{v_{n-1}\}$. For each $v_i \in R_1$, let $f_i(x) = f_a(x)$, and let $f_{n-1}(x) = f_b(x)$. In other words, there are $n - 2$ regular nodes that have the local function $f_a(x)$, and one regular node that has the local function $f_b(x)$. The following results assume that all nodes run the LF dynamics (8) with parameter $F = 1$, and with stepsizes satisfying $\sum \alpha_t = \infty$ and $\sum \alpha_t^2 < \infty$.

**Lemma 5.4:** Suppose the states of all nodes in $R_1$ agree at some time-step $t_0$. Then the states of all nodes in $R_1$ will agree for all subsequent time-steps, regardless of the actions of the malicious node.

**Lemma 5.5:** Suppose the states of all nodes in $R_1$ agree at some time-step $t_0$. Suppose that starting from $t_0$, the malicious node $v_n$ updates its state so that $x_n(t) = x_1(t)$ for all $t \geq t_0$ (i.e., the malicious node keeps its value the same as the nodes in $R_1$). Then the states of all regular nodes will asymptotically converge to $a$ (the minimizer of the function $f_a(x)$).

**Lemma 5.6:** Suppose the states of all nodes in $R_1$ agree at some time-step $t_0$. Suppose that for all $t \geq t_0$, the malicious node $v_n$ updates its state as follows: if $x_{n-1}(t) \geq x_1(t)$, then $x_n(t) > x_{n-1}(t)$, and if $x_{n-1}(t) < x_1(t)$ then $x_n(t) < x_{n-1}(t)$ (i.e., the malicious node always makes its value more extreme than that of $v_{n-1}$). Then the states of all regular nodes will asymptotically converge to the minimizer of the function $\frac{1}{n-2}((n-3)f_a(x) + f_b(x))$.

The above results lead to the following negative result about the ability of malicious nodes to prevent convergence of the regular nodes to a constant value (although they will still reach consensus and asymptotically approach the convex hull of the minimizers of the regular nodes’ functions).

**Proposition 5.7:** Consider a complete graph $G = (V, \mathcal{E})$. Consider two different functions $f_a(x)$ and $f_b(x)$ with the property that the minimizer of $(n-3)f_a(x) + f_b(x)$ is different from the minimizer of $f_a(x)$. Suppose all regular nodes run the LF dynamics (8) with parameter $F = 1$, and stepsizes satisfying $\sum \alpha_t = \infty$ and $\sum \alpha_t^2 < \infty$. Then there is an allocation of $f_a(x)$ and $f_b(x)$ to regular nodes such that a single malicious node can prevent convergence of the regular nodes to a constant value.

### VI. Bounds on Performance

Recall from Theorem 4.2 that an algorithm that provides resilience to adversaries cannot guarantee that the global optimum can be calculated in the absence of adversaries. Here, we show that under the LF dynamics (8), the nature of the individual optimization functions (together with the network topology) plays a role in determining how far away the convergence topology is from the minimizer of the average of the regular nodes’ functions.
Proposition 6.1: Consider a network $\mathcal{G} = (V, E)$ with $n$ nodes and let $F \in \mathbb{R}$. Suppose that the network is $(2F + 1)$-robust, and let $T \subset V$ be a maximum $F$-local set. Suppose all nodes are regular. Pick any $a \in \mathbb{R}$, and let the nodes in set $T$ have local function $f_a(x) = (x - a)^2$, and let the nodes in set $V \setminus T$ have local function $f_0(x) = x^2$ (both functions can be modified to have their gradients capped at sufficiently large values, so as to not affect the minimizer of any convex combination of the functions). Let $f(x)$ be the average of all of the functions, with minimizer $x^* = \frac{|T|}{n} a$. Then, under the local filtering dynamics with parameter $F$, all nodes converge to the value $\bar{x} = 0$ and thus $|\bar{x} - x^*| = \frac{|T|^2}{n^2} a^2$.

The above result shows that loss in performance under LF dynamics will depend on both the network topology and the nature of the local objective functions. Specifically, if the network contains a large $F$-local set (in relation to the total number of nodes) or the local functions have minimizers that are very different (corresponding to a large $|a|$ in the above result), then the value computed by the LF dynamics will have a greater divergence from the globally optimal solution. Note that the maximum $F$-local set in a graph will have size at least equal to $F$ (since any set of size $F$ is $F$-local).

An alternate interpretation of the above result is as follows. Recall from Theorem 5.3 that under the conditions in that theorem, all regular nodes asymptotically converge to the convex hull of the minimizers of the regular nodes’ functions. Any point in this convex hull corresponds to the minimizer of some convex combination of the functions of the regular nodes. Suppose that $\mathcal{T}$ is an $F$-local set of maximum size in the graph. Proposition 6.1 thus indicates that under the LF dynamics, one cannot guarantee that more than $n - |\mathcal{T}|$ of the regular nodes’ functions will play a role in the set of minimizers that the regular nodes converge to. It is worth noting that under the $F$-local model of adversarial behavior, no resilient algorithm can guarantee that more than $n - |\mathcal{T}|$ nodes will play a role in the final solution (as all nodes in $\mathcal{T}$ can potentially be malicious).

We conclude the paper by stating the complexity of finding the size of maximum $r$-local sets in graphs.

Definition 6.2: Let $r, k$ be positive integers. The $r$-Local Set Problem is to determine whether a given graph has an $r$-local set of size at least $k$.

Theorem 6.3: The $r$-Local Set Problem is NP-complete.

The proof of the above theorem is via a reduction from the NP-complete Set Packing problem.

VII. DIRECTIONS FOR FUTURE RESEARCH

In this paper, we proposed a consensus-based distributed optimization algorithm that is resilient to adversarial behavior, in the sense that the regular nodes will always asymptotically converge to the convex hull of the minimizers of the regular nodes’ functions, despite the actions of any $F$-local set of adversaries. We also identified topological properties (in the form of maximum $F$-local sets) that affect the performance of the algorithm. There are many interesting directions for future research, including a more explicit characterization of the distance-to-optimality of such algorithms, with corresponding conditions on the network topology and distribution of functions that lead to near-optimal solutions.

REFERENCES


