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Abstract—With the advancement in the field of the Internet
of Things (IoT) and Internet of Bodies (IoB), video camera
applications utilizing video sensor nodes (VSNs) have become
increasingly significant. These applications are pivotal in areas
such as autonomous driving, health monitoring, machine vision,
and security. Notable examples include their use in uncrewed
aerial vehicles (UAVs), body-worn cameras, and surveillance
systems. However, these applications often face challenges related
to power consumption, primarily due to the large data volumes
generated by analog-to-digital converters (ADCs) during the
transmission of digitized high-resolution video signals. This data
deluge introduces additional processing and storage overheads,
exacerbating the problem of resource-constrained sensor nodes
having limited battery capacity. To address this challenge, we
propose a low-power solution that performs video compression
directly at the sensor while shifting computation from the digital
domain to the energy-efficient analog domain (suitable for peak
signal-to-noise ratio (PSNR) values below 40-50 dB). Unlike
conventional architectures, which rely on digital signal processing
(DSP) blocks for computation and compression after the ADC
stage, our approach eliminates the need for these power-intensive
digital blocks at the sensor. Instead, we employ a switched capaci-
tor (SC)-based computation unit operating in the analog domain,
significantly reducing overall power consumption. Additionally,
we utilize a dynamically activated ADC that activates only for
significant samples, which constitute a small fraction (<5%) of
the total captured analog video samples. This approach enables
us to achieve approximately ~20x lower analog-to-digital (A/D)
conversion energy. By combining analog computation with the
dynamically activated ADC, our proposed solution achieves at
least >2 X reduction in power consumption compared to a digital
implementation, with only a ~5-dB degradation in PSNR—an
imperceptible difference to the human eye. We also propose a
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calibration scheme to mitigate the impact of variations introduced
by analog computation, thereby enhancing the PSNR of the
decoded video or image.

Index Terms—Analog computing, discrete cosine transform
(DCT), dynamically activated analog-to-digital converter (ADC),
human body communication (HBC), in-sensor computing,
Motion Joint Photographics Experts Group (MJPEG), multiply
accumulation (MAC), quantization matrix (Q-matrix), process
calibration, switched capacitor (SC), video sensor nodes (VSNs).

I. INTRODUCTION

EMERGING applications in the Internet of Things

(IoT) field, such as machine vision, health monitor-
ing, autonomous driving, and security cameras, necessitate
the capture of high-resolution video data [1]. Traditionally,
these captured analog video data are digitized using front-end
analog-to-digital converters (ADCs) before further processing
or communication, consuming a significant amount of ADC
energy during conversion while generating enormous data
volumes.

Standard wireless communication technologies, such as
Bluetooth, while energy efficient, are limited by their low
data transfer rates, making them unsuitable for handling
large volumes of data generated by a video sensor node
(VSN). In contrast, 2.4- and 5-GHz Wi-Fi systems offer
significantly higher data rates up to 600 Mb/s and 1.3 Gb/s
[2], respectively, making them capable of managing this
data-intensive task. However, these higher data rates come
at the cost of increased energy consumption, with a high
pJ/bit communication energy [3], [4]. This results in sub-
stantial power requirements for communication, creating a
critical bottleneck for the widespread deployment of VSNs
in resource-constrained environments.

The current demand for VSNs is threefold. They must
handle high data volumes, maintain a compact form factor,
and consume low power/energy. Additionally, they need to
efficiently communicate captured video data with nearby hubs,
highlighting the importance of efficient communication and
computing mechanisms in these devices [5]. However, detailed
communication aspects are beyond the scope of this article.
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Fig. 1. Miniaturization of IoT devices and implementation of cameras in
smaller form factor along with the increase in the data volume due to
increasing video frame size requires low-power processing cameras to remove
the need for frequent battery replacement and extend battery lifetime.
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As shown in Fig. 1, the shrinking size of IoT devices
results in smaller batteries, leading to challenges such as fre-
quent recharging or replacement. Although power gating and
other low-power design techniques mitigate power consump-
tion, higher video quality and faster frame rates significantly
increase data processing demands and power usage. Therefore,
an alternative solution is needed to handle the rising data
rates within a constrained power budget, meeting the energy
demands of these devices.

In a typical IoT system, wirelessly transmitting sensor data
to a processing hub for storage requires careful consideration
of communication power to optimize energy usage [6]. As
shown in Eq. (1), the power consumption for wireless trans-
mission is directly proportional to the number of transmitted
bits and the energy efficiency of the communication method
[7]. For example, conventional Wi-Fi communication achieves
an energy efficiency of 1-10 nJ/bit

Tx power = No. of bits x Energy Efficiency. (1)

Considering a scenario where a 2K RGB video at
30 frames/s with 8-bit digitization results in a substantial
data volume of 1.5 Gb/s. Transmitting these data via Wi-Fi
would consume 1.5-15 W of power according to Eq. (1).
However, employing compression techniques such as Motion
Joint Photographics Experts Group (MJPEG) [8] can signif-
icantly reduce the data rate to 600 Mby/s, thus lowering the
power consumption to 0.6-6 W during Wi-Fi transmission.
This demonstrates a notable decrease in communication power
through video compression before communication.

Moreover, adopting more energy-efficient communication
modes, such as human body communication (HBC) or ultra-
wideband (UWB), offers additional power savings. HBC, suit-
able for body-worn devices, and UWB, ideal for personal area
networks (PANSs), boast energy efficiencies of 10-100 pl/bit,
making them 100 times more efficient than standard
Wi-Fi. While HBC [9] may not support gigabit-per-second
data rates, its suitability for transmitting compressed data in
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the megabit-per-second range ensures better communication
energy efficiency.

In this work, we propose in-sensor data compression in
the analog domain [10], [11] using switched capacitor (SC)
circuits, performed before ADC. Compressing analog video
data at this stage reduces the overall communication data
volume, eliminating the need for digital signal processing
(DSP)-based compression units post-ADC. Additionally, we
employ a dynamically activated ADC to improve energy
efficiency by digitizing only significant samples, exploiting
the inherent spatial sparsity in compressed image data. This
integrated approach minimizes power consumption, reduces
storage overhead, and extends battery life, ensuring sustained
performance in high-data-rate IoT applications.

As shown in Fig. 2, a typical VSN employs an image sensor
that captures images as analog voltage samples. Standard
cameras, which consume 50-100 mW of power, utilize a
front-end ADC to convert the analog samples into digital bits,
followed by a digital compression engine to reduce the number
of bits transmitted. To estimate the overall data volume flow
in the standard architecture (front-end ADC + digital MJPEG
engine), consider a grayscale video at 2K resolution and
30 frames/s, which generates data at a rate of 186 MS/s. Using
an 8-bit ADC, this results in a data volume of 1.5 Gb/s. The
data are then compressed using the compression engine at a
factor of 20x, reducing the data to 75 Mb/s. However, this
process results in high power consumption in the DSP and
requires increased storage and processing overhead.

In contrast, our approach, dAJC with dynamically activated
ADC, performs in-sensor compression of the sensed analog
image samples. The analog samples, captured at 186 MS/s,
are first compressed in the analog domain to 9.33 MS/s
before digitization. Since this compression uses an SC-based
analog MJPEG encoding scheme, the overall power consump-
tion is significantly lower than that of digital compression.
Additionally, the compressed analog samples exhibit sparsity,
containing only a few significant samples, while the remaining
samples are small and insignificant. These insignificant sam-
ples can be discarded without any perceivable degradation to
the image. The dynamically activated ADC exploits this inher-
ent sparsity by digitizing only the significant samples while
remaining inactive for insignificant data, thereby reducing the
overall analog-to-digital (A/D) conversion energy.

The implemented system is designed for JPEG compression
of analog images, where image pixels are represented as
analog voltages [12]. This system can be extended to videos
that rely on intraframe dependencies, such as MJPEG. Other
compression methods, like H.264 [13], leverage inter-frame
redundancies and offer higher compression ratios. However,
H.264 has a complex decoding scheme and poor error
tolerance, making it unsuitable for latency-sensitive appli-
cations and those operating in error-prone communication
environments. In contrast, MIPEG benefits from per-frame
compression, offers better error tolerance, and has a less com-
plex decoding scheme, making it ideal for real-time inference
and decision-making. Furthermore, MJPEG enables simpler
hardware design compared to H.264, making it more suitable
for energy-constrained nodes.
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Fig. 2. Comparison between standard MJPEG compression approaches against the dAJC approach (presented in this article). dAJC has the advantage of
compressing the information in the analog domain before digitizing, which reduces the intermediate data (reducing intermediate storage and processing
elements). The addition of the dynamically activated ADC reduces the ADC energy since the ADC is turned on only for significant samples.

A. Contributions of Our Work

The key contributions of this proposed work are as follows:

1) This work, dAJC, presents the first end-to-end imple-
mentation of MJPEG compression in the mixed-signal
domain using SC circuits and dynamically activated
ADC.

2) We achieve > 2x lower power consumption than its
digital counterparts, illustrating the benefits of analog
computing.

3) The SC-based low-power 2-D discrete cosine transfor-
mation (2D-DCT) core consumes ~ 12X less power
compared to other reported implementations in the lit-
erature.

4) The dynamically activated ADC provides > 20x reduc-
tion in A/D conversion energy by converting only
significant JPEG compressed samples, which typically
constitute < 5% of the total captured analog samples.

5) We proposed a process calibration scheme to update
the quantization matrix (Q-matrix) during decoding,
compensating for process variations and parasitic effects
in the SC design.

6) Additionally, the power expended for communica-
tion/transmission is lowered by compressing the signal
in the analog domain, with the communication energy
decreasing linearly as the number of transmitted bits is
reduced.

B. Organization of This Article
The remainder of this article is organized as follows.
Section II discusses the proposed dAJC architecture and

provides a detailed circuit diagram of all the JPEG compres-
sion blocks, including 2D-DCT, quantization, zig-zag (ZZ)
traversal, run-length encoder (RLE), and dynamically activated
ADC, along with the non-overlapping phase generation circuit
that performs the JPEG compression. In Section III, vari-
ous design considerations are examined, including capacitor
sizing for the discrete cosine transform (DCT) matrix and
the Q-matrix, image performance evaluation metrics using
peak signal-to-noise ratio (PSNR), variation tolerance using
Q-sense, and the overall input image processing performed
for testing purposes. Section IV presents the measurement
results for the dAJC integrated circuit (IC). Section V com-
pares the proposed design with the related works reported
in the literature and its digital implementation. Section VI
discusses noise analysis and fundamental energy limitations,
the scope and impact of the dynamically activated ADC,
future prospects for Q-matrix calibration, and the potential
application scenario of dAJC. Section VII concludes this
article.

II. PROPOSED DAJC ARCHITECTURE AND DETAILED
CIRCUIT-LEVEL IMPLEMENTATION

This section discusses the proposed architecture of MJPEG
video compression [14] implemented on the dAJC IC, high-
lighting underlying operations such as 2D-DCT, quantization,
77 traversal, and run-length encoding, as shown in Fig. 3
and explaining their circuit-level SC-based implementation.
We have chosen the voltage-mode implementation using
SC-based circuits.
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Fig. 3. Standard JPEG compression algorithm and its constituting blocks.

Fig. 4(a) shows the overall architecture consisting of the
detailed circuit diagram of the 2D-DCT block, Q-matrix,
77 traversal block, and RLE + dynamically activated ADC.
Fig. 4(b) shows the cycle-by-cycle operation of the imple-
mented 2D-DCT for a 4 x 4 input matrix size.

A. 2-D Discrete Cosine Transformation

The first step of JPEG compression consists of performing
DCT [15], [16], which transforms the image data from the
spatial domain to the frequency domain. Due to the sparsity
of the DCT basis, image information in the frequency domain
is sparse, meaning that the frequency-domain representation
contains more zeros than non-zero values. As a result, the
original image data can be represented with fewer samples
[17]. Mathematically, DCT is a 2-D matrix of DCT coefficients
applied to blocks of 2-D 8 x 8 input image matrices. Thus, the
2D-DCT operation involves two-stage matrix multiplication,
as shown in the following equation:

[Zlpper = [CLIXin][CT] 2)

where C represents the DCT matrix, Xj, represents the input
matrix, and CT represents the transpose of the DCT matrix.

1) SC-Based MAC: Since the 2D-DCT operation involves
matrix multiplication, it consists of MAC operations to gen-
erate the Zyppcr matrix, which can be implemented using
SC-based circuits. The realization of the MAC operation using
an SC circuit is shown in Fig. 5 for an SC-based MAC
unit. In phase ¢, voltages V| and V, are sampled onto
capacitors C; and C,, respectively. In phase ¢, the voltages
on capacitors C; and C, are accumulated onto capacitor C,
(accumulation capacitor), generating the output voltage Vou,
which is the resulting MAC operation of voltages V| and
V,. The multiplication/DCT coefficients a; and a, can be
controlled by adjusting the values of Cy, C;, and C;.

2) Stage-1 and Stage-2 DCT Operation: To perform the
2D-DCT on the input matrix, we divide the process into two
stages: Stage-1 DCT and Stage-2 DCT as shown in Fig. 4(a).
The Stage-1 DCT block receives a column-wise serial input
of the image and performs a MAC operation with the DCT
matrix. The intermediate result [C] X [Xj,] is obtained at the
output of the Stage-1 DCT block. Fig. 4(b) shows the cycle-
by-cycle 2D-DCT operation for a 4 x 4 matrix. For 4 x 4 2D-
DCT computations, four slices, each containing capacitors to
store the DCT coeflicient values C;; (for i = 0 and j = 0-3)
in each slice i = 0-3, are used. These capacitors act as the
memory for storing the DCT coeflicients, and their sizing is
discussed in detail in Section III.
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The different partial products are calculated and stored on
the corresponding capacitors in the slices during subsequent,
non-overlapping cycles. Thus, during the ith cycles, i partial
products are stored in the ith slice. In the fifth cycle, the partial
products are summed up and stored in a larger accumulator
capacitor. Note that the reset phase of the accumulator capac-
itor is merged with one of the sampling phases since they
are fundamentally non-overlapping. The outputs of Stage-I
DCT are fed in parallel to Stage-2 DCT, which performs
the remaining 4 X 4 matrix multiplication of the result
([C] x [Xiy]) with the transpose of the DCT matrix ([CT]).
Each partial product computation in Stage-2 DCT depends on
the output of Stage-I DCT, and thus, we require a total of
(4 x 4) + 4 cycles to complete the 2D-DCT operation. The
outputs of the 2D-DCT block are read row-wise to emulate
the transpose of the DCT matrix.

Extending this for the JPEG algorithm with 8 x 8 matrix,
inputs are fed in 8 x 1 form, where each set of partial
product calculations takes one cycle. This requires eight cycles
to perform 8 x 8 multiplication, and one additional cycle
is required to accumulate the voltage on the accumulator
capacitor. The accumulator capacitor is then reset during one
of the sampling phases before the result is fed to the next
stage. The output of Stage-I DCT is fed to Stage-2 DCT
through an intermediate buffer, which provides signal gain
and helps improve the system’s SNR, as discussed in detail
in the following. Consequently, Stage-I DCT takes a total
of nine data cycles, eight cycles for sampling, and one for
accumulation to produce the output for each input column
as shown in Fig. 6. The Stage-2 DCT block operates on a
slower clock than the Stage-1 DCT block to sample its output.
Therefore, the total time to perform 2D-DCT of 8 x 8 block
is 72 cycles (9 cycles x8).

Since the computations are implemented using SC circuits
and clock phases, issues such as clock feed-through and charge
injection are mitigated using standard circuit techniques. These
techniques include employing transmission gates as switches
and utilizing dummy capacitors. Additionally, a differential
architecture is used to cancel out common-mode switching
noise. A non-overlapping clock generator generates the non-
overlapping clock phases required for sampling, accumulation,
and resetting, based on the input clock.

3) Non-Overlapping Phase Generator: Fig. 7 shows the
non-overlapping phase generator circuit, which generates the
necessary non-overlapping phases for the 2D-DCT block to
perform sampling, accumulation, and resetting operations. The
circuit takes the input clock (CLKj,) and divides it by 2 to
generate the operating clock (CLK). This operating clock is
then used to generate various clock phases using 18 delay
blocks, IN1-IN17.

Consequently, eight non-overlapping phases (¢o—¢7) are
generated to sample the capacitors. The non-overlapping
period between the consecutive phases is controlled by the
delay introduced in the path of PH1-PHS before they are fed to
the next stage. These delay paths are scan-controlled to adjust
the non-overlapping period, compensating for variations due
to process differences. The operation of the non-overlapping
phase generation block adheres to the design principles
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Fig. 4. (a) Overall circuit-level diagram of the 2D-DCT implementation. (b) Cycle-by-cycle operation of the implemented 2D-DCT for a 4 X 4 matrix, which

can be extended for an 8 X 8 matrix (implemented in dAJC).
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Fig. 5. DCT operation consists of matrix multiplication requiring MAC

operations. The schematic shows the MAC operation being implemented by
an SC-based circuit.

outlined in [18]. Additionally, the Z and Z’ signals are gener-
ated by the non-overlapping phase generator circuit, based on
PH2-PHS, to perform sample and hold (S&H) at the input.
An initial latency of nine clock cycles of (CLK) is required to
ensure that all the phases are available. These clock phases,
with the correct timing, are illustrated in Fig. 6 and are used
to perform the 2D-DCT operation.

4) Intermediate Buffer: The 2D-DCT architecture performs
MAC operations on input image pixels and DCT coefficients
using the principle of charge redistribution in SC circuits. As
a result, the voltage accumulated on a capacitor may reach the
VDD rail, leading to saturation. Additionally, charge sharing
may result in the signal being buried in noise, degrading the
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Fig. 6. Timing waveform for 1D-DCT operation.

accuracy. To mitigate these issues, an optimal gain amplifier
is essential to prevent both saturation and SNR limitations,
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ensuring reliable performance and preserving the integrity of
the computation.

In the analog camera implementation (detailed discussion
in Section III), the image pixels (0-255) are mapped to an
input voltage range of Vi, to Vinax of 0.5 V. From an 8 x
8 standard DCT matrix [19], the first row consists of eight
positive coefficients valued at 0.35. Considering that all eight-
input pixels are white (0.5 V), the accumulated values after
eight MAC operations equal 0.5 x 8 x 0.35 V =1.4 V, which
saturates the output. Hence, while performing the Stage-1 DCT
calculation, an intentional attenuation (u) of 5 is added such
that the maximum voltage level reached equals 0.28 V. Input
range reduction to solve the saturation problem is avoided to
maximize the input dynamic range. To compensate for this
attenuation, an intermediate buffer with a gain of “2” is added
in between Stage-1 DCT and Stage-2 DCT to boost the voltage
range to 0.56 V, improving the SNR at the input of Srage-2
DCT.

Employing a passive amplifier for voltage gain in an
SC circuit, where charge boosting is achieved through a
series—parallel combination of capacitors, suffers from leak-
age and increased area. Implementations using active voltage
buffers, such as the flipped voltage follower, folded flipped
follower, and common drain [20], suffer from non-linearities.
To address these issues, an op-amp in a feedback configuration
is used in the current design to improve linearity.

The buffer circuit consists of three stages: the first two stages
provide the necessary gain, while the last stage is a voltage
follower that drives the high input capacitance (~500 fF) of the
2D-DCT stage. A PMOS-based op-amp has been implemented
since the input and the DCT stage output have a low common-
mode voltage. Fig. 8 shows the buffer placement between
1D-DCT and 2D-DCT and the detailed circuit diagram of the
PMOS-based op-amp. The supply range can be increased for
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Fig. 8. Op-amp circuit diagram used for 2x gain amplifier. Plots showing
the output of the op-amp in unity gain configuration.

handling a higher input range, as shown in Fig. 8. Since the
buffer is configured to provide a gain of 2, resistors R; and R,
are configured in a 1:1 ratio (50 k). Scan control is provided
to compensate for process variations, and an interdigitized
layout has been used to minimize mismatches.

Notably, this initial implementation employs a continuous-
time buffer, which increases power consumption and reduces
energy efficiency. Since all computation and processing occur
in the discrete domain, switching to a discrete-time buffer in
future versions could substantially improve energy efficiency.

B. Quantization

The quantization operation performs element-wise division
of the output of the 2D-DCT block by the Q-matrix [21] to
selectively reduce precision for less perceptually significant
parts of the image, thereby achieving compression. Depending
on the amount of compression, the Q-matrix varies. For exam-
ple, Qp provides maximum compression and minimum image
quality. However, Qg provides the minimum compression and
better image quality. To achieve a tradeoff between the image
quality and the degree of compression, the Qsy matrix is
implemented on the dAJC IC. The output of the quantization
is given by the following equation:

[Y]p-per

[Y]Quantized = (3)

Qmatrix

Fig. 9 shows a unit division operation using an SC circuit.
To perform division, the computed MAC output (represented
as Vi) of the 2D-DCT matrix is stored on the accumulation
capacitor Cy, and capacitor Cj is reset to zero. For the division
operation, the charge from C; is transferred to C; so that the
resulting voltage (represented as Vo) is the required division
operation. The capacitor values C; and C; control the divisor
value.
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Fig. 10. Circuit-level diagram of the quantization block showing two-step
division operation.

The 8 x 8 Q-matrix implemented performs element-wise
division in two steps instead of a single-stage division using
two non-overlapping phases ¢; and ¢,. The sizing of the
Q-matrix capacitors and the storage of the divisor values
in terms of capacitor value are discussed in Section III. To
perform the division operation in phase ¢;, the 64-output
values on accumulation capacitors Cy;; at the output of the
2D-DCT block are connected to the intermediate capacitor
Cinter to perform the first step of the division, as shown in
Fig. 10. In phase ¢, the partially divided value is connected to
Cij to perform the remaining division. Here, 0 <i<7and 0 <
j < 7. Performing division operations using a two-step process
helps reduce the capacitor sizes required and, consequently,
reduces the area (details in Section III). However, this leads
to the requirement of two phases to perform the division
operation.

C. ZZ Traversal

The output of the quantization block consists of significant
and insignificant samples in an 8 x 8 matrix form. The
quantization output must be reorganized to enable run-length
encoding serially. This is achieved by the ZZ traversal block,
which rearranges the matrix elements into a 1-D sequence
such that the significant samples are at the start of the series,
followed by insignificant samples. Out of the 64 samples in the
quantized matrix, in most cases, only the top-left samples are
the most significant and carry the most information about that
particular frame, as shown in Fig. 11. However, this block does
not perform the final compression since the output of the block
still consists of 64 samples. The traversal is implemented using

Fig. 11. Circuit-level diagram for the ZZ traversal block.
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Fig. 12. Circuit-level diagram for the RLE along with the dynamically
activated ADC.

a digital controller and a 64:1 analog multiplexer (MUX).
Since all the operations up to ZZ traversal are differential to
cancel the common-mode switching noise, two sets of such
64:1 analog MUXes are used. The serialized differential output
from the ZZ traversal is converted to single ended using a
differential-ended-to-single-ended (DE-to-SE) amplifier. A 3x
gain buffer follows the DE-to-SE to boost the signal level,
which drives the ADC input and the input of the source fol-
lower circuit used to observe the compressed analog samples.

D. RLE + Dynamically Activated ADC

The RLE receives the serialized output from the ZZ traversal
block, which consists of significant samples at the front,
followed by insignificant samples. As shown in Fig. 12, given
the 64 serialized samples from the ZZ block, the RLE [22]
generates the output containing the significant samples a, b,
and c, followed by 61 insignificant samples.

Hence, perform a 16x compression. Depending on the
samples from the ZZ traversal block, the dynamically activated
ADC is activated only for the significant samples, while the
rest of the time, the RLE counts the number of insignifi-
cant samples, thereby reducing ADC power consumption by
exploiting the sparse nature of the analog samples from the
77 traversal block. The decision block to turn on the ADC is
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realized using a sampler that samples the compressed analog
sample output serialized by the ZZ block and compares it with
a threshold (Vinesh) (indirectly controls the image quality). The
implemented sampler is a PMOS-based sampler selected based
on the voltage level available at that stage.

1) Dynamically Activated ADC Operation: The imple-
mented ADC depends on the sparsity of the analog input
image; as a result, after JPEG compression, depending on
whether the sample is significant, such that it affects the
visual perception of the image, it is digitized by the ADC;
therefore, the ADC working is aware of the input sparsity.
This is different from a duty-cycle ADC because the ADC is
always turned on and off for a specific duration of the clock
period and does not depend on the sparsity of the input. The
timing control for the ADC is illustrated in Fig. 13.

When the incoming compressed analog sample exceeds
Vinresh Of the sampler, the ADC is enabled. In cases where
analog samples fall below the Viyesn threshold, the ADC
is deactivated and the RLE block is activated. This block
executes run-length encoding and accumulates the count of
insignificant samples until the subsequent significant analog
sample is detected. Upon arrival of the next significant sample,
the RLE outputs the count of insignificant samples, such
as “02” in Fig. 13. Overall, the dynamically activated ADC
digitizes JPEG samples, followed by the count of insignificant
samples. A 10-bit successive approximation register (SAR)
ADC operating at 14 x higher speed than the input sample rate
is used such that it outputs the digitized output after every 14
cycles, once enabled.

2) 10-Bit SAR ADC: A 10-bit SAR-based differential ADC
is implemented for digitizing JPEG-compressed samples. The
circuit-level diagram of the SAR ADC is shown in Fig. 14.
The architecture incorporates a hybrid 10-bit digital-to-analog
converter (DAC), which consists of a 5-bit charge-scaling
capacitive DAC [CAPDACM, for the most significant bits
(MSBs)] and a 5-bit voltage-scaling resistive DAC [for the
least significant bits (LSBs)]. The use of a CAPDACM for
the MSBs is motivated by the superior matching accuracy
of capacitors compared to resistors, thereby improving the
overall DAC precision. Furthermore, the resistive DAC ensures
monotonic behavior for the LSBs.

The unit capacitance in the CAPDACM is designed to be
9.8 fF. To minimize the differential nonlinearity (DNL), a
thermometer decoder is employed to select the appropriate
capacitors in the array. The ADC design supports configuration

IEEE JOURNAL OF SOLID-STATE CIRCUITS

10-bit SAR ADC Schematic

I

>
GND CAPDACM !

VREF —f—+t— ]
VINM S 3 34

ovay 119-6

| VREF—vcm |

Y H £
CTCTCT CT_cT 94
VM SAR
P >—' CONTROLLER
Igagan <l 3

Th Tvrer——vem
vmptéﬁétﬂfl:ﬁﬁ_
VREF ——H—4¢

GND CAPDACP

DNL i

Jvad 118-6

0.5
o
9
= 0
= At TOMH{——DNL]
0.5 - - - - -
0 50 100C°de150 200 250

< 0.5LSB DNL -> less than 0.5mV variation of analog samples
(imperceptible for images)

-

_ o — 1]
(72]
<0
- |
=
! 0 100, 1 ' '
0 50 100, 150 200 250

Fig. 14. Circuit-level diagram of the 10-bit SAR ADC with the INL and
DNL plots.

as a single-ended ADC by connecting the reference voltage
(Vrer) and the negative input (Vinm) of the CAPDACM to
the ground. The overall ADC operation is based on charge
redistribution principles, utilizing the top plate of the capacitor
array [23].

During the sampling and tracking phase (first three clock
cycles), the top plates of the capacitors are connected to
the common-mode voltage (Vcm), while the bottom plates
are connected to the input signal. The charge stored in the
capacitor array during this phase is proportional to the input
signal. The subsequent ten clock cycles are allocated for the
conversion process, starting with the MSB. Conversion begins
by connecting the MSB capacitor to (Vrgg), and the SAR
controller iteratively adjusts the DAC output to converge to
the input signal. An additional cycle is utilized to flush the
digitized data, resulting in the ADC requiring 14 cycles for
the A/D conversion process. Hence, the ADC operates at
70 MHz, which is 14x the input sample rate of 5 MS/s.

The performance of the ADC is evaluated in terms of DNL
and integral nonlinearity (INL), as shown in Fig. 14. The DNL
remains below 0.5 LSB, indicating a variation of less than
0.5 mV in analog samples, which is imperceptible for image
processing applications. The INL also remains within 1 LSB,
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further validating the linearity and accuracy of the ADC at a
sampling rate of 70 MHz.

III. DESIGN CONSIDERATIONS

This section outlines the critical design considerations and
architectural decisions to achieve an optimized design. The
focus is on addressing process variations, minimizing area, and
ensuring robust performance. Key aspects such as the choice
between voltage- and current-mode architectures, performance
metrics for image evaluation, the selection of capacitors for the
2D-DCT matrix and Q-matrix, input image processing, and the
calibration and characterization of the Q-matrix are discussed
in this section.

A. Choice of Capacitor for DCT Coefficients

The capacitor values are selected based on the DCT coef-
ficient values, as shown in Fig. 15. Each capacitor acts as
a memory element to store the corresponding DCT coeffi-
cient value. A typical 8 x 8 DCT matrix includes seven
unique coefficient values. To avoid saturation during the
MAC operation, an intentional attenuation factor (u = 5) is
introduced.

The accumulation capacitor (Ca.) and the sampling capac-
itors (Cmul;; where i, j = 0-7) are sized such that the effective
ratios of these capacitors realize the required DCT coefficients.
Fig. 15 illustrates this sizing approach. The DCT operation
is divided into eight slices (PO-P7), each corresponding to
eight coefficients (effectively representing the 8§ x 8§ DCT
matrix). Incoming serial batches of eight samples are sampled
onto the Cmul;; capacitors (2D-DCT input capacitors). After
eight cycles, these capacitors are connected to Cace Or Clog tO
perform the MAC operation. For instance, to implement the

The smallest capacitor value is chosen to ensure that the
thermal noise (k7 /C) remains below 500 upV. Additionally,
selecting a smaller capacitor for the smallest coefficient
reduces the overall capacitance needed for higher coefficients,
thereby minimizing the implementation area. By appropriately
sizing the capacitors, the design achieves efficient DCT coef-
ficient realization and area optimization.

B. Choice of Capacitor for Q-Matrix

As discussed in Section II-A, the output of the 2D-DCT is
divided by the quantization factor to selectively reduce preci-
sion for high- and low-frequency image components. In this
implementation, the Q50 quantization table is used to balance
compression efficiency with image quality. All calculations are
based on realizing the Q50 matrix, with considerations for
compensating for the intentional attenuation factor (u = 5)
added during the DCT computation. The capacitors in this
circuit, similar to those used for the DCT coefficients, serve
as memory elements to store the quantization table values. The
division is performed using an SC-based circuit in a two-step
process rather than a single-step division, as shown in Fig. 16.
For example, to implement Qgy = 16, the value is represented
as “16/5” to account for u. In the single-step division method,
the required capacitor values are determined by

1 Cao0

— €]
Qoo Caoo + Co0,0)

Cooo =

where Cgg corresponds to 16/5 and Choo = 500 fF is the
accumulation capacitor from the output of the 2D-DCT. Using
this approach, the calculated capacitor size for the smallest
quantization value (Qg9 = 16) is 1.1 pF. However, for Q77,
a large capacitor of 9.4 pF is required, which is challenging
to realize on-chip due to its large area. Also, the other 62
capacitors are in the “pF” range, which are impractical to
implement on the chip.
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To address this issue, a two-step division process is pro-
posed, where the capacitor values are calculated using:

L — CAOO . Cinter
Q00 Caoo + Cinier  Cinter + Coo0

Here, Ciper = 50 fF is an intermediate capacitor, which helps
perform the two-step division, which is sized to reduce (kT /C)
noise (<300 uV), prevent leakage discharge, and minimize
clock feed through. Using this two-step process, the capacitor
size for Qg 16 is reduced to 95.45 fF, and for Q77, the
required capacitor size is reduced to 850 fF. This results in
a significant area reduction, achieving nearly 10x smaller
capacitance values for each quantization value (~ 640 times
overall). The tradeofts of this approach include the need for a
two-phase operation and the additional Cjye, capacitor. How-
ever, these overheads are acceptable considering the substantial
area savings achieved.

Cooo = )

C. Characterization and Calibration for Q-Matrix

The Q-matrix values are stored in capacitance elements;
however, these capacitors are prone to process variations
and parasitic capacitance effects. Consequently, the on-chip
implementation of the Q-matrix (Q’) deviates from the ideal
Q-matrix (Q). This deviation causes the reconstructed image
at the receiver, decoded using the ideal Q-matrix (Q), to have a
lower PSNR. To address this issue, the Q-matrix is calibrated
to a corrected matrix (Q") at the receiver, improving the PSNR
and mitigating the effects of process variations.

For example, for an input 8§ x 8 image of all white pixels
(0.6 V), the expected compressed analog samples at (row = 0
and column = 0) is 0.24 V given Qg = 16. However,
due to process variations, the actual compressed sample is
0.3 V. From this, the effective Qg can be recalculated as
(0.3/0.24) x16 = 20. To calibrate, Qg is replaced with 20
during decoding instead of 16. Similarly, other values in the
Q-matrix are calibrated using test images (formed by the
combination of black and white pixels), thereby improving

the PSNR from 24.33 to 37.48 dB by using the modified
inverse Q-matrix (Q”), as shown in Fig. 17. This method
demonstrates a significant ~10-dB improvement in PSNR
through Q-matrix calibration. Depending on the accuracy
needed and when calibration is required, 64 sets of (8 x 8) test
images are sent to calibrate the Q" matrix at the receiver. Once
the optimized matrix is known, it can be used for decoding,
automatically canceling the variations in the quantization
values. Depending on the number of quantization values,
we require 72 calibration cycles for each value. Hence, for
calibrating 64 values of the Q-matrix, 64 x 72 cycles are
needed. However, it is observed that calibrating the top-left
corner of the Q-matrix values (nine values, which perform
quantization of the significant samples) improves the PSNR
by the highest margin (~10 dB), over a total of 9 x 72 cycles.

D. Input Image Processing

The targeted application operates on the principle that the
sensed image pixels are represented in terms of voltage,
otherwise known as the analog camera. The camera OV7670 is
an analog camera module by Omnivision, which generates the
image in the form of an analog voltage signal. First, the image
is sensed by the image sensor in the form of an M x N frame
size. Then, the internal hardware serializes the M x N matrix
column-wise in blocks of 1 x N, and the hardware operates on
a set of 8 x 8 matrices, where each matrix element represents
a voltage level corresponding to a particular pixel value. A
grayscale image is used as input to emulate the functionality
of an analog camera. The grayscale image values are mapped
to a voltage scale ranging from Vi, to Vinax such that a pixel
value of “0” corresponds to Vi, and a pixel value of “255”
corresponds to V., using MATLAB. The pixel values are
then serialized either row-wise or column-wise and transmitted
to the test IC using an arbitrary waveform generator (AWG) as
a continuous-time signal at a specific data rate. Typically, the
pixels are read serially, column-wise, from the imager, which
is why a single input port is used, and a serial architecture
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is chosen. Compared to a parallel architecture, although the
speed is lower, the serial architecture offers the advantages
of reduced area and eliminates the need for synchronization
between multiple I/O ports.

E. Metrics for Image Performance Evaluation—PSNR

To evaluate the quality of each frame, we use the standard
performance evaluation metric, PSNR, to compare the input
video frame with the output reconstructed frame (which is
obtained by performing inverse quantization and then the
inverse DCT (IDCT) operation on the compressed samples).
The PSNR is calculated using the following equation:

2
PSNR = 101og, (mR—sc) (6)

where R is the maximum possible fluctuation in the input
image and mse represents the mean squared error between the
input and reconstructed images. PSNR helps assess the overall
quality of the frame, with higher values indicating better-
recovered image quality. In the proposed design, image quality
is preserved by controlling the threshold voltage (Vinresh)s
which is validated by monitoring the PSNR values.

IV. MEASUREMENT RESULTS
A. Chip Micrograph and Test Setup

To validate the dAJC IC’s functionality and demonstrate
its operation of MJPEG video compression, the dAJC IC is
fabricated in TSMC 65-nm LP CMOS technology. Fig. 18
shows the chip micrograph and chip specifications of the
fabricated IC. The design occupies a 1.25 x 2 mm? area with
an active area of 0.875 x 1.639 mm?. The chip micrograph
is divided into various critical blocks and highlighted to show
the placement of the blocks and the flow of the signals. The
hardware implementation of the 64 quantization table values
is shown on the IC, where the capacitors are arranged in an
8 x 8 matrix form. There are separate power supplies for
each block, allowing for the measurement of power consump-
tion for each block. The chip specifications table shows the
detailed power performance, maximum operating frequency,
and the active area of each block. The detailed measurement
setup, the various test equipment, and the test printed circuit
board (PCB) are shown in Fig. 19. The analog input image
samples are provided serially from the AWG, as discussed in
Section III-D. The compressed JPEG data are accessible as
analog voltage samples and in digital form using the digital
output pins JPEG/ADC (0:9). The JPEG-compressed data are
processed in MATLAB to reconstruct the image. This process
involves multiplying the quantized data by the Q-matrix (“Q”),
performing the IDCT, and rearranging the pixels in the reverse
order in which they were initially arranged when sent as
input to the IC. Finally, the reconstructed image is compared
with the original image to calculate the PSNR. The overall
performance of the system is measured using the PSNR metric.

B. Measured Results

Fig. 20 shows the measurement results for the implemented
IC. Fig. 20(a) shows the power consumption variation with
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the input data rate; the total power consumption increases
with the increase in the input data rate. For a maximum
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Fig. 21. ADC results. (a) ADC power consumption versus operating frequency for various supply voltages. (b) Simulation result showing the fraction of
significant samples versus the compression threshold. (c) A/D conversion energy versus frame size showing 20X improvement in energy efficiency.

input data rate of 5 MS/s, the total power consumption is
2.02 mW. Fig. 20(b) shows the power consumption pie chart
highlighting the power consumption of various blocks for a
VDD of 0.95 V at a 5-MS/s data rate. It can be observed
that the power consumption is predominantly influenced by
the op-amp-based voltage buffers, primarily due to their high
slew rate requirements, wider bandwidth demands, and the
large load capacitance of 500 fF. Fig. 20(c) illustrates the
PSNR performance for sampling clock frequencies of 500 kHz
and 10 MHz, evaluated using a black-and-white test image
to exploit the maximum input range. The PSNR is measured
for various unit buffer bias currents, and a quality threshold
of approximately 25 dB is established. The threshold helps
determine the minimum bias current required for the buffer
to ensure accurate compression and faithful reconstruction of
the image. It shows that a higher bias current is required

to maintain the PSNR above 25 dB for a higher clocking
frequency. Therefore, for a clock frequency of 500 kHz and
10 MHz, a minimum bias current of 26 and 34 uA is required,
respectively. Finally, the operability area of the ASIC has
been tested and measured using the shmoo plot. It shows
that the minimum required VDD increases with higher clock
frequencies. Therefore, for a clock frequency of 20 MHz, the
minimum required supply voltage is 0.95 V; however, for
a clock frequency of 2 MHz, the minimum required supply
voltage is 0.8 V. However, most failures shown in the shmoo
plot are due to image quality degradation, although the circuit
operates as required for the tested VDDs.

Fig. 21 shows the ADC measurement results. Fig. 21(a)
shows the ADC power consumption versus the ADC clock
frequency, which shows an increase in the power consumption
with the increase in the clock frequency. For example, at the
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Fig. 22. Comparison of the current implementation with its digital version
in terms of power and area.

clock frequency of 84 MHz, the ADC consumes 98.5 uW at
a VDD of 1 V. Fig. 21(b) demonstrates that increasing the
compression threshold reduces the fraction of significant sam-
ples. This reduction is leveraged by the dynamically activated
ADC, which digitizes only the significant samples, resulting
in substantial energy savings. Finally, in Fig. 21(c), the rel-
ative energy efficiency of the dynamically activated ADC is
compared to a standard ADC across various video frame sizes
varying from 480 pixels to 4K resolution. The dynamically
activated ADC achieves up to 20x energy improvement by
digitizing only significant samples, which constitute less than
5% of the total samples, whereas the standard ADC digitizes
all samples.

V. COMPARISON WITH RELATED WORKS

In this section, the design is compared against its digital
implementation and state-of-the-art implementations.

A. Digital Versus Analog Implementation

To highlight the reduction in power consumption by per-
forming compression in the analog domain instead of digital,
a digital MJPEG is simulated in 65-nm technology, imple-
menting all circuit components as shown in Fig. 4 using
digital arithmetic. Fig. 22 shows the analog versus digital
comparison. In the digital implementation, power consumption
scales with the supply voltage (VDD), consuming 7.83 mW
at VDD =1 V and 3.92 mW at VDD =0.7 V. Comparing, the
analog implementation (dAJC) achieves a power consumption
of approximately 2 mW, demonstrating a > 2x improvement
in power efficiency. The observed improvement in power
efficiency is primarily attributed to avoiding digitization at
the front end. While state-of-the-art ADCs may achieve low
conversion energy (~10 pJ/conversion), performing compres-
sion on digitized data requires the digital processing block
to operate at 10x higher frequency when assuming 10-bit

Comparing based on PSNR, the baseline digital MJPEG
achieves a 33-dB PSNR at 3.92 mW, which is ~5 dB better
than our analog implementation (28-dB PSNR at 1.85 mW)
but at ~2x higher power. Adding bit truncation (2 bits) lowers
the digital implementation PSNR to ~28 dB, matching the
analog implementation, but reduces the power by only 40%
(~2.4 mW), leaving the analog still 30% more energy efficient.
Future efficient analog techniques can further improve this
power benefit.

A detailed comparison is also conducted for the fundamental
building blocks of the compression unit, namely the divide-
by-2 unit and the MAC unit. The analog implementation
of the divide-by-2 unit exhibits a 182X power improvement
over its digital counterpart, while the MAC unit achieves
a 28x power improvement. In terms of area, the analog
implementation of the MAC unit offers a 2 x reduction in area
overhead. In contrast, the divide-by-2 unit requires only half
the area of its digital equivalent despite using a large capacitor
to suppress k7T /C noise. These observations underscore the
advantages of analog processing before A/D conversion, which
enable significant power savings and eliminate the need to
digitize all sensed analog samples (consequently improving
A/D conversion energy).

B. Comparison Against State of the Art

In this section, the dAJC IC is compared against the
previous IC implementations [24], [25], [26], [27], [28], as
shown in Fig. 23. This work is the first analog implementation
to achieve an input data rate of 5 Mb/s. The SC-based
2D-DCT computing core consumes 148-uW power, which is
~12x lower than that of other reported work, which consumes
2.5-mW power [26]. In this work, we provided a calibration
technique to counter the process variation compared to other
works that rely on design techniques (which are still prone
to process variations and parasitics). For total pixel-to-JPEG
compression using analog implementation, 2.02-mW power
is consumed, which is lower than the 2D-DCT power of
other implementations [26], [27], [28]. Considering the front-
end ADC energy as “E” for other works performing digital
MIJPEG compression, our work has a 20x reduction in the
ADC energy, as it is enabled for ~5% of the input analog
samples (those significant for the video signal integrity).

VI. DISCUSSION
This section delves into potential application areas of this
work, focusing on noise analysis for the SC circuit, the
impact of dynamically activated ADCs, and potential system
considerations for Q-matrix calibration.

1) Noise Analysis and Fundamental Energy:

This section provides a detailed examination of noise accu-
mulation in the design, particularly within the SC circuit.
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Fig. 23. Noise analysis for our proposed architecture and comparison with the state-of-the-art implementations.

Fig. 23 (top) provides the noise analysis and its reduction due
to the placement of buffers between the sampling capacitors.
In this design, we have chosen the minimum capacitance to
be 20 fF, as allowed by the foundry, trading off between the
occupied area and the effect of parasitics (routing and device
capacitance). Lower technology nodes with denser capaci-
tances facilitate smaller capacitors, which can significantly
reduce the overall design area.

To analyze the effect of noise from each capacitor [29],
[30], the smallest capacitor in each design stage is selected,
which is supposed to introduce the maximum noise to
the signal of interest. The input-referred noise voltage for
the system, encompassing intentional attenuation and the

intermediate buffer gain, is shown in Eq. (7) and (8), bottom
of the page.

1) Stage-1 DCT: The smallest capacitor C; = 20 fF = C,,
introduces thermal noise of 450 uV, while the accumu-
lator capacitor Cyec; = 500 fF = 25C,, contributes 90 uV
of noise.
Stage-2 DCT: Similarly, Cy; = 20 fF = C,, and Cyer =

2)

3)

500 fF =

25C, are used, with noise contributions of
450 pV and 90 pV, respectively.

Quantization Stage: The quantization stage uses Cy; =
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and 200 pV of noise.
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The intermediate buffer between the two stages introduces
a 2x gain (G), significantly reducing the noise accumulation
in later stages. However, note that increasing the buffer gain
further could lead to signal saturation, introducing computation
errors, as discussed in Section II-A. The total input-referred
noise in the system is calculated to be approximately ~ 548 uV
[using Eq. (7)].

The energy efficiency of the system is influenced by the
power consumption of the intermediate gain buffer, which
drives the input capacitance of Stage-2 DCT. To estimate this
fundamental energy requirement, we normalized all capaci-
tors to a unit capacitance (C,). This abstraction simplifies
the capacitor sizing across the DCT stages and quantiza-
tion blocks, which is further elaborated in Section III. The
intermediate buffer, designed to drive a capacitive load of
approximately 500 fF (25C,), is required to meet a specific
slew rate [10% of the clock period (20 MHz)] for the signal
transition. This results in a power consumption of approxi-
mately 50 uW per buffer.

The total system power consumption includes contributions
from the buffer stages (the dominant component, with 22
buffers in total—2 for input S&H, 16 as intermediate buffers,
and 4 for differential-to-single-ended conversion), as well
as from the clocking and DCT circuitry, which adds extra
500 uW, as calculated from measurement data.

From this analysis, the total power and corresponding
energy efficiency for varying values of C, are shown in Fig. 24.
Based on these calculations, the fundamental energy consump-
tion of the system is estimated at 320 pJ/pixel (22 x 50 uW
+500 uW)/5 M), representing a 2.5x improvement over
the digital implementation (the digital power consumption of
3.92 mW is at 5 MS/s and 0.7 V and the energy efficiency is
calculated to be 784 pJ/pixel).

While the continuous-time buffer architecture (current ver-
sion) increases power consumption, relaxing the slew rate and
adopting discrete-time buffers can significantly reduce power,
as shown by the dotted lines in Fig. 24 for an ON time of 50%
in a future implementation of dAJC.

2) Scope and Impact of the Dynamically Activated ADC:

In this work, we present a dynamically activated ADC that
achieves approximately 20 x improvement in energy efficiency
by tailoring its operation to the sparsity of the input data. For
an input sampling rate of 5 MS/s and an ADC conversion
energy of 10 pJ/conversion [31], the power consumption of a
conventional ADC is 50 ¢W. In contrast, our implementation
achieves a drastically reduced power consumption of 2.5 uW.
While the ADC power in this specific scenario is a relatively
small fraction of the overall system power (~2 mW), its con-
tribution becomes increasingly significant with higher video
resolutions. For example, in 4K video applications, the power
consumption of a standard ADC can escalate to the milliwatt
range, thereby representing a substantial portion of the total
system power budget.

Table I highlights this trend by showing the power con-
sumption of standard and dynamically activated ADCs as
video frame sizes increase. It is important to note that our
analysis is based on an assumed ADC energy efficiency of
10 pJ/conversion.
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3 T :
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= the overall implementation area, power
215¢ and the thermal noise limit.
o
> nl
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Fig. 24. (a) Analytical thermal noise in the entire system for different

values of C,. We chose C,, = 20 fF for our implementation. (b) Total
power consumption and energy efficiency for different values (C,), comparing
continuous-time buffer (solid line) and duty-cycled buffer (dotted line),
showing at least a 2.5x improvement over the digital implementation. This
shows the fundamental tradeoff of noise, area (C,), and power.

TABLE I

COMPARISON OF STANDARD VERSUS DYNAMICALLY ACTIVATED ADC
POWER AND STORAGE REQUIREMENTS FOR
VARIOUS VIDEO RESOLUTIONS

Video Video Sample Rate ADC Power Intermediate Storage
Standard ADC  dynamically-activated ADC

480p RGB 6 fps 5 MSps 50 pW 2.5 uW 50 Mb

HD RGB 30 fps 80 MSps 800 W 40 pW 800 Mb

2K 30 fps 233 MSps 2.33 mW 116 pW 2.3 Gb

4K RGB 30 fps 320 MSps 32 mW 160 W 32 Gb

Additionally, digital implementation requires digitizing the
input signals through a front-end ADC. For effective operation
at 10-bit resolution, the digital system would need to operate at
approximately 10x the input data sample rate. For 4K video
at 320 MS/s, this corresponds to an operating frequency of
3.2 GHz (serial architecture equivalent to our proposed
design), which poses significant challenges at the 65-nm
technology node. Alternatively, if digitization and processing
were performed at a lower frequency, intermediate storage
(3.2 GB) would be necessary. This approach, however, incurs
additional energy costs associated with memory access and
processor fetching operations, further exacerbating overall
system power consumption.

3) Future Prospects of the Q-Matrix and Process
Calibration:

To address process variations in the capacitors storing the
quantization and DCT matrices, the current implementation
necessitates calibration by sending a set of 64 8§ x 8 test
images to the IC. Based on the compressed output data, the
Q-matrix (Q") used for decoding is calibrated. While this
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Fig. 25. Comparison of the current implementation with its digital version
in terms of power and area. (a) Q-calibration with microcontroller. (b) Future
technique by exporting Q’; no calibration required.

calibration process has been implemented in MATLAB, it can
be easily automated using a microcontroller-based system as
illustrated in Fig. 25(a). In this method, the test/calibration
images, the ideal Q-matrix, the ideal compressed output sam-
ples, and the calibrated Q-matrix (Q") are stored in memory.
This setup enables automated calibration calculations through
a microcontroller, streamlining the process.

For future implementations, a more efficient approach can
be adopted, similar to the software-based JPEG standard. In
this solution, the Q-matrix used during compression (Q’),
which inherently reflects process variations and parasitics,
would be exported alongside the compressed analog samples.
As depicted in Fig. 25(b), this approach eliminates the need
for calibration entirely. The concatenated output containing the
compressed data and the implemented Q-matrix (Q’) can be
directly used during decoding. This ensures that process vari-
ations and parasitics are inherently accounted for during the
decoding phase, simplifying the workflow, reducing overhead,
and aligning with practical deployment scenarios.

4) Potential Application Scenario for dAJC:

We emphasize that analog processing, while not universally
superior, can provide significant power savings in cer-
tain resource-constrained in-sensor applications where PSNR
requirements are modest (e.g., below 40-50 dB) (video ref-
erences for 25-dB PSNR threshold [32], [33], [34]). This
observation aligns with insights from prior work [5]. Analog
computing has the potential to enhance the operational lifespan
of VSNs where resource constraints often outweigh the need
for perfect fidelity, as illustrated by the following examples.

IEEE JOURNAL OF SOLID-STATE CIRCUITS

1) Body Cameras: With constrained battery life, body cam-
eras can capture video, apply analog compression, and
transmit compressed samples to an on-body hub [35]
for storage and processing. This significantly conserves
energy due to the large disparity between computing
and communication energy costs (~10* times) [7]. Com-
pressing the information before communicating reduces
the power consumption of the sensor node.

2) Uncrewed Aerial Vehicles (UAVs): They benefit from
lighter and smaller form factors, and onboard analog
compression can extend flight durations by reducing
computational and data storage demands. Compressed
data can be relayed wirelessly to ground systems for
detailed analysis.

3) Surveillance Cameras: Continuous recording for surveil-
lance applications can leverage analog compression to
substantially reduce power consumption and data storage
requirements.

These examples highlight the potential of analog-domain
compression in scenarios involving wireless transmission,
where a minimum PSNR of 25 dB is required, as shown in
[36] and [37]. While this approach does not claim universal
applicability, it is particularly effective for these applica-
tions. For instance, the proposed dAJC, capable of processing
5 MS/s, can compress a single-channel 480-pixel video at
18 frames/s. Applications requiring a resolution of 480 pixels
with a PSNR (<40 dB) can effectively utilize the proposed IC.

VII. CONCLUSION

In conclusion, the first end-to-end implementation of
MIJPEG compression in the analog domain, utilizing SC
circuits, was realized using 65-nm CMOS technology. This
work demonstrates a shift of the compression from the
digital to the analog domain, significantly reducing digi-
tal computation power consumption. The approach achieves
a > 2x improvement in energy efficiency by leveraging
analog-domain operations over digital. Additionally, relocating
compression to the analog domain enables in-sensor process-
ing, allowing direct signal analysis at the sensor level without
relying on data transmission to a centralized processing hub.
The implementation demonstrates a 20-fold reduction in ADC
conversion energy through input-dependent ADC operation
while substantially lowering the overall power consumption
associated with communication. Additionally, a system-level
algorithm analysis was conducted to develop a calibration
scheme tailored to the inherent properties of the MJPEG
compression algorithm. By using a set of calibration images,
this scheme mitigates the impact of process variations during
MIJPEG decoding, further enhancing the robustness of the
proposed analog design.
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