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MACHINE LEARNING ASSISTED SUPER
RESOLUTION MICROSCOPY

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present patent application is related to and claims the
priority benefit of U.S. Provisional Patent Application Ser.
No. 63/285,252, filed Dec. 2, 2021, entitled SYSTEM
ARCHITECTURE AND METHOD OF PROCESSING
DATA THEREIN, the contents of which are hereby incor-
porated by reference in its entirety into the present disclo-
sure.

STATEMENT REGARDING GOVERNMENT
FUNDING

This invention was made with government support under
ECCS2015025 awarded by the National Science Foundation
and under DE-ACO05-000R2275 awarded by the Department
of Energy. The government has certain rights in the inven-
tion.

TECHNICAL FIELD

The present disclosure generally relates to super-resolu-
tion microscopy and, in particular, to a method and system
utilizing machine learning for improvement thereof.

BACKGROUND

This section introduces aspects that may help facilitate a
better understanding of the disclosure. Accordingly, these
statements are to be read in this light and are not to be
understood as admissions about what is or is not prior art.

Due to the wave nature of light, the spatial resolution of
conventional far-field microscopes is fundamentally limited
by the diffraction limit to approximately half the wavelength
of the incident light, known as the “Abbe limit,” named after
Ernst Karl Abbe. In 1874 he published a paper entitled “A
Contribution to the Theory of the Microscope and the nature
of Microscopic Vision,” in which he described the inverse
proportionality of a microscope resolution to its aperture.
Referring to FIG. 1, a diagram intended to show the Abbe
limit of optical microscopes, this relationship is visualized.
A photon emitting object provides light at various wave-
lengths (fluorescent light provides most useful information
at a wavelength of about 400-500 nm). The light shone on
a lens is transmitted onto a detector. When the particle is
small (say less than the wavelength divided by 2), it gen-
erates a point spread function (PSF) in the XY plane in the
form of the Airy lateral circle and rings, with every ring
away from the center being less bright. The photolumines-
cence (PL) map (i.e., map of electromagnetic radiation as a
result of emission of photons), which is intensity as a
function of XY location, is also shown. The lowest diameter
for the XY PSF is thus in the order of 200-250 nm. In the XZ
plane, the PSF is more of an oblong shape but even larger in
dimension. Abbe’s formula is shown in FIG. 1 (d=A/2-NA,
where A is the wavelength of light, and NA is the numerical
aperture which is about 1 for most aberration-free lenses),
thus resulting in the 200-250 nm diffraction limit. This limit
poses significant challenges for viewing smaller objects,
e.g., in the order of 10’s of nm, and particularly when these
objects are close to each other, e.g., in the order of 10 s of
nm, as the PSFs of these particles begin to merge thus
causing partial or complete loss of useful detection.
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Given the Abbe diffraction limit, there have been far-field
super-resolution microscopy (SRM) techniques that aim at
overcoming said limitation. The developed SRM techniques
typically break one or more of the underlying fundamental
assumptions on the nature of light-matter interaction within
the optical system, under which the diffraction limit is
derived. Specifically, it is assumed that the illumination
intensity is homogenous, the optical response of the station-
ary object is linear, and all the optical fields in the system are
classical. Recently, a plethora of novel super-resolution
techniques, including stimulated emission depletion, struc-
tured illumination microscopy, photoactivated localization
microscopy, and stochastic optical reconstruction micros-
copy, have been developed. All the aforementioned tech-
niques are realized within classical optical systems via
breaking the homogeneity, linearity, or stationarity assump-
tions.

Another promising SRM technique includes taking into
account the quantum nature of light. Several quantum
schemes have been proposed utilizing multimode squeezed
light and generalized quantum states. These approaches use
complex quantum states of light as an illumination source,
which demand highly efficient, deterministic sources of such
quantum photons or entangled photon pairs. In contrast,
several SRMs have been developed by relying on the
quantum nature of the light emitted by the object itself. This
approach, originally proposed by Hell et al., is based on the
fact that some quantum sources emit photons with sub-
Poissonian temporal statistics, which can be analyzed by
measuring the autocorrelation function of the emission. It
has been shown that by analyzing the n-th order autocorre-
lation function at zero time delay g“”(t=0) of nonclassical
light emitted from a point source, it is possible to reduce the
size of the effective point spread function by a factor of Vn
(square root of n).

Hell et al. proposed the Gedanken experiment in which a
photon emitter provides photons to a beam splitter which
either allows transmission of the photons to a first detector
or reflection of the photons to a second detector. FIG. 2 is a
diagram showing the basic schematic of the Gedanken
experiment, in which a system 100 was used, including a
photon emitter 102 providing photons 104 to a beam splitter
106 that distributes the photons between two detectors 108,
and 108,,. It should be noted that no single photon is allowed
to travel to both detectors 108, and 108, as shown in the
registers next to each detector, whose outputs are coupled to
a correlation device 110. A second-order autocorrelation
function (or cross-correlation function between the two
detectors) denoted as g®(x, y, 0) representing the 2"¢ order
autocorrelation at pixel position (x,y) with zero delay is
established from the two detectors, thereby establishing the
statistical nature of the photon emitter. Said autocorrelation
can then be used to generate a super-resolved image <N
(x,y)>*(1-g?(x, y, 0)) where N (x,y) represents the intensity
at pixel position (x,y). In this setup, the beam splitter 106
performs an antibunching function by either transmitting the
incoming photon to the first detector 108, or reflecting it to
the second detector 108,,.

The above-described antibunching-based SRM can be
coupled with a classical approach to improve the imaging
system’s resolution further. By combining image scanning
microscopy with the second-order quantum photon correla-
tion measurement, a spatial resolution of four times beyond
the diffraction limit was achieved with only a modest
hardware overhead compared to traditional confocal scan-
ning microscopy. This combination makes the antibunching-
based SRM technique a very attractive platform for imaging
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quantum light sources, as these are typically analyzed using
confocal scanning microscopy. The main bottleneck of this
framework is the time required for acquiring the time-
resolved photon statistics needed to accurately determine the
values of the autocorrelation function at zero delay. This
accuracy depends on the number of registered correlated
photon detection events. For example, a standard protocol
for each pixel requires about 1-4 minutes for measurement
and postprocessing. Thus, if there are, for example, 1024
pixels in a fully encompassed super-resolved image, the
amount of time required to generate the image is on the order
of 1024-4096 minutes (i.e., between 17 to 68 hours for one
super-resolved image). The time requirement scales up
exponentially with the increasing order of the autocorrela-
tion function, making such data manipulations impractical.
Hence, to realize scalable and practical antibunching-based
SRM, one needs to develop a fast and precise approach to
determine n-th order autocorrelation function at zero time
delay (g"(t=0)).

Therefore, there is an unmet need for a novel approach to
speed up processing of quantum-based super-resolution
microscopy.

SUMMARY

A method of providing super-resolved images of a photon
emitting particle is disclosed. The method includes provid-
ing a machine-learning (ML) platform, wherein the ML
platform is configured to receive pixel-based sparse auto-
correlation data and generate a predicted super-resolved
image of a photon emitting particle, receiving photons from
the photon emitting particle by two or more photon detec-
tors, each generating an electrical pulse associated with
receiving an incident photon thereon, generating sparse
autocorrelation data from the two or more photon detectors
for each pixel within an image area, and inputting the
pixel-based sparse autocorrelation data to the ML platform,
thereby generating a predicted super-resolved image of the
imaging area, wherein the resolution of the super-resolved
image is improved by Vn as compared to a classical optical
microscope limited by Abbe diffraction limit.

A system for generating super-resolved images of a pho-
ton emitting particle is also disclosed. The system includes
a platform configured to receive a particle for which a
super-resolved image is to be generated; a light source
configured to illuminate the particle, two or more photon
detectors configured to receive photons emanating from the
particle, each photon detector generating an electrical pulse
associated with receiving an incident photon emanating
from the particle thereon, and a computer system having a
processor and non-transient memory with software thereon.
The computer system is configured to provide a machine-
learning (ML) platform; the ML platform is configured to
receive pixel-based sparse autocorrelation data associated
with the two or more detectors and generate a predicted
super-resolved image of the photon emitting particle, gen-
erate sparse autocorrelation data from the two or more
photon detectors for each pixel within an image area, and
input the pixel-based sparse autocorrelation data to the ML
platform, thereby generating a predicted super-resolved
image of the imaging area, wherein the resolution of the
super-resolved image is improved by Vn as compared to a
classical optical microscope limited by Abbe’s diffraction
limit.

BRIEF DESCRIPTION OF DRAWINGS

The patent or application file contains at least one drawing
executed in color. Copies of this patent or patent application
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publication with color drawing(s) will be provided by the
Office upon request and payment of the necessary fee.

FIG. 1 is a schematic of a classical approach to optical
microscopy demonstrating the fundamental diffraction limit.

FIG. 2 is a schematic demonstrating the Gedanken setup,
including one photon emitting source, two photon detectors,
and a correlation device representing the known Hanbury-
Brown-Twiss (HBT) interferometry measurement setup.

FIG. 3 includes a graph of the correlation function of two
detectors as a function of delay time in ns per pixel which
can be used to generate a curve fit (Levenberg-Marquardt
(LM) curve fit) per pixel which can then provide a super-
resolved image of a plurality of pixels in an image area.

FIG. 4a is a schematic showing how sparse autocorrela-
tion data is used as input data to a convolutional neural
network (CNN) pre-trained to generate a super-resolved
image.

FIG. 4b is a schematic showing how the CNN of FIG. 4a
is trained by providing sparse autocorrelation data as input
training data. The CNN’s out is a predicted super-resolved
image that is compared against an experimentally generated
super-resolved image.

FIG. 5a is a schematic of an experimental setup where a
laser energizes a nanodiamond to emit photons which are
detected by two detectors after having passed through a
beam splitter, where the outputs of the two detectors are
provided to a correlation board which provides a sparse
HBT autocorrelation data of less than 10 seconds to the
trained CNN of FIG. 4a, which then generated the predicted
super-resolved image.

FIG. 5b is a schematic is provided depicting the structure
of the CNN used for prediction of g®?(0) and thus the
super-resolved image.

FIG. 5c is a graph of predicted g®(0) vs. ground truth
based on the LM fitting alone, which shows the regression
plot of the LM fitting performed on 5 s HBT histograms.

FIG. 5d is another graph of g®(0) vs. ground truth
utilizing the CNN regression model.

FIG. 6a is a photoluminescence (PL) distribution within
an area of 32 by 32 pixels containing one nitrogen-vacancy
(NV) center in nanodiamonds dispersed on a coverslip glass
substrate.

FIG. 6b is a graph of intensity vs. line coordinates in pm
for the original PL and a Gaussian fit cross-section of the
diffraction-limited image, taken along the dashed line (see
FIG. 6a) which yields a full width half maximum
(FWHM=2V2 In 20) of 310 nm.

FIG. 6c is a reconstructed PL map showing a noisy
reconstruction of the g@(x, y, 0) due to the sparsity of the
HBT histograms.

FIG. 6d is a corresponding super-resolved reconstructed
image of G®(x,y) of the noisy reconstruction of the g®(x,
y, 0) of FIG. 6c.

FIG. 6¢ is a graph of the cross-section of the obtained
image of FIG. 6d and corresponding fitting with the same 0
value as of the original PL image (FIG. 6a).

FIGS. 6f and 6g are the 2" order autocorrelation (g@(x,
y, 0)) distribution retrieved via using the pre-trained CNN
(FIG. 6f) and corresponding super-resolved image (FIG. 62).

FIG. 64 is a graph of Gaussian fitting of the cross-section
distribution of the resolved image, which shows that the
ML-assisted approach ensures a FWHM of 219 nm, which
corresponds t0 O yn=0/V2.

FIGS. 7a, 7b, and 7c are PL maps of reconstructed images
based on the ML approach using smaller amounts of time
(i.e., 5's, 6 s, and 7 s HBT scans, respectively).



US 12,159,369 B2

5

FIG. 7d is a graph of G*® vs. line coordinate in um, which
compares a cross-section shown in FIG. 7a for all three
images shown in FIGS. 7a, 7b, and 7¢, which appear stable
against the reduction of the acquisition time.

FIGS. 8a, 8b, and 8¢ are PL distributions for two closely
positioned particles with FIG. 8a providing raw intensity,
FIG. 8b providing CNN-based retrieved 1-g®(x, y, 0) map,
and FIG. 8¢ providing the CNN-based resolved super-
resolved image (G®) of the two NVs separated by about
600 nm distance.

FIGS. 8d and 8¢ are graphs of intensity vs. line coordi-
nates in um showing Gaussian fitting of the cross-section
(taken along the dashed line in FIG. 8a), demonstrating one
can retrieve the FWHM values of each of the lobes, which
are equal to about 465 nm (as shown in FIG. 8d), and by
performing the same fitting on the resolved image, V2
narrowing of the emission features (FWHM=330 nm) by the
CNN based approach is confirmed in FIG. 8e.

FIG. 9a is a graph of n detectors, all of which are coupled
to a correlation card configured to provide an n” order
correlation function vs. delay time in ns, shown in FIG. 9b.

FIG. 9b is a graph of correlation function vs. delay time
in ns.

DETAILED DESCRIPTION

For the purposes of promoting an understanding of the
principles of the present disclosure, reference will now be
made to the embodiments illustrated in the drawings, and
specific language will be used to describe the same. It will
nevertheless be understood that no limitation of the scope of
this disclosure is thereby intended.

In the present disclosure, the term “about” can allow for
a degree of variability in a value or range, for example,
within 10%, within 5%, or within 1% of a stated value or a
stated limit of a range.

In the present disclosure, the term ‘“‘substantially” can
allow for a degree of variability in a value or range, for
example, within 90%, within 95%, or within 99% of a stated
value or of a stated limit of a range.

A novel approach is described to speed up the processing
of quantum-based super-resolution microscopy. Towards
this end, according to the present disclosure, convolutional
neural networks (CNNs) are utilized to enable rapid classi-
fication of quantum emitters depending on whether g(0) is
above or below a given threshold value based on sparse
autocorrelation function measurements. Specifically, a
CNN-based regression model is disclosed herein that allows
an accurate estimation of the g®(0) values and thus super-
resolved images based on sparse data. Using the developed
CNN model, the acquisition time in the antibunching-based
scanning SRM technique has been reduced by at least 12
times per pixel, thus marking an important step towards the
practical realization of scalable quantum super-resolution
imaging devices. According to the present disclosure, the
approach can be extended to rapid measurements of higher-
order autocorrelation functions, which opens up the way to
the practical realization of scalable quantum super-resolu-
tion imaging systems. The developed method is compatible
with the continuous wave (CW) excitation regime, which
reduces emitter photobleaching due to multi-photon absorp-
tion and does not restrict the fluorescence lifetime. There-
fore, it can be extended and applied to a wide variety of
quantum emitters used in biological labeling and quantum
on-chip photonics.

The antibunching technique is further described to better
elucidate the present disclosed method. The antibunching
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SRM technique relies on the detection of quantum correla-
tions in the signal radiated by quantum emitters, which
allows for a gain in the spatial resolution of a factor of n by
measuring n-th order autocorrelation function. This fact can
be understood by conducting the Gedanken experiment, as
presented in FIG. 2. In the case of a hypothetical emitter that
emits photons by pairs, an improvement in resolution can be
theoretically obtained by sending each of the two photons to
a separate detector. Since the two detectors will record two
independent point-spread function (PSF) estimates, the spa-
tial resolution can be improved by a factor of V2 via simple
multiplication compared to classical optical microscopy.
However, instead of requiring the emitter to emit pairs of
photons, one can acquire the same amount of information by
assessing the absence of the two-photon correlation in
single-photon emission by measuring the second-order auto-
correlation function (based on the presence of two detec-
tors). Furthermore, one can achieve an arbitrarily large
improvement in resolution by measuring higher-order cor-
relations in the emission of a single photon emitter. In the
most general form, the intensity distribution of the super-
resolved image based on antibunching SRM G“’(x, y) can
be obtained via retrieving spatial distributions of the n-th
order autocorrelation function at zero time delay g”(x, vy,
1=0) and the number of detected photons N (x, y) based on

G(")(X,}')&N(x,)’»”zi:1i:i'"u“C'ins &

where <N(x, y)> is the average number of detected photons
from a given point (x,y) of the sample,
X, is a function of the product g“P(x, y, 0)g?(x, vy,
0)...g"%xy, 0,
1,4, 1 the number of ordered combinations, fulfilling the
condition ¥,_,%j,=n. For example, for n=2 case, Eq. (2)
takes the simple form:

GP(x,y) KN x,y)>* (1= (x,,0)). 2)

The most commonly used approach for retrieving the
2(0) value is a Hanbury-Brown-Twiss (HBT) interferom-
etry measurement, composed of a beam-splitter directing the
emitted light to two single-photon detectors connected to a
correlation board (as shown in FIG. 2). The correlation
board registers events consisting of pairs of detector clicks.
It then arranges these events into a histogram as a function
of the time delay T between the clicks, which can be used for
the postprocessing via a curve fitting process, e.g., Leven-
berg-Marquardt (LM) fitting as provided by:

-T

-
P =1-ae"t +aye?

3)

where, a, t, j=1,2 are the fitting parameters related to the
internal dynamics of the emitters. Referring to FIG. 3, the
autocorrelation function is shown, indicating almost zero
correlation with zero delay, as to be expected since the
photons from the emitter can only be transmitted to one
detector or reflected to the other detector. FIG. 3 also shows
the main steps of the fitting-based approach for the realiza-
tion of the antibunching SRM technique based on the LM
fitting. Specifically, the area of interest is divided into nxm
pixels, and autocorrelation histograms are acquired at each
pixel. The autocorrelation measurement is performed for
several minutes for each pixel. The L-M fitting is done over
all HBT histograms, and the corresponding g®(x, y, 0) map
is retrieved. Finally, the resolved image is calculated via Eq.
(2) (as further shown in FIG. 3).

In the Gedanken experiment, according to the present
disclosure, the photon emitter is a single nitrogen-vacancy
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(NV) centers in nanodiamonds dispersed on a coverslip
glass substrate. These emitters typically yield between 10*
and 10° counts per second on each of the single-photon
detectors in the HBT setup (when in focus) and exhibit
fluorescence lifetimes between 10 and 100 ns. During the
scan, when the emitters are partially out of focus, the
fluorescence counts drop significantly. Consequently, to
assess g?(0) via Levenberg-Marquardt (L-M) fitting with
an uncertainty varying between +0.01 to +0.05, autocorre-
lation histogram acquisition times of 1 min are required per
pixel. In the pulsed excitation regime, the fitting is not
required to retrieve g®(0) as long as the pump repetition
period is much longer than the emitter’s fluorescence life-
time. However, this requirement becomes somewhat
impractical when the emitter lifetime is long, as in the case
of NV centers. The developed machine learning approach
addresses the aforementioned problem by rapidly estimating
the g®(x, y, 0) values based on sparse HBT measurement.
According to the present disclosure, the machine learning
framework is shown in FIG. 4a with additional details
shown in FIGS. 5a and 5b. A CNN regression network is
trained on a “sparse” autocorrelation data set with short
acquisition times. Once trained, the CNN network estimates
the g(0) values, requiring an acquisition time of less than
10 s.

With reference to FIG. 4a, a schematic is shown for the
main building block of the machine learning assisted anti-
bunching SRM technique, according to the present disclo-
sure, which provides a CNN-based regression model used
for retrieving g®(0) values. As shown in FIG. 4a, a short
(<10 seconds) of the 2" order autocorrelation vs. delay time
from two detectors for a pixel is provided to the pre-trained
CNN, which then provides the super-resolved image for that
pixel. This process is repeated for all pixels, thereby pro-
viding the super-resolved image of the object/sample. As
discussed above, the prior art requires about 1 to 5 minutes
per pixel to provide the super-resolved image, while utiliz-
ing the CNN of the present disclosure, this can be reduced
by at least a factor of 12, thus significantly improving the
processing time. The structure of the CNN, its training and
testing, and a comparison of its performance against con-
vention LM fitting are provided below.

As discussed in FIG. 4a, the supervised training of the
CNN regression model was performed using an augmented
dataset of 5 s-10 s sparse HBT histograms and the corre-
sponding ground truth labels. The training process is real-
ized by performing ADAMAX gradient descent optimiza-
tion using the KERAS library for 100 epochs with a mean
absolute percentage error loss function. In this setup, 80% of
the dataset is used for training, while the remaining 20% are
used for validation and testing.

The training dataset for sparse second-order autocorrela-
tion histograms includes measurements performed on a set
of 40 randomly dispersed nanodiamonds with NV centers on
a coverslip glass substrate. Referring to FIG. 4b, a schematic
is shown describing the process of training the CNN. As
shown, sparse 2"¢ order autocorrelation data vs. delay time
is provided for each pixel to the CNN as training input data.
The CNN generates a predicted super-resolved image for
each pixel. The super-resolved image is then compared to
the experimental super-resolved image, thus generating an
error signal, which is minimized by changing the weights of
the CNN in a regression process. Once the weights have
been determined, the CNN is considered trained.

Referring to FIGS. 5a and 5b, the CNN and its operation
are shown in more detail. FIG. Sa is a schematic of the
optical circuit used, according to the present disclosure for
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the HBT setup. FIG. 5a shows two avalanche detectors (D1,
D2) with 30 ps jitter, which are coupled to a pulse correlator
with a 4 ps internal jitter. The co-detection events are
recorded over a range of 500 ns and collected into 215
equally sized time bins. For each of the 40 emitters, hun-
dreds of sparse autocorrelation histograms with is acquisi-
tion time are collected until the total number of co-detection
events in their sum allows a precise ground truth (g*(0))
estimation via L-M fitting with fitting uncertainty varying
between +£0.01 to +0.05. The estimated ground-truth value is
then assigned as a label to the entire set of is histograms.
Thereafter, all the possible combinations of 1 to 10 of these
is histograms are formed to obtain training data that emu-
lated histograms with acquisition times from 1 s to 10 s.
Such a data augmentation process assumes that the emission
is a process with no memory over times exceeding Is, thus
allowing to extend the training dataset significantly.

Referring to FIG. 5b, a schematic is provided depicting
the structure of the CNN used for prediction of g®(0) and
thus the super-resolved image. The CNN includes one input
layer, three hidden convolutional layers, one max-pooling
layer followed by dropout, three fully connected layers, and
one output node generating the super-resolved image. The
input layer included 215 nodes corresponding to the number
of bins in the input histogram. The feature learning part of
the CNN is optimized to capture the salient features of the
autocorrelation datasets. In contrast, the regression part is
trained to predict g®(0) values based on these extracted
features. All of the hidden layers comprised 260 filters. The
third hidden layer’s output is connected with the max-
pooling layer, followed by the dropout layer. The kernel size
of the filters (4) is chosen to be the same for each layer.
Importantly, the CNN takes the total number of two-photon
detection events N,,,,, in the histogram as an additional
input. N,,.,... 1S concatenated to the output of the feature
learning part and used as a regularization term during the
training process. The 5 s-10 s histograms acquired on pixels,
where the contribution of the quantum emission to the total
counts is negligible, feature N,,,,.<*, while the histograms
on areas close to the quantum emitter locations feature
N,,enis=05 on average. To populate the “dark” pixels, the
CNN regression network is implicitly biased to produce
2?(0)=1, on the datasets with N_,,,,.<* counts.

The performance of the trained CNN regression model is
assessed via calculating the mean absolute percentage error
(MAPE) and the coefficient of determination (r*) on the 5 s
histogram datasets. FIG. 5¢ is a graph of predicted g®(0) vs.
ground truth based on the LM fitting alone, which shows the
regression plot of the LM fitting performed on 5 s HBT
histograms. Dots show the average predicted g®(0) value,
while error bars show the standard deviation of the predicted
value over all the 5 s datasets acquired for a given emitter.
Specifically, markers show the average value of the predic-
tion, while error bars show the standard deviation over the
set of 5 s histograms belonging to the same emitter. Due to
the sparsity of the HBT measurement, the LM fitting expect-
edly cannot ensure precise fitting of the data, which results
in MAPE=32%, r’=70%, and root mean square error
(RMSE) of 0.215.

In contrast, the CNN regression model ensures precise
predictions of the g®(0) values based on 5 s HBT histo-
grams, as indicated in FIG. 5d, which is another graph of
2@(0) vs. ground truth utilizing the CNN regression model.
Dots show the average predicted g (0) value, while error
bars show the standard deviation of the predicted value over
all the 5 s datasets acquired for a given emitter. Due to the
ability of the CNN network to learn hidden correlations
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between signature features of the sparse datasets and the
ground truth labels, the CNN regression model shows excel-
lent performance on the sparse dataset and ensures low
MAPE (5%), a high coefficient of determination of 93% and
RMSE of 0.0018. The CNN performance is also robust
against the reduction of the acquisition time. The perfor-
mance of both approaches was analyzed on 5 s, 6 s, and 7
s HBT datasets. The performance of the direct fitting ensures
30% and 27% MAPE when applied to 6 s and 7 s HBT
measurements, respectively. A comparison between the LM
fitting approach and the CNN approach shows that the CNN
regression model ensures a much more robust performance
than LM fitting. It ensures 3.92% MAPE on 6 s HBT
datasets and reaches up to 3.58% MAPE when applied to 7
s datasets.

The benchmarking of the ML-assisted regression of auto-
correlation data enables the experimental demonstration of
the ML-assisted antibunching SRM. The experiment is
realized on a sample of randomly dispersed nanodiamonds
with NVs on a glass substrate. In this demonstration, the
objective is scanned using a piezo-stage with sub-10 nm
resolution over the 775x775 nm? region of interest, which is
divided into 1024 (32%32) pixels and contains one nanodia-
mond with a single NV center. Autocorrelation measure-
ments are performed on each pixel in 1 s time increments
with a 7 s total acquisition time per pixel. Along with the
autocorrelation data, the corresponding photoluminescence
(PL) map is retrieved, which is shown in FIG. 6a, which is
a PL distribution within the area of 32 by 32 pixels con-
taining one NV center.

A graph of intensity vs. line coordinates in um for the
original PL and a Gaussian fit cross-section of the diffrac-
tion-limited image, taken along the dashed line (see FIG.
6a), is shown in FIG. 6b. Gaussian fitting of the intensity
distribution yields a full width half maximum (FWHM=2v2
In 20) of 310 nm. By LM fitting the 5 s sparse histograms
of each pixel, the g (x, y, 0) map is retrieved. Due to the
sparsity of the HBT histograms, the L-M fitting expectedly
leads to a noisy reconstruction of the g®(x, y, 0) distribution
(as shown in the reconstructed PL of FIG. 6c). FIG. 6d
shows the corresponding reconstructed image of G*(x, y)
(based on Eq. 3). The cross-section of the obtained image
and corresponding fitting with the same a value as of the
original PL image are shown in FIG. 6e. It should be noted
that the g®(x, y, 0) obtained via L-M fitting leads to a noisy,
blurred image without any gain in spatial resolution, which
is a direct consequence of the inaccurate retrieval of the
2@(x, y, 0). In contrast, the CNN-based antibunching SRM
ensures the expected V2 gain in resolution on a sparse 7 s
HBT scan. FIGS. 6f and 6g show g®(x, y, 0) distribution
retrieved via using the pre-trained CNN (FIG. 6f) and
corresponding super-resolved image (FIG. 6g). It should be
noted that ML-based framework ensures precise reconstruc-
tion of the g®(x, y, 0) map, and as a result, achieves a V2
gain in the spatial resolution of the reconstructed image.
Gaussian fitting of the cross-section distribution of the
resolved image shows that ML assisted approach ensures a
FWHM of 219 nm, which corresponds to G pyy=0/V2 (as
shown in FIG. 6#h).

Up to this point, an acquisition time of 7 s per pixel has
been considered. However, the robustness of the regression
model indicates that the developed approach can be effi-
ciently applied to more sparse datasets. FIGS. 7a, 7b, and 7¢
show the reconstructed images based on 5's, 6 s, and 7 s
HBT scans, respectively, and FIG. 7d compares their cross-
sections, which appear stable against the reduction of the
acquisition time. It is worth noting that the fitting-based
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approach requires at least 1 min of HBT measurement per
pixel for precise retrieval of the g®(0) values, as it has been
observed during the dataset collection process discussed
above. This time requirement significantly depends on the
properties of the single-photon emitters, e.g., quantum
purity, lifetime, and emission rate, and can be significantly
longer in the case of low emission rates of the emitter. As a
result, the developed ML-assisted anti-bunching approach
ensures up to 12 times speed-up compared with the fitting-
based approach.

The developed ML-assisted SRM is also capable of
resolving closely spaced quantum emitters. FIGS. 8a, 8b,
and 8¢ show the PL distribution (FIG. 8a), CNN-based
retrieved 1-g(x, y, 0) map (FIG. 8b) and the CNN-based
resolved image of the two NVs separated by [H00 nm
distance (FIG. 8c). By comparing the original PL distribu-
tion and the resolved image, the expected V2 improvement
in the spatial resolution is observed. By performing the
Gaussian fitting of the cross-section (taken along the dashed
line in FIG. 8a), one can retrieve the FWHM values of each
of the lobes, which are equal to about 465 nm (as shown in
FIG. 8d). By performing the same fitting on the resolved
image, V2 narrowing of the emission features (FWHM=330
nm) by the CNN based approach is confirmed (FIG. 8e).

While a significant portion of the present disclosure is
directed to two detectors, and thus 2"¢ order autocorrelation
data associated with these two detectors, no such limitation
is intended herein. Specifically, the present disclosure is also
intended to cover higher orders based on an additional
number of detectors. Specifically referring to FIG. 9a, a
schematic of higher number of detectors is shown, resulting
in an n” order autocorrelation function vs. delay time in ns
shown in FIG. 9b.

It should be appreciated that both data from curve-fit
autocorrelation (2%, n”* order) function (i.e., the LM curve-
fit discussed above) or actual raw experimental data without
curve fitting can be used to train the CNN.

Those having ordinary skill in the art will recognize that
numerous modifications can be made to the specific imple-
mentations described above. The implementations should
not be limited to the particular limitations described. Other
implementations may be possible.

The invention claimed is:
1. A method of providing super-resolved images of a
photon emitting particle, comprising:
providing a machine-learning (ML) platform, wherein the
ML platform is configured to receive pixel-based
sparse autocorrelation data and generate a predicted
super-resolved image of a photon emitting particle;
receiving photons from the photon emitting particle by
two or more photon detectors, each generating an
electrical pulse associated with receiving an incident
photon thereon;
generating sparse autocorrelation data from the two or
more photon detectors for each pixel within an image
area; and
inputting the pixel-based sparse autocorrelation data to
the ML platform, thereby generating a predicted super-
resolved image of the imaging area, wherein the reso-
lution of the super-resolved image is improved by Vn as
compared to a classical optical microscope limited by
Abbe diffraction limit.
2. The method of claim 1, wherein n is 2.
3. The method of claim 2, wherein processing speed of
generating the super-resolved image is improved by at least
12 times as compared to a non-ML arrangement.
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4. The method of claim 1, wherein the ML platform is a
convolutional neural network (CNN).
5. The method of claim 1, training of the ML platform,
comprising:
providing the pixel-based generated sparse autocorrela-
tion data from the two or more photon detectors to the
ML platform in training;
generate a predicted super-resolved image for all pixels
within the imaging area;
compare the predicted super-resolved image for all pixels
with a super-resolved image generated experimentally
from a full dataset, thereby generating an error signal;
and
minimizing the error signal by altering characteristics of
the ML platform.
6. The method of claim 5, wherein the experimentally
generated super-resolved image is based on:

GOy N y)) "Z,z =mee X,

where ( N(x, y)) is the average number of detected pho-
tons from a given point (x,y) of the imaging area,

X, is a function of the product g“P(x, y, 0)g?(x, vy,
0)...g"(,y,0), and

i,,,4 1 the number of ordered combinations, fulfilling the
condition ,_,"j,=n.
7. The method of claim 6, wherein if n=2 (2 detectors)

G®(x,y) is expressed by:

G2 Nxy) 2(1-gP(x.30)).

8. The method of claim 7, wherein the 2 order autocor- 3

relation function is expressed by Levenberg-Marquardt
(LM) fitting:

s s
gP@ =1-aje +ayen

where, a, t, j=1,2 are the fitting parameters related to
internal dynamics of the photon emitters.
9. The method of claim 8, wherein the ML platform is a
convolutional neural network.
10. The method of claim 6, wherein the error minimiza-
tion is based on gradient descent.
11. A system for generating super-resolved images of a
photon emitting particle, comprising:
a platform configured to receive a particle for which a
super-resolved image to be generated;
a light source configured to illuminate the particle;
two or more photon detectors configured to receive pho-
tons emanating from the particle, each photon detector
generating an electrical pulse associated with receiving
an incident photon emanating from the particle thereon;
and
a computer system having a processor and non-transient
memory with software thereon configured to:
provide a machine-learning (ML) platform, the ML
platform is configured to receive pixel-based sparse
autocorrelation data associated with the two or more
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detectors and generate a predicted super-resolved
image of the photon emitting particle;

generate sparse autocorrelation data from the two or
more photon detectors for each pixel within an image
area; and

input the pixel-based sparse autocorrelation data to the
ML platform, thereby generating a predicted super-
resolved image of the imaging area, wherein the
resolution of the super-resolved image is improved
by Vn as compared to a classical optical microscope
limited by Abbe’s diffraction limit.

12. The system of claim 11, wherein n is 2.

13. The system of claim 12, wherein processing speed of
generating the super-resolved image is improved by at least
12 times as compared to a non-ML arrangement.

14. The system of claim 11, wherein the ML platform is
a convolutional neural network (CNN).

15. The system of claim 11, training of the ML platform,
comprising:

providing the pixel-based generated sparse autocorrela-

tion data from the two or more photon detectors to the
ML platform in training;

generate a predicted super-resolved image for all pixels

within the imaging area;

compare the predicted super-resolved image for all pixels

with a super-resolved image generated experimentally
from a full dataset, thereby generating an error signal;
and

minimizing the error signal by altering characteristics of

the ML platform.

16. The system of claim 15, wherein the experimentally
generated super-resolved image is based on:

G ) N y) "Z,, =X,

where ( N(x, y)) is the average number of detected pho-
tons from a given point (x,y) of the imaging area,

X, is a function of the product g’(x, y, 0)g"?(x, vy,
0)...g"(x,y,0, and

1, 15 the number of ordered combinations, fulfilling the
condition %,_,j,=n.

17. The system of claim 16, wherein if n=2 (2 detectors)

G® (x,y) is expressed by:

G2 Nxy) 2152 (5,3,0).

18. The system of claim 17, wherein the 2"¢ order auto-
correlation function is expressed by Levenberg-Marquardt
(LM) fitting:

= =
gP@ =1-ae't +aye?

where, a, t;, j=1,2 are the fitting parameters related to
internal dynamics of the photon emitters.
19. The system of claim 18, wherein the ML platform is
a convolutional neural network.
20. The system of claim 16, wherein the error minimiza-
tion is based on gradient descent.

ooooao
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