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Saturation effect in the optical response of Ag-nanoparticle fractal aggregates
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The enhancement and extinction spectra for fractal aggregates consisting of monodisperse nanosized silver
particles are studied theoretically. We find the iterative solution to the coupled-dipole equations in the quasi-
static approximation, taking into account a contribution of the nonlinear susceptibility X(3) to the intensity-
dependent dielectric function. Using a modified version of Broyden’s method, the self-consistent problem was
solved and convergence of the solutions for the dipole moments was achieved, even in the case of “weak”
hysteretic behavior. The nonlinearity partly suppresses the giant enhancement of the local electrical fields
obtained previously within the linear theory. Our calculations for fractal aggregates consisting of silver par-
ticles with radii of 3 and 5 nm show strong saturation effects of the optical transitions, which, in the case of

5-nm particles, are accompanied by hysteretic effects.
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I. INTRODUCTION

Fractal aggregates of small, nanometer-sized metallic par-
ticles have some stunning differences with the optical prop-
erties of both colloidal solutions of isolated particles and
close-packed crystal-like structures. In the latter cases, the
optical absorption is limited to a narrow frequency range,
centered at the surface-plasmon frequency in colloids and
limited to the band of frequencies of propagating modes in
crystals. In contrast, the absorption spectrum of fractal ag-
gregates extends over a wide range of frequencies, including
the infrared. Concomitantly, the internal field in some of the
metallic particles is enhanced, with respect to the incident
field, E,=E" ¢/ by several orders of magnitude. This en-
hancement is caused by interparticle interaction and is re-
lated to resonant states extending over a limited range, re-
flected in huge enhancements of spatially limited hot spots.

The ability of small metal particles and aggregates to en-
hance local fields strongly influences their optical properties,
including ultrafast nonlinear response and surface-enhanced
Raman spectroscopy (SERS).!=¢ Such properties have gener-
ated some interest in using nanoparticle aggregates for
single-molecule sensing’~® as well as for femtosecond stud-
ies of energy localization!” at the nanoscale. In nature, ag-
gregates of particles may form fractal structures, which can
be described as a system of dimension less than 3.'""1? Large
ensembles of small aggregates can be described using the
concept of fractal dimension of these aggregates as a statis-
tically defined property.'? It should be noted that the aggre-
gate size is crucial to the nonlocal nonlinear response (non-
linear optical activity).!>

Previous studies have shown that interparticle interaction
can lead to enhancements of the local field intensity by sev-
eral orders of magnitude (more than 10°).° The local inten-
sities may be very high so that the particle dipole moments
can be expected to be nonlinear. Hence, the nonlinear con-
tributions to the polarizability of the metal particle can be
important even for linear processes such as SERS or femto-
second light manipulation at the nanoscale.
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Various theoretical methods have been applied to study
the properties of fractal aggregates consisting of nanosized
metal particles. Some of the earliest attempts used a theory
based on Mie scattering and extinction for a spherical par-
ticle and subsequent solution of an electromagnetic boundary
problem.'>!® While such an approach can be used to deter-
mine near- and far-field features beyond the dipole approxi-
mation, it is not clear how to introduce nonlinear corrections.
A second approach is the finite-difference time-domain,
which can be applied to the problem of linear response of a
small group of metal particles,'” and it was used also in a
nonlinear case for particles with a nonlinear susceptibility
similar to the bulk one.'8 In our system, this is not the case;
i.e., the nonlinear susceptibility of the Ag nanoparticles con-
sidered here differs substantially from the one of bulk silver.
A third approach may be to directly solve Maxwell equations
using the discrete dipole approximation,'® although this is
limited to aggregates with relatively small numbers of par-
ticles. For sufficiently small particles, coupled-dipole equa-
tions (CDEs) that treat each particle as a dipole can be
employed.?’ This approach is used in our paper. A major
advantage of the CDE method is that the nonlinear dipole
moment of a particle as a whole can be used to determine
frequency and size dependencies of the optical properties.

The enhancement of the incident electric field in aggre-
gates has two distinguishable sources: the internal field of the
particle and the dipole interactions. The internal field in the
metallic particles, the “monomers,” acquires a significant
contribution due to the inhomogeneous charge distribution
inside the particle. Throughout the paper, we will use esu
units and assume that the particles are spherical. The par-
ticles can then be fully characterized by the dielectric func-
tion of the constituent metal, and the internal field is given
by21

3ey,

=20,
et 28

E’ = f(w)E". (1)

Here, ¢, and ¢,, are the linear dielectric functions of the host
and the metal, respectively, and f(w) will be referred to as
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the local field enhancement factor. Inside the sphere of radius
R, the field is uniform; outside, it is identical with the field of
a point-like dipole

Em—&p

d=R’¢ E’ = ag,E° (2)

" e, +2¢g,
situated at the center of the sphere. Equation (2) implicitly
defines the polarizability a.

The radiation field of the oscillating dipole moment of a
monomer extends to large distances and dominates the inter-
action with other monomers within the aggregate. The mean-
field description of the resulting collective effects, which is
used in the electrodynamics of continuous media, breaks
down when the monomers form a fractal cluster.?? Therefore,
it is necessary in such cases to deal with the interaction be-
tween the induced dipole moments individually. This leads to
the coupled-dipole equations'®

di = ShEoeik.rij + E [(3f'lj(f‘1] . dj) - dj)(l - lkrlj)
J

JFi
o ) eikr,-j
= (kry) "B X (£ X dj)]T , 3)
i

where d; is the dipole moment induced on particle i, r;=r;
—r;, and a hat indicates a unit vector. If the wavelength of the
incident radiation substantially exceeds the size of the entire
aggregate, i.e., kr;;<1, the phase factors in Eq. (3) can be
omitted and only the near field, [3¢;,(f;-d;)-d j]/r?j needs to
be considered. The resulting CDE takes the form

0
dig=a| eE,+ 2 2 Wiiapdip | 4)
i B
J#i
where the Greek indices indicate Cartesian components and

Wij,aﬁz (3fij,afij,ﬁ— 5{13)/7?} (5)

The near field being identical to the field of a static dipole,
the CDE of Eq. (4) is said to be in the quasistatic approxi-
mation, in which the time dependence of E° is implied, but
its r dependence is neglected because the wavelength of the
incident field is typically two orders of magnitude larger than
the size of the particles. However, as it was shown above, the
quasistatic approximation can be fully justified only if the
wavelength is larger than the size of the entire aggregate. The
numerical calculations reported in the present paper concern
fractal aggregates with linear dimensions up to 300 nm,
which are not negligible compared to the wavelengths
treated. To verify the validity of the quasistatic approxima-
tion, we have solved the CDE using the exact expression
[Eq. (3)] for the radiation field; i.e., setting

Wi ap=[(3(1 = ikry) = (kr))*)#;i#; = (1 = kry)
— (kr; j)z) 5aﬁ]eik’i//r?j. (6)

The outcome of these calculations did not differ discernibly
from the results obtained in the quasistatic approximation,
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once averaging over the orientation of the wave vector k and
over the polarization of the incoming radiation field took
place. There are some notable differences between the results
found with the interaction matrices (5) and (6) if one looks at
the enhancement of the dipole moments at particular sites for
particular orientations of the field; these will be discussed in
some detail in Sec. V.

A further concern about the approximations we have used
is that the CDE does not give an exact description of the
response of an aggregate, even if the exact interaction matrix
(6) is used. While the incoming field generates only dipole
moments in spherical particles, the field generated by these
dipoles at neighboring sites is inhomogeneous on the scale of
the particles, and it will result in multipole moments of
higher orders. The effect of those was not explicitly included
here because of complexity of nonlinear problem in this
case. Similar to previous approaches,*>3 to mimic the effect
of multipole interactions, we allow the spheres to overlap,
which, for fractal dimensionality 1.78, enhances the nearest-
neighbor coupling by a factor of 1.91. Markel et al.?* have
shown that the introduction of overlapping spheres does not
fully describe the actual contributions from the higher-order
multipole moments. In particular, their calculations, which
include multipoles up to €=64, show a marked peak in the
density of eigenmodes at the resonance frequency of the
monomers, which is not seen in the dipole approximation, no
matter what radius is chosen for the overlapping spheres. On
the other hand, the averaged extinction calculated in the di-
pole approximation with one particular value of the radius
comes very close to the result obtained with proper inclusion
of the higher multipoles. In fact, the self-consistent solutions
of the coupled-dipole equations found in the overlapping-
spheres approximation reproduce well the experiments.?
Most published works on fractal aggregates optics are lim-
ited to this approximation. Thus, it is reasonable to adopt the
approach of overlapping spheres here and define the new
features coming from the coupled nonlinear dipoles relative
to the linear dipoles.

Much of this earlier work, in particular the results in Ref.
25, implied the existence of hot spots, where intensity en-
hancement factor as large as 10°, were found in the linear
approximation of the CDE. Considering possibility of a non-
linear relation between induced moments and the local field,
one may wonder up to what incident light intensities the
linear approximation remains valid. Clearly, there must be a
limit of validity, because the Coulomb self-energy of the
charge distribution scales with the square of the incident field
and at one point will lead to saturation effects. Within the
quasistatic approximation such effects can be treated in terms
of higher-order response functions.?6-28

To date, the problem of interparticle interactions in aggre-
gates has been treated under the assumption of equal polar-
izability for all particles involved.? In general, only the linear
contribution to the particle dipole moment was included for
calculating the local field enhancement factor and related
properties, even if the nonlinear optical response of aggre-
gates was explored.

In this paper, we tackle the problem of interparticle inter-
action in aggregates with intensity-dependent and site-
specific polarizability of particles and its effect on the en-
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hancement factor and extinction spectra. In our approach, we
invoke the scenario of saturation effects of optical transitions
for conduction electrons resulting in the nonlinear dipole
moments of metal particles. To calculate the linear and cubic
nonlinear contributions to the dipole moment, we employed
the analytical solution obtained by S.G. Rautian for linear
and cubic nonlinear terms of the dipole moment.”® Rautian’s
approach reproduces the Drude formula for the linear term in
contrast to an approach proposed by Hache et al.”’ Rautian’s
approach also reproduces the classical result for the size-
dependent linear term of the dielectric function.! In a recent
paper,”® we have shown that Rautian’s model reproduces the
experimentally observed values and size dependence of the
nonlinear term for nanosized Ag particles by Uchida et al.?
Here, we extend our studies to fractal aggregates consisting
of nanosized particles. At high incident intensities, the polar-
izability of distinct particles is expected to be different due to
the inhomogeneous local field distribution throughout the ag-
gregate.

We explore the effect of the third-order polarization of
metallic spheres by means of numerical calculations for vari-
ous particle sizes. As mentioned above, for the linear and
third-order dielectric constants, we rely on the seminal paper
by Rautian,?® and its main findings will be outlined in Sec. II.
Section IIT describes the nonlinear coupled dipole equations
and our numerical procedures. The convergence criteria and
our approach will be outlined in Sec. IV. Our results will be
presented and discussed in Sec. V, followed by conclusions
in Sec. VL.

II. THIRD-ORDER POLARIZABILITY

The linear polarizability a can easily be calculated from
Eq. (2), if the particle size and the linear dielectric functions
are known. Third-order susceptibilities of various metals are
less easily available and the determination of their effect on
the dipole moment of an embedded small particle is not
straightforward. In the microscopic theory of the polarizabil-
ity of a small metal particle the bulk properties of the metal
are not necessarily relevant for nanosized particles. In par-
ticular, the density of states may cease to be meaningful, and
one has to deal with discrete energy eigenvalues. A discrete
spectrum of electron states has indeed been observed experi-
mentally in two-photon excited luminescence spectra for
nanosized Ag particles.’® Rautian®® calculated the dipole mo-
ment induced in an electron gas enclosed in a spherical po-
tential well of infinite depth. This simplified potential en-
abled the exact analytical treatment of individual eigenstates.
The drawback of this model is that the properties of the
surrounding medium (e.g., €,) cannot have any influence
through the infinite potential barrier and the “spilling out” of
electron wave functions cannot be studied; thus, the model
neglects any effect of a surrounding medium or the depolar-
izing field. On the other hand, the time dependence of the
perturbation is treated in a systematic way and it leads to the
proper frequency dependence of the dipole moment. How-
ever, the introduction of Rautian’s results into the formalism
outlined above is not trivial. In particular, the electric field
introduced in the quantum-mechanical calculation is obvi-
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ously the internal field, which, however, contains ¢,, [cf. Eq.
(1)], whose doubtful relevance motivated the quantum-
mechanical calculation at the outset.

Following the conventional approach,’! we introduce the
third-order polarizability in the effective dielectric constant,
which depends on the intensity inside the particle, 1,=|E,|*:

8m=s,1n+ 127TX(3)IP. (7)

We shall use Rautian’s result assuming a linearly polarized
field, which gives

2 2 1)
8,1,,=84—(22) {Fl[l_i_z]_igli}; (8)
1) ) ho

2 2
X(3)=L<QB> (ﬁ) & F3[1—i2_r2:|
30m\ 0w/ \how/ T, 1)

. ﬁsiz
i 2] (52) } o)

Here, ¢, is the interband contribution to the linear dielectric
function, w,= vAmne?/m, is the plasma frequency, I'; and T,
are phenomenolo@longitudinal and transverse relaxation
constants, op=2VEpE,, where E; is the Fermi energy and
Ey=h?/2m,R? is the measure of the spacing of energy eigen-
values in the infinite potential well. The relaxation constants
were chosen based on the criteria discussed in our previous
paper,?® and we used I';=5 cm™' and I',=60 cm™', which are
consistent with the reported range of experimental data. The
parameters F'; and F5 result from the summation of nonreso-
nant terms close to Er. It was pointed out already by Rautian,
that these two parameters are wavelength independent and
relatively insensitive to the particle size. For our case, F
~0.95 and F;~0.30.28 The parameters g, and g5 result from
the integration over all resonant states. Unlike the case of
single particles, where the resonance half-width is limited to
a relatively narrow wavelength range, we are faced here with
the fact that in a fractal aggregate, a very broad spectral
range needs to be considered. Thus, we can no longer assume
that g, and gz remain approximately constant for all wave-
lengths of interest,* and we computed g, and g5 as functions
of the wavelength using the following integrals:

E 1 ﬁ 172
gi(w)= 0.765—% x3/2(x + E_w) dx,

hao 1-hw/Ep F
£ (! PN

g3(w) = 0.765-% xS/Z(x + _a)) dx. (10)
ho )\ _hok, Ep

The results of the integration are shown in Fig. 1.

III. NONLINEAR CDE AND NUMERICAL PROCEDURE

With the introduction of the intensity-dependent dielectric
function, the CDEs become more bothersome, for two rea-
sons.

First, in Eq. (4), the polarizability becomes i dependent,
because ¢, in Eq. (7) is determined by 1, ,=|fi(@)[*L; jpear
representing the enhanced intensity in particle i={1,...,N}.
Here,
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FIG. 1. Wavelength dependence of g; and g; for Ag
particles.
di®
Ii,local = 2 l |2 (1 1)

hl i

is the combined intensity in particle i, which is due to the
incident field plus the field emanating from all other par-
ticles.

Second, the enhancement factor fi(w) itself also depends
on i through g,

38},

filw) == (12)

Sm + 127TX(3)|fi(w)|2Ii,locul + 28/1 .

It was shown in Ref. 28 that Eq. (11) can be reduced to an
algebraic equation, third-order in |f;(w)|?, with coefficients
depending on s;q, X%, and I; jpeq- This equation can be
solved numerically. In other words, if the dielectric functions
of the metal are known, a function |f(w)|>*=F(1,,.,) can be
deduced. The |f;(w)|*> determined in this way can be substi-
tuted into Eq. (12) and the site-dependent polarizability fol-
lows from a slight rearrangement of Eq. (2):

a;=R[1 - f(w)]. (13)

With that, we can rewrite the CDE [Eq. (4)] in the more
convenient form

di,uz:R3[1 _fi(w)] ShE21+ 2 Wi./',ab’djﬁ > (14)
J

JFi

and the dipolar interaction matrix W;; .z is independent of g,
and g,.3?

Thus, we are faced with a many-body problem with
position-dependent and thus nonconstant coupling param-
eters [Egs. (11)—(14)], which is indeed a very challenging
theoretical problem. Furthermore, we are clearly confronted
with a self-consistency problem, which can be represented
by the loop shown in Fig. 2. For the iterative procedure
chosen in our approach, this means that the dipole moments
in the kth iteration, d@ and thus the intensities inside the

i,
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FIG. 2. Relationship between enhancement factor, local field
intensity, absorption, and electric dipole moment.

particles, IL]{), depend on the (k—1)th iteration of a*D This
is emphasized again in the flow chart shown in Fig. 3.

At the beginning of the iterative process, we start with the
assumption that the fields are the same on each monomer,
and this gives the zeroth approximation of our self-consistent
field cycle. The most demanding step in Fig. 2 is the solution
of Eq. (14). This is the operation that takes the iterative pro-
cess to the next level. To find the solution, we write the CDE
in the matrix form:

(24D - W) .d® =E°, (15)

Here, Z“‘_“:&,-jéaﬁ(l/a_gk_l)) and W=W, .5 are 3NX3N
matrices, d(k)=df,];) and E°=9; E° are 3N-dimensional vec-

k=0 k k+1 k=N

ltk) T ¢k+1) i d(N)
| |

) k+1)
ilocal i,local

| |
flo|l | flo| | &
] |

fo)
/11{, IOC>
\?s
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e

o) k) k)| | g
To |1 ]t || | 50 e
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a? B a,(-k) 1 agku) B

FIG. 3. Flow chart of the numerical procedure. The Broyden
mixing is used at the level indicated.
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tors and agk_l)=R3[1 —ffk_l)(w)]. As the matrix Z is not Her-
mitian, the solution cannot be found easily in terms of the
eigenfunctions of the aggregate, so that the LU expansion
was used instead:

A=(Z*D-Ww)=LU, (16)

where L is the lower triangular matrix, and U is the upper
triangular matrix. If the LU decomposition can be found,
then obtaining the solution is relatively straightforward.

The polarizability agk) of particle i was computed through
an iterative procedure and the superscript k indicates the re-
sult for the kth iteration:

o = R s,ln+ IZWX(s)ISg—Sh
T e+ 2myO1)  2g)”

(17)

where s and x'® are the linear and nonlinear dielectric
functlons of the metal monomer, respectively, the latter de-
rived from the nonlinear susceptibility of the monomer.?
The intensity I ip ) inside the ith particle at kth iteration can be
derived from the enhancement factor f(k (w) of one single
monomer:

|E k)|2 I(k)
|E( local|2 I(k)

i,local

()= —5—

The local intensity, If 1ocar OF the ith particle at kth iteration is
given by

(18)

. d(k)( (k))

Saccial (19)
h| aQ;

i ,lacal

where summation over the repeated subscript « is implied.

The resulting local intensities per particle determine the
average enhancement of the local field intensity of the fractal
aggregate at the kth iteration

E(k) 2
<| MTi,locall /7 > (20)

GW =
|Eol?

Solving the third-order algebraic equation for
where f;(w) can be obtained using Eq. (12), is not particu-
larly demanding, but the outcome may turn out to be puz-
zling, with three real solutions. These are the cases where
optical bistability and hysteresis occur.?® The optical bistabil-
ity was studied earlier for a metal particle’® and nanoshells3
using another representation for y*. As shown in Fig. 4, for
Ag, with the dielectric functions given by Egs. (6) and (7),
we encounter such behavior, which is accompanied by the
convergence problem for ‘larger’ particles with R=4 nm.

IV. CONVERGENCE CRITERION AND THE BROYDEN
METHOD

Once the nonlinear CDE has been obtained, it has to be
solved. We approach this by assuming a finite number of
scattering events in each iteration, similar to the approach by
Hill et al.'® The initial step involves calculations of the po-
larizability, with a given incident field having uniform distri-
bution throughout the fractal. The self-consistent cycle is
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FIG. 4. Optical bistability in 5-nm Ag particles at A=510 nm.
For comparison, we include results for 3-nm particles that do not
exhibit an optical bistability.

then started and repeated until the convergence is achieved
(see Fig. 3).

In order to deduce whether our results are converged, we
use the following error percentage:

‘G(k) _ G(k—l)|
o(%) = 100~
|E(k) . (E(k))* —_E&-D. (E(k—l))*|
E"-(E")
where the EW-(EW)* is the dot product of the

3N-dimensional local-field vectors at the kth iteration. In our
case, we chose &(%)<1% for three-dimensional fractals,
while in our two-dimensional systems, £(%)<0.01%. Time
consumption was the main consideration for choosing a
larger value for £(%) in the case of three-dimensional frac-
tals. The values above were taken as the convergence criteria
for the two systems.

Without further manipulation, a direct solution of the
CDE is usually not possible, because it would strongly oscil-
late between different states, preventing convergence from
occurring. The problem lies in the fact that there is no damp-
ing for oscillations between successive iterations, a quite
common problem in self-consistent field calculations. In the
case when there is a single unique solution, it is possible to
introduce a damping term by using a linear combination of
the resulting parameters for adjacent iterations, and applying
this for modification of the input parameters in the upcoming
iteration. This method is referred to as simple “linear mix-
ing,” but it does not work in the case of nonunique solutions,
which is the case for our fractal system consisting of 5-nm
particles, where we have a “weak” hysteretic behavior.

Therefore, we have to explore other “mixing” schemes.
The Broyden method uses “mixing” of all resulting quanti-
ties; in our case the internal field intensities for each mono-
mer:
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10 =19 O EAY), (22)

where J® is a Jacobian matrix and F (I;k)) is defined by the
self-consistency condition using a Kohn-Sham type varia-
tional principle.?’ Using Eq. (22), the “effective” mixing is
determined by updating the Jacobian matrix J® between
successive iterations starting from a good initial guess, re-
ferred to as the Newton-Raphson (Jacobian update)
method.*® The Broyden method has been modified by D.D.
Johnson,* and the modified Broyden method is now widely
used in quantum chemistry to perform first-principles
electronic-structure calculations. The modified Broyden
method is more general and can be applied to a broad class
of other problems, and we have utilized it for our purpose.
Compared to the updating procedure in the regular Broyden
method, the modified Broyden method incorporates informa-
tion from all previous iterations, and all of this information is
used in the update of the Jacobian matrix (described in detail
in Ref. 38). The modified Broyden method is more efficient
in terms of memory storage and convergence behavior. As
mentioned above, for fractals consisting of particles with R
>4 nm, we find that a hysteretic behavior develops in a
certain spectral range. Therefore, it is necessary to keep track
of the history of roots for the solution and the branch to
follow for each particle in the fractal. Using the modified
Broyden method, we found that we can achieve convergence
for the case of weak hysteretic behavior (as observed for
fractals of 5-nm particles). The convergence for larger par-
ticles remains a problem. Therefore, we limit our calcula-
tions to fractals consisting of monodisperse nanosized Ag
particles of R=3 nm, where f(w) converges to a single-
valued function at all investigated intensities, and R=5 nm,
where we observe a weak hysteretic behavior (see Fig. 4).

V. RESULTS AND DISCUSSION

Because of computational time limitations (the calcula-
tions were done on a PC), we considered three-dimensional
fractal aggregates consisting of 130 monomers of the two
radii mentioned above. We assumed equal particle size for all
particles in the aggregates because it is simpler to extract the
relevant features and it allows us to study the properties of
the aggregates compared with the properties of single par-
ticles of the size. Generally, fractal aggregates will consist of
particles with some size distribution, and this will lead to
inhomogeneous broadening of the absorption spectra.*® A
typical fractal aggregate used in our simulations is shown in
Fig. 5. We are mainly interested in general properties of such
fractal aggregates rather than in features caused by the spe-
cific arrangement of particles in any particular fractal. Thus,
using the random walk model, we produced about 20 differ-
ent fractal aggregates embedded in the three-dimensional
space, and used ten different light polarizations for each of
those aggregates. The results were averaged over all these
aggregates and polarizations.

With the methods outlined above, we were able to com-
pute the enhancement factors for fractals consisting of 3- and
5-nm particles for the intensities close to 0.0001, 15, and
58 MW/cm?. It should be noted that in our model we con-
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X

FIG. 5. A typical three-dimensional fractal aggregate consisting
of 130 nanosized Ag particles and its projection onto the xy plane.

sidered the Kerr nonlinear susceptibility x*. In order to
safely neglect contributions due to higher-order terms, our
calculations are limited to lower incident intensities (up to
60 MW/cm?) and wavelengths (up to 1500 nm) to ensure
that the calculations are governed by the condition*!

G¥r,

<1. 23
I (23)

Here, G® is the average enhancement in the fractal at the kth
iteration, and the saturation intensity /, is given by

r1—3<£>22 (24)
S 15\ he/ Ty

Figures 6(a) and 6(b) display the computed average enhance-
ment G as a function of wavelength using three different
incident intensities for R=3 nm and R=5 nm, respectively.
G™ denotes the converged result [cf. Eq. (18)] after N itera-
tions. For comparison, we have included the average en-
hancements for single particles at 0.0001 and 58 MW/cm?.
As we pointed out in Ref. 28, individual particles exhibit a
single resonance with a well-defined dependence on the in-
cident field, and its properties are solely determined by the
dielectric properties, the particle size of the material and its
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FIG. 6. Wavelength dependence of the average enhancement
factor at three incident intensities 0.0001 (thick line), 15 (dashed
line), and 58 (thin line) MW/cm? for fractals consisting of 130 Ag
monomers of (a) R=3 nm and (b) R=5 nm. For comparison, we
include the enhancement factors for individual particles at 0.0001
(open symbols) and 58 (closed symbols) MW/cm?.

surroundings. Unlike individual particles, the properties of
fractal aggregates are determined by collective effects of the
aggregate.

At higher wavelengths, fractal aggregates of both particle
sizes exhibit a tendency toward a more linear behavior and
the suppression of the step-like feature in for the average
enhancement as a function of intensity. Our results are con-
sistent with the notion that the individual resonances of a
fractal aggregate are suppressed because of saturation ef-
fects.

Figure 7 shows the average enhancement for
5-nm-particle fractals as a function of the wavelength and
incident intensity in form of a color-density plot. It can be
seen that the sharp steps at low incident intensities shift to
slightly higher wavelengths and experience suppression with
an increase of the incident intensity. At the highest intensi-
ties, an almost continuous increase in the wavelength depen-
dence of the enhancement factor is found.

The determination of the average enhancement factor in
fractal aggregates is of little use to experimentalists, as this
property normally is not measured directly. However, using
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FIG. 7. (Color online) Intensity and wavelength dependencies of
the average enhancement factor for fractal consisting of 5-nm Ag
particles.

the same procedure introduced above, it is possible to calcu-
late the optical extinction cross-section spectra, which is an
experimentally observable quantity. The extinction cross sec-
tion is given by*?

03 | Ag-particle fractal aggregate

2
o, /NTR?)

2
<o_> /(NmtR®)

400 700 1000 1300
A (nm)

FIG. 8. Spectra of the extinction cross section at three incident
intensities 0.0001 (thick line), 15 (dashed line), and (thin line)
58 MW/cm? for fractal aggregates consisting of 130 Ag monomers
of (a) R=3 nm and (b) R=5 nm. The cross section is normalized
per area of N particles.
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FIG. 9. (Color online) Spatial distribution of the local field intensity factors for two-dimensional fractals consisting of 500 Ag monomers
at three different intensities for 3-nm aggregates (left) and 5-nm aggregates (right) at A\=805 nm. The upper panel displays the results for the
incident energy of 0.0001, the middle panel at 15, and the bottom panel at 58 MW/cm?. Note, the scales of the vertical axis are different.

4k

w(lm(EO -d)), (25)

where (o,) denotes the average over all possible polariza-
tions and different clusters, k is the modulus of the wave
vector and (E°-d) represents the dot product of the incident
field E° and the resulting dipole moment d.

The calculated extinction cross sections for 3-nm- and
5-nm-particle fractals are shown in Figs. 8(a) and 8(b) re-
spectively. We find that the calculated extinction cross sec-
tions reflect the predicted changes for the average enhance-
ment factor and its intensity dependence. The differences
between the curves are large enough to be resolved experi-
mentally. In addition, we find a moderate (but noticeable)
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shift for the first minimum toward higher wavelengths with
increasing intensity for fractals consisting of 5-nm mono-
mers, a feature that is not observed for 3-nm-particle fractals.
This shift is due to a change in the resonance condition
(weak hysteretic behavior) of the denominator,

Eom T ]27TX(3)|fi(w)|2[i,local + 28}1 = O’

in Eq. (9).

Finally, we studied the spatial distribution of the local
intensities in fractal aggregates. For the sake of clarity of the
presentation, we computed the spatial distributions for one
particular two-dimensional fractal, consisting of 500 Ag
monomers with radii of 3 and 5 nm, at the three different
intensities. The results are shown in Fig. 9. At low incident
intensity, we find very similar spatial distributions for fractal
aggregates with the two particle sizes. Both fractals exhibit
large enhancement of the local field intensities, which are
localized within a few distinct areas of the fractal, the so-
called hot spots. The reduced enhancement in the 3-nm frac-
tals compared to the 5-nm ones can be attributed to the
smaller dipole moments of the 3-nm particles. With increas-
ing intensity, however, the differences become apparent be-
tween the 3-nm- and 5-nm-particle fractals. It can be seen
that the peak intensities of the hot spots are suppressed much
faster for the larger 5-nm-particle fractals. In particular, we
find that the largest enhancement is reduced by a factor of
~3 for the 3-nm aggregate, while it is reduced by a factor of
~10 for the 5-nm aggregate. The overall behavior of the
local field distribution with increasing incident intensity fol-
lows some intuitively anticipated behavior, with the highest
peaks suppressed first such that a more uniform spatial dis-
tribution is found at higher intensities. We may also compare
the enhancement of particle aggregates with the one for a
single particle (see Fig. 4). At very low incident intensities,
the local-field enhancement, |E; ,..|*/|Eo|>, for the
5-nm-particle aggregate in Fig. 9 is more than 5 times larger
than the single-particle one. This is due to the fact that many
surrounding particles contribute to a particular hot spot.

Particular sites, which in this case could be called cold
spots, have also shown up in our test of the quasistatic ap-
proximation. As mentioned in the introduction, introducing
the terms of order kr;; and (kr;;)? into the interaction matrix
and maintaining the exponential factors in Eq. (3) does not
affect the calculated average enhancement significantly.
However, if one looks at the results for particular monomers
before averaging over the polarization vectors, the difference
between intensities calculated with Egs. (5) and (6) are no-
ticeable: for an aggregate of 130 monomers a few percentage
points on average and more than 100% in exceptional cases.
Such exceptional sites are the cool spots, where the quasi-
static approximation gives a very small intensity. Evidently,
at cool spots the near-field contributions from other mono-
mers nearly cancel and the far fields happen to add up con-
structively. This picture is confirmed by the fact that the role
of the terms beyond the quasistatic approximation increases
with the size of the aggregates. For 500 monomers, which
form an aggregate of linear dimension exceeding 700 nm,
we find that the difference between the two approaches is
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FIG. 10. Intensity dependence of SERS signal enhancement nor-
malized to its linear (low intensity) value. The thick line represents
the response of a single 5-nm particle at A=420 nm, and the dotted
line represents the peak value in the spatial distribution for a fractal
consisting of 5 nm particles at A=1260 nm. The insert shows the
same on a semi-logarithmic scale.

about 10% on average and at cold spots it can be more than
an order of magnitude.

Next, we have investigated the saturation effects in fractal
aggregates in comparison with the single particles. Figure 10
shows the local SERS enhancement for a single particle
compared with a fractal aggregate consisting of particles of
that size. The SERS signal is proportional to the square of
the local intensity enhancement,* and it is considered here
because of its particular importance in the case of single-
molecule detection. It can be seen that the saturation effects
are stronger in fractals compared to single particles, but not
as much as one could expect. This again emphasizes that the
contributions to a hot spot come from all surrounding par-
ticles, in other words, the enhancement effects in fractal ag-
gregates are due to collective effects. In the insert of Fig. 10,
we show the intensity dependence of the SERS enhancement
on a logarithmic scale. The most striking feature is that non-
linear effects set in at much lower incident intensities for the
fractal aggregates as opposed to the single particles. The ex-
act value for an “upper boundary” to the linear behavior
depends on many parameters (e.g., fractal size and realiza-
tion, incident wave polarization, wavelength, and others).
However, from our particular example used in Fig. 10, it is
apparent that nonlinear effects may become dominant at in-
tensities well below the ones in typical SERS experiments,
and that they should not be neglected.

VI. CONCLUSIONS

Motivated by the unlikely magnitude of dipole moments
calculated in the linear approximation for certain sites in
fractal aggregates, we have undertaken to include the third-
order polarizability in the calculation of the effect of high-
intensity electromagnetic waves. As expected, this correction
reduces the predicted enhancement of the incident field in the
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monomers comprising the aggregate. In particular, under an
incident intensity of 58 MW/cm?, the giant enhancements
found at hot spots are reduced by a factor of 3 to 10 with
respect to the linear case.

For comparison with experimental results, one needs to
average over the orientation of the electric field with respect
to the cluster and over a large number of clusters. The effect
of the nonlinear term in the polarizability on such averages is
not spectacular; the reduction is less than 40% in the largest
field where higher than third-order corrections are not impor-
tant. On the other hand, to understand some of the nuances, it
is useful to study the results of calculations on particular
clusters with particular orientations of the field. A close look
at Fig. 9 reveals that the saturation tendency due to the third-
order correction to the linear polarizability is by no means
uniform. In particular, we can observe that in the aggregate
of 5-nm particles the largest enhancement occurs at different
sites for different intensities. The overall effect is one of
leveling: at the strongest external field, we see many peaks of
approximately the same enhancement.

PHYSICAL REVIEW B 73, 035438 (2006)

In summary, we have shown that saturation effects de-
crease the local field factors and provide a basic limitation
for the intensity of the electromagnetic field that can be cre-
ated inside the particle. It should be noted that the model
aggregates employed for our calculations yield only rela-
tively moderate enhancement factors. As we mentioned
above, the local enhancements in real fractal aggregates may
be as high as 10°, and therefore saturation effects may be-
come important at even lower incident intensities. These de-
tails deserve further study, including the phase of the signal
at different sites.
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