
 

Here we focus on a specific subset
of random processes

stationary random processes section 9 6

But first a few other specific subsets

uncorrelated Random Processes

cross covariance C
y It tz o

for all t and t

orthogonal Random Processes

cross correlation Rxy It tD o

for all t and tr

Stnat sensestatTarity
The joint PDFs of angst of

samples of the RP does not

depend on where you set to

ex the joint pdf of X to and Xlt

is the same as that of X ttt and
Xlt it



strict sense stationarity is a very

strong constraint but we've seen

examples before
flip a coin repeatedly toss a die

a sequence of iid random variables

Some implications of Sss

Fat x Fact x Fx Cx

for all t and I

The same cDFIPDF characterizes any

sample any time

Fxity Nta X K Filo xltz.tk
for all t and tr

the joint cDF of any 2 samples depends

on the time difference betweenthem not on

their individualtimescale
Cautini Stationarity says loosely that the

Lynde of the process doesn't change
over time Theprocess itself might change



wide sense stationarity wss

A weaker constraint than SSS

for wide sense stationarity
we

only constrain the 1st and
2nd moments

The mean function must be constant

nodependence on time
M It Mx t

The autocorrelation is a function

of t tz but not on either

t or tz otherwise

Rx Ct ta can be expressed as

Rx Lt ta Rx Kt

Only the time between the samples
matters

WSS Rps can model many real world problems

ex A
RP



so
subset of WSS RPS

sss implies wss

but Wss does not imply Sss

The 3rd 4th 5th moments etc may still depend
ont

e

Any time you're
given Rx Lt a function

of onetime variable this
means

Xlt is wide sense stationary

And interpret it to be Rx It E X t XHttD

Examptightisthbwss
Is Rx 3,30 Rx 30,57 or in otherwords

is E X 3 X 30 E X 301 157

No not Wiss and not Sss



Example Autocorrelation for a discrete time RP
Examp

Let Xn be a sequence of 2 interleaved g 341
independent random variables

1 2 4 11
n odd Pxn X

ya x I

0 else

Xn Ln even p x
9 0 X b

ko X 3

0 else

Question 1 is Xn Strict sense
stationary

No That requires the same pmt for every
time step n and that's not true here

Question 2 Is Xn wide sense Statomainy
Need to show

D m n Mx for all n

2 Cx Li j C Li j for all i J

or R Li j R Li j for all i j



Recall Mx n 0 for all n and

Rx i j I i j

0 it j

l m x n is constant same value for
all n

so part 1 is true

2 Rewrite R Ci j m terms of

i j if possible

Rx list
1 i j o

O i j to

there are no terms expressed as i or j

only i j So part 2 is also true

Yes wide sense stationary



Examples for continuous time RPS

Random amplitude
Xlt A cos 2Mt where A is

uniform RV on o I

Recall Matt Iz as 2Mt

Rx It tz Is cos 21T t cos 21T te

Question I is Xlt strict sense stationary

No we already showed the pdf of
Xlt 0 is not the same as say the

pdf of Xlt Ya

Question 2 is Xlt wide sense stationary

No.mx It is not constant with time



Random phase RP

Xlt cos wt 10

where 0 is a uniform RV on EDIT

Recall
Mx Lt E Xlt O

and Rx It ts El Xlt XltD

E cos white

b this RP Wss

a mean is a constant that does not

depend on time Good sofar

b autocorrelation function depends

on ft tz not on t w ta

individually

12 1 ti t tt Iz cos w Lt It it D

Iz cos wt

Rx t

yes bothconditions are satisfied WSS



An example that requires interpreting
a given R t

If 12 1 4 e
k for a WSS RP Xlt

what is E x z x 4

ELxlDXl4 Rx 2,4

Rx 2 4 12 4 2

Z
e



Afewsampleautocorrelattorifuncttomity
Rut

Rx It e
al't Xforalltandasot

Random phase sinusoid
Rx Lt AI CD 2Itfot for all I

when Xlt is zero mean

This Rx E is periodic w period Yfo

If Xn is iid sequence of RVs with

zero mean and variance o2

and Yn K 1 the average

First Rxli j Rfi j if elxiXj

Then ELYN O an ijRyj
Ryti j E Yi Yj LEf XitXi 1 X Xj D

L Efx X I E Xi Xj i tt4E Xii Xj
44 ELXiu Xj 1Now substitute for Rxli I

i gg
Ry Ci j I LR Ci j Ryti ja Rx Li Hj

t 39 if Ryn
4

o else p



4ofsProportiesofwssandRi
Note if Cx Lt 4 C tz t C lt ft tz

and Milt mx then Ritt ta 12 14

12 10 average power of X t
averageE Xlt Xlt EL X t or power

Rxl0 µ
Rx l t Rx It symmetric
proof R t E ut Xlt IE

E Htt Htt
let I t.tt E XIE X I t

Rx t

112 14 113 10 maximum E o

positive semidefinite function

I att R Lt to alto dt d to 30
00 for any real function att



Examples of applying the 1st 4 properties

Are the following functions valid autocorrelation

a Rx Lt A sin we put
functions

No not even symmetric I

b Rx It Ae't
No Rx lo is not max

I

c Rx it AS It a

yes Satisfies all 1oz
This is the autocorrelation

function forwhitenoisedRx It A cos wt Any 2 samples are

Yes Even symmetric orthogonal if t.tt
Max at zero positive nonzero R o

Also positive semidefinite

att Acoswlt to alto dtidto

Halt A cos wt coswto alto dt dto

AL 3L f AL
which is positive

So Yes



Property 5 of Rx It

P I Xlttt x t se e 2lRx1o Rx It
T

theautocorrelahorifnnc horimeasmes.tl
rateofchange of the WSS RPTroop

roof uses the Markov inequality
from section 4.6 equation 4.75

PIX a E EIA for non negative RVs X
Think of µ Htt Mt Yas the RV and apply

Markov inequality
for E

pl l x It it Nti se

p x ft ie Xcel e

E E Htt Ntl
T

E x Eti E X LTD 2E Htt x H

2L Rx 10 Rx t

q 2



Interpretation of Property 5 of R It

P l x It it X t se s URxloz.mx

Interpretation Relates 2 things
the amount X varies in t seconds

1 1 ttt Xlt

the autocorrelation function T and O

Ryle
a if Rx to Rx t is large 1

then Rx decays rapidly
and the probability of a large
change in X is high
what happens at time t tells us little about

what will happen at t it

b if 12 10 Rx It is small
R k

1
then Rx decays slowly 4 L
and the probability of a large
change in X is small I

what happens at time t tells us a lot about
what will happen at t I

Here I It it Mt E represents a large

change in X between time t and Tinie ttt



Application of Rx E for prediction
similar concepts for

If a WSS RP X ft has an
discrete time

autocorrelation function R lt

and we want to predict the

future valuels of Xlt from

the current previous values what's

the best predictor

Example Suppose we want to predict

X ttt from Xlt and we want

to minimize the mean squared error

and we want alididor
Define predictor as Ict 11 a Xlt

what's the best value of a z

Mean squared error E Ect ti X Htt

EL Xlt Nta

EL a'XLET Zant Xlt 11 Http



a E Htt Za E Xlt MEH

E Htt D

translate this into Rx Ct

a Rx o Za Rx G t Rico

a l 12 10 Za 12 11

This is a function of

predictor coefficient
a

Find the best a by differentiating
went a

setting to zero and solving for a

Fa Za Rx to 2 Rx l O

a i


