



































































































































Introduction to Random Processes

Topic 4,1 Examples of Xlt and Xn

mean and variance functions

Topic 4.2 How are XI 4 and YHD related

2nd order statistics
ex auto correlation

and cross covariance

Topic 4.3 Defining a useful subset of RP

using their
autocorrelation finch

The goal
it system

ya
x h

what is the relationship
between

Mt and Yt



Chapter 9 Random Processes

The outcome of a random experiment
that varies as a function of the
and or space

Exampyles speech signals
images
temperature and the demand for power

Overview of topics
sect 9.1 definition's
sect 9.2 joint distributions mean functions

autocorrelation function
and covariance function

Sect 9.6 Stationary Random Processes

Seet 10.1 Power Spectral Density
Sect 10.2 Response of an LTI system when

the input is a Random Process

Stochastic Process is another name for
a Random Process

Abbreviation RP



Recall we do 4 things in this class

build models

compute probabilities

learn or infer

compute summary statistics

with respect to random processes

we will focus on building models and

computing summary statistics

Specifically we will build on the concepts

of correlation and covariance

to consider autocorrelation and
auto covariana and

cross correlation and
cross covariance

We will also build models by considering

what happens when we input a

specific type of random process into
a Linear Time In variant system LTI



Questions we may want to address
about Random Processes

mean how does it change with time
I 1

variance

How does a sample at onetnie instant

relate to a sample another time

Does each sample have the same PDF

or does the PDF vary with time

Can we compute a tin're average and expect it

to represent the average a specific time

IHowcomwemakedecisionsunderuncertainty.TT

so far we've chosen an instant in time

But the world is dynamic

For engineering we need to quantify these things

need to have a mechanism analyze



Randomlstochastilprocessis
A random experiment a set of possible outcomes w

and for each possible outcome
an instance of the RP x t w

Xt t w is a random pwcess
ad cfnnc.tnrmins

both T and W

For one outcome
He
1

For another outcome

thrum1

t

As a 2b function we can explore it in t w and both

Fix t to Sample in time use 302

to w is a rant
methods

Fix w Wo Choose a realization instance outcome
X t w is just a function of time use 301

methods
New tools when we fix neither w nor t



An example random process
the number of ECE 302 students in the

classroom as a function of time Nlt

Mmm

t

end Knie
of class

staff Man

this snapshot
in time we have a

overall this
random variable

is a set of
realizations



Random process examples

context driving on an icy day on the streets of
West Lafayette IN

accidents as a function of Tinie

stoppingtime as afunction of space

traction of one vehicle as a function f time
distance of slippage as f It

thickness of ice on the windshield

precipitation rate as function Time

cars that passthrough GrantIstate intersection

cars that are waiting at a specific red light
wait time of a particular car a red light

pedestrians in a walkway an intersection

Color of the light being emitted from the
traffic signal

RPs can be discrete or continuous time

and can have discrete or

continuous values



Examples Lone sample
instance

continuous time each Discrete time

continuous value continuous value

Xk

Emmi

Continuous time Discrete time

Discrete value Discrete Value

Htt

EE

i



Continuous time random amptitude sinusoid
continuous value random phase sinusoid
examples random frequency sinusoid

Note Xlt is both the name of the RP a function

and the name of the Ry
of t

that corresponds to sampling Xlt att

Random Amplitude
Let A be uniformly distributed on o I

Recall its full name is Al w a R V

let Xlt A cos 21T t we coned call it Xlt w

if X w 12

XL t w I as 2Mt

y
different

possible

if X wa a 1 realization's
Xl t wz CD 2Mt

Xlt wa

iii
we call the set of all possible outcomes the ensemble



Recall we can view this RP 3 ways

Fix t to X Ito w is a random variable

w possible values between 0 and A cos 21T to

example pdf fato x if ebutto

T
is negative

A different RVAcos o O

for eoafoht.UA ttlNote for to 14 or to 3 4

there is only one possible outcome for

Xlto A cis 21 4 0

Fix w Wo Xlt Wo is a function of Tinie

Two examples were shown earlier

Fix n'either compute mean and variance as a function oftime

e Xlt E A cos 2Mt E A cos 2Mt
7 n w

ran dteterministic L coat
gxperefIIMones part in

the mean is
w
Nota mlt µlt a function of

nine
average

Var Xlt E Htt E Mtg time

E Xlt E A2cg t I Cb t Nt z2H



Another example Random Phase Sinusoid

Let 0 w be a uniform RV on 0,21T
and let B be a constant

Let YI4W B cos att t 0

term

3ftmany possible sample paths
for this RP

ELY It E Bas t 10

BE as Cutt 10

B O O

EL y4t E B cos Kitt 10

fptg
B E l 1 cos 4Mt 120

12 0
as 20 12 It cos20

Var Ttt BI o 132 2



Another example Random frequency sinusoid

Roll a die Sample space 5 1,2 3,45,6
K on die

The Random Process is Xlt k cos 27kt

k 1,2 3 a 6

This random process has its

frequency selected random

w k XIE

477
1

hi

3 CD 6 It

4 Cos 8Mt µ

k 2

5 cos Iott
6 cos 121T t

These 3 RPS randomamplitude random phase

and random frequency are common in

communication theorem ECE 440

satellite TV cell phones AM and FM radios



Another example RP i QPSK

Quaternary Phase Shift Keying for comsymstems

4 equally probable symbols so S Sz Sz

One sent every T seconds

To send symbol Su send the waveform

X H Su cos 21Tfo t My KITH
during each T second interval

Because there is randomness in which symbol is

sent Xlt is a random process

Receive YIE Xlt Nlt also a RP

Goal is to estimate the transmitted
Xlt

from the received Y It or more precisely

estimate Sn from yity in each time
interval

apsk is used for satellite transmission of
MPEG 2 video



A Tinie delayed tramp function

Xlt t T where T is a RV
t

ft Ct e t o

what is PDF of the RV Xlt
For clarity and the sake of explanation lets
look for the PDF of a specific X Ito
and then generalize

Fx x P Mto Ex P tote x

p T to x

At this stage we have to be careful T 30 so

Fxix I Ft to x if to X o or X sto

and Fx x I 0 1 if to X O or X to

Note this CDF has no discontinuities
so no special cases to consider when

differentiating

f x Ix f Fx Ix ft to x 1 when x to

sketch

fix
ft Ito x fe eyget

1 1
to the



Intuition
what are the possible realizations of the RP

Because Tiso the ramp can become positive

for any positive value of time
The blue ramps below are all possible
The green ramp is not

AAAA

Four
sample time to

Not possible to get values of Xl to to

most likely scenario is to have Xlto to

because the most likely value of F O



Some definitions through a discrete lime
example

Bernoulli Process discrete time discrete

Xk has independent samples
Valued

Each is either I or 1

Pl Xk ti p P Xm 1 I p

41 k

if p 42 binary white noise
awide sense stationary
process The probability of a sequence

with n I's and m l's is always pYtp
m

regardless of the starting point we will discuss
this propertymore later

Ergodic E Xr Zp 1

Var Xie 4pct p
the same whether
the average is taken
across Tinie ur

samples realization's
Ensemble overate

µ lt E Ntl average across
samplesTime average µ IT lot Xlt dt average across
time



Binomial Counting Process

Let Xi be a sequence of i i d

Bernoulli RVs parameter p

Let Sn I Xi the sumof the
E I 1st n trials

Sn is a non decreasing function that

grows by one random discrete lines

sample realization

Sn

µ It

At any time n Sn the RV is a binomial R

with parameters n p

So we can write it PMF

Psn x Y p c p o

and
oExsn



Poisson process continuant discrete valued
N t is the number of event occurrences

in a time interval o t where

events occur at random at average rate 2

This is a non decreasing integer valued

continuous time RP
chapter 9 4

Nlt

time

We can view this as a limiting case

of the binomial counting process

Consider each time instance in the binomial

process to be associated with a small

f

i

whether an event occurs in one interval is

independent of it happening in any other



If the prob an event occurs in

a small interval 8 is p and

t n 8 then the

expected occurrences in time t

is NP

The rate of occurrences is X per second

so Xt np

If we let n oo keeping E 8th

and let p o keeping up t fixed then

p Nlt k Poisson pmf w XE

Poi ewF
arrivals in any interval to t
is a poison RV with expeded value

Xlt to Note this depends on

the length of the interval
and

is consistent w what we saw
before

For any non overlapping interval

the arrivals in each interval

which are both RVs are independent

El Nlt It L



If Nlt is Poisson process w rate X

arrivals in any interval to t
is a poison RV with expeded value

Xlt to Note this depends on

why
itskmseisfthfffwtuhafinferyaawgef.de

If the prob an event occurs in

a small interval 8 is p and

t n 8 then the

expected occurrences in time t

is NP

The rate of occurrences is X per second

so yet np

If we let n oo keeping E 8th

and let p o keeping up t fixed then

p Nlt K Poisson pmf w XE

and E Nlt Xt

The occurrences in any 2 non overlapping
lime intervals are independent RVs



Consider now the time interval T between

any two events occurring in a Poisson

process example between the
n Dth and the nth occurrence

t

ft Ct X e for too expmernjh.gl

why
Ft Ct l PCT t

PCT t P noevents happen in t seconds

Divide the interval Lost into a small

not overlapping subintervals

each length 8 4h

These are small enough the probability

of 2 occurrences happening in one small

subinterral is basically 0

Using our assumptions earlier

Pl occurrence in small sub interval p

then
p no occurrences in interval length E

ns I p

which as n 00 w P Int this e
it



discrete time
Discrete random walk discrete value

k

Xk Xo t E Bd k o

f I

Xo initial condition

By a Bernoulli RP recall Bk are iid
Bernoulli RVs

Be 0 or Be for all e

El Xk E Xo t et El Be
El Xo K 2p 1

The mean depends on line index k

so this is not a stationary process



Gaussian Process

Xlt is a Gaussian RP

if and only if

Xlt X Ltd Xltn

is a Gaussian rector for any h

and any tasty in

a similar definition for a discrete time Gaussianprocess

Discrete time system Both Xie and

Xk
f _Yk 4k All

discrete time
Rps

Yu Z ae Xie e
1 0


