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the concept of conditional probability

New notation and new insights same fundamentals

The conditioning event
C describes the partial

information we may have about the RV X

or its underlying experiment

Let be a RV with pmf p Ix

Cdf F IX

and or pdf f Ix

is an event P c 0

Definition's
conditional pmt p lxk p X x I c

Fx txt c PC X ex ne
conditional cdf

pic

conditional pdf fx txt c Fx Fx Htc
Note p lxlc is a pmf and has all the properties

Fx 1 14 is a calf f Ix Ic is apdf
Ofa Pmf



Recall for conditional probability we had

definition
theorem of total probability

building more complicated

Bayes Rule inference improving our knowledge
models

we'll consider these again
for this new

scenario w RVs
we'll also consider conditional expectation

and conditional variance



Theorem of total probability for RVs

Sup Bnpartitthe sample space

Px Ix Pxtx Bi P Bi 3.24 on page 113

I i i
use this to build more complicated

models

from several simpler ones

E You want to model the height of

the trees in a forest and you know there

are 3types of trees each with their
own

height distribution F htt where Ti is
the tree

and you know PCTi
type

Then overall model of tree height in
the forest

F h Falls It PCT 1 ICHI PCI

Ft h Tz P Tz



Example A production line creates two kinds

of devices Type1 devices occur with

probability a and have a lifetime
governed by

Px x B l r r x 1,2

Type 2 devices occur w pub I a

and have lifetime

Px 1 1 Bz l 5 S 4 1,3

Select a device and observe its lifetime

pxlxt p.ly Bi PlBDtPxlx Bz PlBz



Gaussian mixtures are a popular model
communication signals
speech signals
pixel values in image and video

Example 4.11 Communications system with

Gaussian noise

send a 0 by sending a signal w v volts

send a 1 by sending a signal w v volts

P l p l PCO B send l Bo sendo

Send signal X receive signal X N

N is a random noise voltage Gaussian NCO 62

fXIX
yl
p

p
p pdf of signalX

V V X

fuk pdf of noise N

O T

If B send I then X V and Y tv N

so YIB is gaussian N r o

and similarly YI Bo v NI v o



y y
Bo

YIBo NI v 04

Ty

fyly1B HB Ni v oy

And the receivedsignal Y is in general a mixtureof Gaussian

fy y fy yl B PCB t fy y Bo P Bo

fyly pdfof signal
x

Note the relative values of V and o control the

shape of the pdf and the separability
of

the 2 cases

fyly for a smaller
02



inference what happens if our conditioning

event depends on the values of the RV X

This is an important special case

allows us to update our understanding of X

and incorporate knowledge we gain by observing
the outcome of our experiment

Given RV event C where C depends on X

given fax and C a X Eb

we can easily compute Plc Jabf Ix dx

Then f txt c f
pc

when exec

otherwise10
fix

i
E

a b X

f lxk

The
areal

a b X



Intuition if C happened then

X could not have taken values

outside of ac X Eb

SO f x 1 14 0 for not in C

But f lxk must be a pdf
00

f f 1 14 dx
NO

bAnd we know
f f Lx dy P c

a

fab dx I and fxlxkt fp.gl
when X EC

You need to remember both pieces

Chop narrow the sample space

Scale renormalize

These are the same 2 steps we used when

we first considered conditional probability



why chop and scale The mathematical derivation

recall condition'al CDF

Fx Xtc PC X ex 14

Pf x In acxeb

To compute this for all values of X
we will need to look at the different ways
that X ex and acXeb overlap

X C
F 1 14 0

45
1 4 if xca

x

X b
Fxlxk

Hex
if x b

Became x In c c mthis region

Fxlxk Pl ff Pp if x b



a CX Eb

tante
tax

Fx 414 Na Fxl F
for a Ex Eb

combining
fixed as aaexeb

if E al Xtb I x b

Differentiate to get conditional pdf

fx

qf IIIO



These are 2 sides of the same coin

Example Suppose when event A'happens
a RV is uniformly distributed on 1,3
but when A happens X is a constant l
c fx XIA

it

f lxlA ulx l ult 3D's f lxlA f x D
If PCA PLAY 12 then

f xcx Pla fx XIA PCA f XIA

If Eulxt fuk 3 SIXTH

fxlA

ky M
I O l 3 7

00

Note ffxlx dx
00



Theftipsidey Take f lx from the
previous example and let A X so

fxlA

kp py
I O l 3 X

what's the conditional pdf of X given A
I II

AnswI The long way when x EA f XIA 0

P A P Xo Yz
when IEA the only nonzero component is
at x l which is I 8kt

So f lxlA Este x C APCA

0 Xe Ac

sixth Y ixIaH
similarly PLA f f lx dx ly 3 1 42

so f lx A

g.tl yfjU
3DxeA

0 X CA
Note

f txIA I Nx l ult 3 ff.ly A7dx I



The intuitive way
When A Xc01 we have just the Sfx 11

shape and it needs to be a pdf so

fx IXIA Six 11

when Ac happens the remaining uncertainty
has the uniform shape and it needs

to be a pdf so

f lXlA If u x l ult 3

The seating happens automatically
and just so happens equals Ypca

if A is the conditioning event



Another example of a mixed RV

The City Bus arrives at the busstop by your home

every 15 minutes starting at 6am You arrive at
the bus shop between 7 10 and 7 30 with the
time being a uniform random variable in this

interval What is the pdf of the time you
have to wait

f Ix
Answer X your arrival time M

Y your wait time o

Let A you get on the 7 15 bus A UB S
B you get on the 7 30 bus

A 7 10 Ex E 7 15

B 7 15 X E 7 30

Conditioned your arrival is uniform 1710 7 15
so your wait conditioned on A is alsouniform of

f y y IA f 15
0 Eyes

0 else

ConditroriedonBL your wait is uniform 0,153

5y ly fy yl A PLA t fylyl B PCB
45 44 Y s 3 4 01 be 5

Yes 314 says is


