
ECE 302: Probabilistic Methods in Electrical and Computer Engineering

Instructor: Prof. A. R. Reibman

Past Exam Questions
(Fall 2015, Spring 2016, Fall 2016, Fall 2017)

Chapter 5 and beyond

Reibman
(November 2018)

These form a collection of problems that have appeared in either Prof. Reibman’s real exams or
“sample exams.” These can all be solved by applying the material we covered in class that appears
in Chapter 5, 7, 9, and 10 in our textbook.

I will post the last pages of the final – with the formulas that you’ll have available to you –
separately.
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Problem 10. (15 points)
Given the Joint PDF

fX.Y (x, y) =

8
>>>><

>>>>:

0.50 for 0 < x < 0.5 and 0 < y < 0.5
1.25 for 0.5 < x < 1 and 0 < y < 0.5
1.50 for 0 < x < 0.5 and 0.5 < y < 1
0.75 for 0.5 < x < 1 and 0.5 < y < 1
0 otherwise

(a) Find and sketch the conditional PDF of X given that Y = 3/4.

(b) What is E(X|Y = 3/4)?
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Problem 11. (5 points)
Let X and Y be two discrete RV’s with joint PMF given by

pX,Y (x, y) =

8
>>>><

>>>>:

0.800 for x = 0 and y = 0
0.050 for x = 1 and y = 0
0.025 for x = 0 and y = 1
0.125 for x = 1 and y = 1
0 otherwise

What is V ar(X|Y = 1)?
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Problem 12.
X and Y have joint PDF

fX,Y (x, y) =

⇢
(4x+ 2y)/3 for 0  x  1; 0  y  1
0 otherwise

(a) For which values of y is fX(x|y) defined?

(b) Find fX(x|y)

(c) For which values of x is fY (y|x) defined?

(d) Find fY (y|x)
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Problem 13.
X and Y have joint PDF

fX,Y (x, y) =

⇢
k for 0 < y  x  1
0 otherwise

where k is a constant.

(a) Find the marginal pdf’s of X and Y (you don’t have to find k yet).

(b) Find k.

(c) Find P (0 < X < 1/2; 0 < Y < 1/2).

(d) Find the conditional pdf’s fY (y|x) and fX(x|y).

(e) Compute the conditional means E(Y |x) and E(X|y).
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Problem 14. (15 points)

Let X be the number of bugs in the first draft of a piece of software, and let Y be the number of
bugs remaining in the second draft of the same software. Their joint PMF is given by the following
table:

Y=
0 1 2

0 1/6 0 0
X= 1 1/3 1/6 0

2 1/12 1/12 1/6

(a) What is the conditional PMF of Y given X = 2?

(b) What is the marginal PMF of X?

(c) Find the Variance of X.
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Problem 15. (20 points)
Given X with PDF

fX(x) =

⇢
1/2 for 0  x  2
0 otherwise

Then Y is uniformly distributed between x and 2x.

(a) Sketch the region of support. That is, indicate where fXY (x, y) is nonzero.

(b) Find the joint PDF fXY (x, y).

(c) What is P (Y < 1)?

(d) What is E(Y )? (Hint: you may use the law of iterated expectations.)
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Problem 16. (5 points)

The number of “likes” to a social-media post on any given day is a Poisson random variable, with
mean ↵. However, the parameter ↵ is a random variable that depends on the amount of sunshine
outside and is uniformly distributed on the continuous interval [0, 3].
What is the probability there is exactly one “like” on a specific day?
(Hint: you may find the following integral useful.)
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Problem 17. (15 points)

Background story: You order many boxes of pizza for a gathering of Purdue students. When you
check the pizza boxes some time after the gathering starts, there is a fraction X of pizza remaining,
where X is a random variable between 0 and 1. You check the boxes of pizza again at a later time
during the gathering, and observe a fraction Y of pizza still remaining. Y is a random variable
between 0 and X. You ordered enough boxes of pizza that you can safely assume that both X and
Y are continuous random variables.

Math problem: Suppose X has the PDF

fX(x) =

⇢
3x2 for 0  x  1
0 otherwise

and Y is uniformly distributed between [0, X].

(a) Find the joint PDF, fXY (x, y), including its region of support.

(b) Find the marginal PDF of Y .

(c) What is P (Y < 1/2)?

16

I Y
eg i

y
fylglxtfx.org

ax

0 else

a fxy IX y fylylxjf.ly
3 2 taha

o y

b fyly fifxylxy dx 3xdx If ly

f fitob.fiJTseesuaebt.hec
plycYzJ fjhfyly dy fo ZUy

2
dy

3 y Ili Eft s

Et EI a'it HI HI



Problem 18. (20 points)
Suppose you build a system with a part that comes from either Company 1 (with probability 2/3)
or Company 2 (with probability 1/3). Let N indicate the company, so that N is a discrete RV with
PMF

pN (n) =

8
<

:

2/3 for n = 1
1/3 for n = 2
0 otherwise

Let X be the lifetime of the part, which has a di↵erent distribution whether the part comes from
Company 1 or Company 2. In particular, let X be a continuous RV such that when N = 1, X is
exponentially distributed with mean 5, and when N = 2, X is exponentially distributed with mean
8.

(a) What is the conditional PDF of X given N=2?
(In other words, what is the PDF of X when the part comes from Company 2?)

(b) Find the marginal PDF of X.

(c) What is P (X > 8)?

(d) If your device has lasted long enough that X > 8 already, what is the probability it is from
Company 1, i.e., that N = 1?
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Problem 19. (20 points)
Let X be a continuous uniform RV on the interval [0, 1]. Conditioned on X, then Y is a continuous
RV that is uniformly distributed on the interval [x, x+ 1].

(a) What is P (Y > 0.5)?
(Hint, draw a clear diagram of the region of support for (X,Y ).)

(b) Find the marginal PDF of Y.

(c) Find E(Y ). (Hint: are you able to use symmetry?)

(d) Find COV (X,Y ).
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Problem 33. (Yes/No: 2 points)
If X and Y are jointly Gaussian RVs then X + Y is a Gaussian RV.

Problem 34. (Yes/No: 2 points)
If X and Y are jointly Gaussian RVs then X and Y are independent only if X and Y are uncorre-
lated.

Problem 35. (Yes/No: 2 points)
If X and Y are uncorrelated RVs then the PDF of Z, where Z = X+Y , can be found by convolving
the PDF’s of X and Y .

Problem 36. (Yes/No: 4 points)

If X and Y are independent random variables, then the CDF of Z = max(X,Y ) is
FZ(z) = FX(z)FY (z).
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Problem 37.
Let X and Y be independent RVs each uniformly distributed on [0, 1]. Let Z = X + Y and
W = X � Y . Find the marginal PDF’s of Z and W .
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