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Abstract—We present a unified framework which supports grounding natural-language semantics in robotic driving. This framework supports acquisition (learning grounded meanings of nouns and prepositions from human sentential annotation of robotic driving paths), generation (using such acquired meanings to generate sentential description of new robotic driving paths), and comprehension (using such acquired meanings to support automated driving to accomplish navigational goals specified in natural language). We evaluate the performance of these three tasks by having independent human judges rate the semantic fidelity of the sentences associated with paths. Overall, machine performance is 74.9%, while the performance of human annotators is 83.8%.


I. INTRODUCTION

With recent advances in machine perception and robotic automation, it becomes increasingly relevant and important to allow machines to interact with humans in natural language in a grounded fashion, where the language refers to actual things and activities in the world. Here, we present our efforts to automatically drive—a mobile robot under natural-language command. Our contribution is a novel method to represent the meaning of a sentence that describes a path driven by a robot through an environment containing a number of objects. An example of such a sentence is *The robot went toward the box which is left of the chair and behind the cone and then went in front of the stool*. Such sentences are sequences of descriptions in terms of objects in the environment. Nouns in the descriptions indicate the class of the objects involved, such as box or chair.

However, the nouns do not specify exactly which object in the environment is being referenced, as, for example, there may be more than one box in the environment. This introduces the potential for ambiguity. Prepositions in the sentences, such as in front of and left of, are used to describe the changing position of the robot over time (e.g., the robot went in front of the stool), as well as to describe the relative positions of the objects in the environment (e.g., the box which is left of the chair). We refer to the former kind of usage as adverbial and the latter as adjectival. Many prepositions, like in front of, can have both adverbial usage, as in the robot went in front of the chair, and adjectival usage, as in the chair in front of the table. Both adverbial and adjectival usage can be nested to arbitrary depth, as in toward the chair which is in front of the table which is right of the stool which is ... Both can also be combined with conjunctions to describe a single object in terms of several others, as in the box which is left of the chair and behind the cone, or to describe the position of the robot at a particular point in time in terms of multiple objects, as in went toward the chair and left of the table. The use of nesting and conjunction allows both rich description of the path of the robot and disambiguation of the specific objects used to describe the robot motion.

We represent the meaning of a sentence through a scoring function that takes as input a sentence, a robot path, a floorplan that specifies the locations of objects in the robot’s environment, and a set of parameters defining the meaning of words, and returns high score only when the sentence is true of the path in the given environment. This method allows a single unified representation of word and sentence meaning to be used to perform three tasks. The first is word meaning acquisition, in which the meanings of prepositions like toward and nouns like table are learned from a data set of sentences describing paths driven by a robot. The second is sentence generation, in which previously learned words are used to automatically produce a new sentence that correctly describes an input robot-driven path. The third is sentence comprehension, in which previously learned words are used to automatically produce a new path that satisfies an input sentential description. These three tasks are all accomplished by optimizing the scoring function relative to different variables: acquisition is accomplished by optimizing the word-meaning parameters, generation is accomplished by optimizing the sentence, and comprehension is accomplished by optimizing the path. Fig. 1 shows a data-flow diagram of our system.

We have conducted experiments with an actual radio-controlled robot that demonstrate all three tasks: acquisition,
generation, and comprehension. We demonstrate successful completion of all three tasks on hundreds of driving examples. The sentences employed for the acquisition and comprehension experiments were all elicited from anonymous workers on Amazon Mechanical Turk (AMT). We evaluate the fidelity of the sentential descriptions produced automatically in response to manual driving, i.e., generation, and the fidelity of the driving paths induced automatically to fulfill natural-language commands, i.e., comprehension, by presenting the pairs of sentences together with the associated paths to anonymous human judges on AMT. Thus, we have two distinct rounds of human work on AMT as part of our evaluation: the first round generates sentences used for acquisition and comprehension, while the second round evaluates sentences produced by generation and paths produced by comprehension. These two rounds employ different random workers from the AMT pool. For machine generated results overall, the average sentence correctness (the degree to which the sentence is true of the path) reported is 74.2%, the average path completeness (the degree to which the path fully covers the sentence) reported is 76.0%, and the average sentence completeness (the degree to which the sentence fully covers the path) reported is 74.5%, for an average of 74.9%. The machine-generated sentences were judged to be approximately 12% less concise than human-generated sentences.

II. OVERVIEW

Our scoring function \( R(s, p, f, \Lambda) \) represents the truthfulness of a sentence \( s \) relative to path \( p \) driven by the robot in an environment described by a floorplan \( f \), given a lexicon \( \Lambda \) of word meanings. This function returns a high score when the sentence is true of the path taken by the robot through the environment, and a low score if it is false. A path \( p \) is represented as a sequence of 2D robot positions over time. A floorplan \( f \) consists of a set of 2D object positions with associated class labels, such as there being a chair at offset \((2.5 \text{ m north}, 1.7 \text{ m east})\) from the origin. For example, the sentence The robot went toward the chair which is behind the table and then went away from the stool makes a sequence of assertions about the position and velocity of the robot relative to two objects, the chair and the stool. It also makes an assertion about the relative positions of two of the objects, the chair and the table. A sentence \( s \) will have a certain degree of truthfulness describing a path \( p \) in a floorplan \( f \). This truthfulness depends upon the relative position and velocity of the robot at different points in time with respect to the positions of the objects, as well as the relative positions of the objects with respect to each other. Since a sentence, or sequence of sentences, describing a path can make a sequence of assertions, computing the degree of truthfulness requires performing a temporal alignment between the elements in this sequence of assertions and portions of the path. A sentence may be true even if there are portions of the path that are not described. A sentence may be false, even if all the elements in the sequence of assertions have a corresponding portion of the path for which they are true, if they do not occur in the correct order. Thus, the scoring function must find the maximally true alignment between each such part of the sentence and a portion of the path such that the ordering of the path portions matches the ordering of the sentence parts and each part of the sentence is maximally true of its corresponding path portion.

The scoring function \( R(s, p, f, \Lambda) \) is compositional: the truthfulness of a sentence \( s \) is determined by evaluating and combining word-specific scoring functions which represent the meanings of nouns and prepositions in \( s \), such as chair and toward. The meaning of each word is represented through a probability distribution whose specific form is determined by a set of word-specific parameters, \( \Lambda \). Compositional means that the aggregate scoring process for two different sentences may differ yet share parameters for the words in common. This allows our method to be generative: a combinatorially large set of possible sentences can be supported with even a small lexicon of nouns and prepositions. Moreover, this lexicon can be learned with a relatively small set of training examples.

This method makes possible three different use cases, simply by optimizing the function \( R \) with respect to different arguments. Automatic word-meaning acquisition is possible by optimizing \( R(s, p, f, \Lambda) \) with respect to the latent parameters \( \Lambda \) to maximize the predicted truthfulness of a data set of sentences \( s \), describing robot paths \( p \), through floorplans \( f \),

\[
\hat{\Lambda} = \arg \max_{\Lambda} \prod_i R(s_i, p_i, f_i, \Lambda).
\]

The learned word meanings \( \Lambda \) can then be used to perform two other tasks. Automatic generation of a sentence \( s \) that describes a robot path \( p \) through a floorplan \( f \) is possible by optimizing \( R(s, p, f, \Lambda) \) with respect to the sentence \( s \) to maximize its truthfulness given the path \( p \), floorplan \( f \), and model parameters \( \Lambda \)

\[
\hat{s} = \arg \max_{s} R(s, p, f, \Lambda).
\]

Automatic production of a robot path \( p \) that satisfies a given sentence \( s \) (thus automatic comprehension of its meaning) is possible by optimizing \( R(s, p, f, \Lambda) \) with respect to the positions in the path \( p \) to maximize the truthfulness of the given sentence \( s \) in relation to the path \( p \), floorplan \( f \), and model parameters \( \Lambda \)

\[
\hat{p} = \arg \max_{p} R(s, p, f, \Lambda).
\]
Acquisition is difficult because of both the natural ambiguity of the sentences, and ambiguity resulting from the fact that the meanings of the words are not known beforehand. A sentence does not specify which portion of each path is described by each of its parts. The alignment process inside the scoring function must determine this. Further, the sentences do not necessarily specify the particular objects being described or referenced, because nouns specify only the object classes, not specific objects in the floorplan. However, without knowing the meanings of the nouns, even the classes of the referenced objects are unknown. A sentence may include prepositional phrases to disambiguate the referenced objects, but this does not provide the information to determine the referenced objects during early stages of learning when the word meanings are still unknown. A single path–sentence pair has too much ambiguity to determine which objects are being referenced, or which parts of the sentence correspond to each portion of the path, let alone what relationships among the objects, or between the path and the objects, correspond to the meanings of the prepositions to be learned. However, the shared parameters between different sentences that arise from the use of some of the same words to describe different situations make it possible to use a number of path–sentence pairs together to disambiguate the sentence meanings and learn the word meanings through a gradual iterative learning procedure.

Generation is difficult for two reasons. First, the input path \( p \) is a dense sequence of points which must be automatically segmented into portions, each of which is to be described by part of the sentence \( s \). Second, the generated sentential parts must be unambiguous and concise. We wish to generate a sentence that is true of the path, a sentence which is true only of that path and of no other qualitatively different paths, and the shortest sentence for which this is the case. This sentence may wish to situate the path relative to specific objects in the floorplan. There can be more than one instance of a given object class in the floorplan, so a complex noun phrase must be generated to uniquely refer to that object. We wish to find the shortest noun phrase that does so.

Comprehension is difficult because the input sentence \( s \) is not a complete specification of the desired robot path \( p \); it only incompletely specifies constraints over \( p \). Path planning must be performed to find a complete path specification that not only satisfies the sentential constraints but also avoids obstacles.

### III. Representing the Meaning of a Sentence

The meaning of a sentence or sequence of sentences can be captured by representing the assertions they make. A sentence describing a robot path with respect to the environment makes assertions about the robot path and the objects in a floorplan. In order for the sentence to be true, all the assertions must also be true. For example, the sentence The robot went toward the chair behind the table, and then went in front of the stool, denotes a sequence of two sets of assertions. The first set consists of four assertions: 1) the robot’s path brings it toward an object; 2) that object is called a chair; 3) the chair is behind another object; and 4) that other object is called a table. The second set consists of two assertions: 1) the robot’s path brings it in front of an object and 2) that object is called a stool. Further, the sequential nature of the sentence provides an additional assertion that the second set of assertions must be fulfilled after the first is fulfilled in order for the sentence to be true.

We represent the meaning of such a sequence of assertions with a sequence of graphical models which are grounded in a path, which is a sequence of waypoints, the 2D positions of the robot over time, and a floorplan, which consists of a set of floorplan objects, labeled 2D points representing the position and class of objects in the environment. Each graphical model is a product of factors. Each factor is a probability distribution representing one of the assertions in the sentence, and corresponds to a word or clause in a sentence. Continuing the above example, there is a factor representing the assertion that the robot’s path moves toward an object. This factor is a probability distribution between a path variable, which is a pair of 2-D vectors representing the position and velocity of the robot at a particular time, and a floorplan variable, which is a labeled 2-D Cartesian coordinate representing the class and position of a floorplan object. The model parameters \( \Lambda \) define the shape of each factor distribution and thus define the meaning of each word, such as toward. Such a distribution encodes the meaning of a preposition like toward by placing probability mass on certain relative velocities and positions between the path variable and the floorplan variable that satisfy the spatial relationship defined by the word. In general, a factor distribution corresponding to a preposition can be applied between a path variable and a floorplan variable to define its adverbal usage, as shown above, or between two floorplan variables, to define its adjectival usage, such as the distribution corresponding to one object being behind another. Other distributions can encode the meanings of nouns like chair or table by placing probability mass on certain values of a floorplan variable’s label. The exact details of how each factor distribution is defined in terms of the parameters in \( \Lambda \) are described in Section III-B.

The product of factors in each graphical model captures the meaning of each set of assertions in the sequence. Just as the sentence is false if any individual assertion is false, the product of factors is close to zero if any of the individual factors is close to zero. Given any assignment of values to the path variable and floorplan variables, the graphical model will produce a score value corresponding to the veracity of that sentence clause with respect to the robot path and objects defined by those path and floorplan variables. The meaning of a sentence or sequence of sentences is therefore captured by a corresponding sequence of graphical models when they are constrained to be satisfied in the proper sequence.

### A. Constructing Graphical Models From a Sentence

We automatically generate such a sequence of graphical models directly from a sentence or sequence of sentences. The sentence(s) are first broken into temporal segments using a subset of the rules of English grammar and a graphical model is produced for each segment. Fig. 2 illustrates this process, showing an example sentence and the sequence of
Fig. 2. Illustration of the sequence of graphical models induced by a sentence. The sentence is broken into sequential segments, and a path variable (P1 and P2) is created for each segment. Next, a floorplan variable (O1–O6) is created for each noun in each segment, applying the noun’s label distribution (in blue) to the variable’s set of labels. Finally, the arguments of each preposition are found, and each preposition’s distributions (in green) over relative positions and velocities are applied between its arguments.

Fig. 3. Illustration of the score function induced by the sentence-segment graphical model from Fig. 2 (right), using the word models obtained from the learning process. Moving from the previous robot position to a high scoring (red) region satisfies the semantics of the phrase. Note that the differing positions for the previous position drastically change the function.

two graphical models produced from it. A path variable (white circles labeled P1 and P2 in Fig. 2) is created for each graphical model, representing the position and velocity of the robot during that segment of the path. A floorplan variable (white circles labeled O1–O6) is created for each noun instance in the sentence(s), representing the position and label of an object in the floorplan. The position and label of a floorplan variable can be taken from the 2D position and class label of any object in the provided floorplan. Each noun in a sentence also results in a univariate distribution (blue rectangles connected to the associated floorplan variable) over possible class labels that the floorplan variable may take.

Each preposition in a sentence induces a joint distribution between the two variables to which it is applied. These are the target and referent objects. Fig. 2 shows the distribution for each preposition as a green rectangle connecting the target object (top circle) and referent object (bottom circle). For example, in the clause The robot went in front of the chair which is left of the table and behind the cone, the phrase the
robot went in front of the chair results in the front preposition distribution applied between the target object, path variable P1 (the robot), and the referent object, floorplan variable O1 (the chair). There is a noun (chair) distribution also applied to the label of O1, along with an additional two other preposition distributions (left and behind) resulting from the other phrases, left of the table and behind the cone. Note that O1 is the referent object of front but the target object of left and behind.

Once the arguments to each preposition in a temporal segment have been found, the graphical model is formed as a product of the factors associated with each of the nouns and prepositions. For a given assignment of values to each path variable (position and velocity) and floorplan variable (position and label), the graphical model’s probability represents the degree to which those values satisfy the meaning of the sentence.

B. Representation of the Lexicon

The lexicon specifies the meanings of the nouns and prepositions as a set of probability distributions. The nouns are represented as discrete distributions over the set of class labels. These labels are abstract symbols corresponding to object classes, such as might be obtained by grouping object detections according to class with a clustering algorithm on sensor data. For example, objects of class bag might have class label CLASS0, while objects of class stool might have label CLASS4. These come from the provided floorplans, which are lists of objects each consisting of a 2D position and class label. Observe that the class labels do not uniquely specify an object in a floorplan because there are often multiple objects of the same class in a given floorplan.

Each noun i in the lexicon Λ consists of a set of weights wi,j which score the mappings between it and each possible label j. When a noun distribution is applied to a floorplan variable, it gives a score to the label assigned to that variable.

Each floorplan variable generated from a sentence can be mapped to one of the objects in a floorplan, taking its position and class label. When mapped to the kth object, whose label is lk and which resides at location (xk, yk), the score of the noun distribution i applied to that variable is wi,lk.

Prepositions specify relations between target objects and referent objects. The target object of a preposition may be an object in the floorplan when the preposition is used adjectivally to describe a noun or may be a waypoint in the robot’s path when used adverbially to describe the robot’s motion. For example, in the chair to the left of the table, the floorplan variable corresponding to the noun chair is the target object and the floorplan variable corresponding to table is the referent object, whereas in the phrase, went toward the table, the path variable is the target object while the floorplan variable corresponding to table is the referent object. The lexical entry for each preposition in Λ is specified as the location μ and concentration κ parameters for two independent von Mises distributions [1] over angles between target and referent objects.

One, the position angle, is the orientation of a vector from the coordinates of the referent object to the coordinates of the target object [Fig. 4 (left)].\(^1\) The second, the velocity angle, is the angle between the velocity vector of the target object and a vector from the coordinates of the target object to the coordinates of the referent object [Fig. 4 (right)]. This second angle is only used for adverbial uses describing the robot path, because it requires computation of the direction of motion, which is undefined for stationary objects. This angle is thus taken from the frame of reference of the robot.

The von Mises distribution defining each angular distribution \(v(\alpha | \mu, \kappa)\) is given by

\[
v(\alpha | \mu, \kappa) = \frac{e^{\kappa \cos(\alpha - \mu)}}{2\pi I_0(\kappa)}
\]

where \(I_0\) is the modified Bessel function of order 0.

When the \(i\)th preposition in the lexicon is applied between two variables, whose physical relationship is specified by the position angle \(\theta\) and velocity angle \(\gamma\) between them, its score \(z_i\) is given by

\[
z_i(\theta, \gamma) = \left( \frac{e^{\kappa_i,1 \cos(\theta - \mu_i,1)}}{2\pi I_0(\kappa_{i,1})} \right) \left( \frac{e^{\kappa_i,2 \cos(\gamma - \mu_i,2)}}{2\pi I_0(\kappa_{i,2})} \right)
\]

where \(\mu_i,1\) and \(\kappa_{i,1}\) are the location and concentration parameters of the position angle distribution of the \(i\)th preposition, and \(\mu_i,2\) and \(\kappa_{i,2}\) are the location and concentration parameters of the velocity angle distribution.

C. Computing the Graphical Model Score

Once constructed from a sentence segment, each graphical model induces a distribution over the path variable \(\rho = (\rho^x, \rho^y, \rho^v, \rho^{\nu})\), conditioned on the \(K\) objects in the floorplan \(f = (o_1, \ldots, o_K)\) and the latent mapping \(m\) from the \(N\) floorplan variables to floorplan objects. Each element of the mapping \(m_n\) is the index of the floorplan object mapped to floorplan variable \(n\). This latent mapping designates which objects in the floorplan are referred to by each noun in the sentence. Let \(a\) be \(\{\rho, o_{m_1}, \ldots, o_{m_N}\}\), a set consisting of the path variable and the floorplan objects mapped to each of the \(N\) floorplan variables. Further, let \(b_{c,1}\) and \(b_{c,2}\) be the indices in \(a\) of the target and referent, respectively, of the \(c\)th preposition in the graphical model. The 2-D world position of the target and referent of the \(c\)th preposition can then be referenced with \((a_{b_{c,1}}^x, a_{b_{c,1}}^y)\) and \((a_{b_{c,2}}^x, a_{b_{c,2}}^y)\), respectively. The velocity vector of the target can similarly be referenced with \((a_{b_{c,1}}^v, a_{b_{c,1}}^{\nu})\). Therefore, the position angle of the target

\(^1\)Without loss of generality, position angles are measured in the frame of reference of the robot at time zero, which is taken to be the origin.
and referent of the \( c \)th preposition in the graphical model is given by

\[
\theta_c = \tan^{-1} \frac{a_{b_c,1}^y - a_{b_c,2}^y}{a_{b_c,1}^x - a_{b_c,2}^x}
\]

and the velocity angle \( \gamma_c \) between them is given by

\[
\gamma_c = \tan^{-1} \frac{a_{b_c,1}^y - \tan^{-1} a_{b_c,2}^y}{a_{b_c,1}^x - a_{b_c,2}^x}
\]

A sentence-segment graphical model’s conditional probability \( \psi(\rho|m, f, \Lambda) \) of the path variable given an object mapping \( m \), floorplan \( f \), and lexicon parameters \( \Lambda \) is therefore given by the product of preposition and noun scores

\[
\psi(\rho|m, f, \Lambda) = \prod_{c=1}^{C} \left[ z_{d_c}(\theta_c, \gamma_c) \right] \prod_{n=1}^{N} \omega_{e_n, l_{m_n}}
\]

where \( c \) indexes into the \( C \) prepositions in the graphical model, \( d_c \) is the index in the lexicon of the \( c \)th preposition in the graphical model, \( n \) indexes into the \( N \) nouns in the graphical model, \( e_n \) is the index in the lexicon of the \( n \)th noun in the graphical model, and \( l_{m_n} \) is the class label of the object mapped to the \( n \)th noun.

Fig. 3 visualizes the score of the second (right) graphical model in Fig. 2. This score is plotted as a function of the position of the path variable in a 2D floorplan. Two plots are shown, with different positions for the previous variable. The two plots have very different shapes because of differing previous positions, but both show that the highest scoring positions (in red) satisfy the intuitive meaning of the clause “toward the cone and right of the chair right of the table.” Moving from each of the two previous positions to a high scoring region results in motion “toward” the correct object and results in a position “right” of the correct object. These scores were produced by summing over all possible mappings \( m \), using models learned automatically as described in the following.

IV. TASKS

The acquisition, generation, and comprehension tasks are formulated around the same scoring function.

A. Acquisition

To perform acquisition, we formulate a large set of hidden Markov models (HMMs), one for each path–sentence pair in the training corpus. Each such “sentence” may be either a single sentence or possibly a sequence of sentences. The sentences and sequences of sentences are treated identically by identifying the sequence of temporal segments in the text and creating an HMM representing the sequence. Each such HMM has a state corresponding to every temporal segment \( t \) in its corresponding training sentence(s). The observations for each such HMM consist of the sequence of waypoints in the path–sentence pair. The output model \( R_t \) for each state is the graphical model constructed from that temporal segment \( t \), given the current estimate of the parameters in \( \Lambda \) and marginalized over all mappings \( m \) between floorplan variables in the graphical model and objects in the floorplan

\[
R_t(\rho_1, f, \Lambda) = \sum_{m} \psi_t(\rho_1|m, f, \Lambda).
\]

The transition matrix for each HMM is constructed to allow each state only to self loop or to transition to the state for the next temporal segment in the training sentence. The HMM is constrained to start in the first state and end in the last. Dummy states, with a fixed uniform output probability, are placed between the states for each pair of adjacent temporal segments, as well as at the beginning and end of each sentence, to allow for portions of the path that are not described in the associated sentence. These are added because a sentence can be true without describing every portion of the path, to allow the model to score highly in such situations.

Fig. 5 illustrates the automatic construction of such an HMM from a sentence. The sentence is broken into segments, and a graphical model is created representing each segment, as described previously. When a segment cannot be understood, it is pruned, and no graphical model is created. Next, an HMM state is created for each remaining segment. The output model of each such state represents the distribution over the possible positions and velocities of the robot at a given point in time. These output distributions are the graphical models associated with each segment, marginalized over the possible labelings of the floorplan variables. Dummy states are added. The HMM transition distribution encodes the sequence of the sentence by forcing each state to self transition or pass to the next state, as well as by requiring that the model begin in the first state and end in the last.

The HMMs are used to infer the alignment between the densely sampled points in each path and the sequence of temporal segments in its corresponding sentence. This process is illustrated in Fig. 6. An HMM is produced to represent the semantics of the sentence (the same sentence and HMM as in Fig. 5). Each HMM output model computes the score of the position and velocity at each waypoint [Fig. 6 (top)]. This reflects an estimate of how true each part of the sentence is of each portion of the path. Each state’s output score is the likelihood of the associated graphical model, marginalized over all possible mappings of floorplan variables to floorplan objects. These scores, along with the HMM transition model, can be used with the forward-backward algorithm to compute the probability of the HMM being in each state [Fig. 6 (bottom)] at each point in the path. This also yields the HMM likelihood, which is an estimate of how true the entire sentence (or sequence of sentences) is of the path.

Prior to learning the word meanings, all preposition and noun distributions are random. During acquisition of such meanings, the model is iteratively updated to increase the overall HMM likelihood taken as a product over all training samples. At each iteration, this gradually concentrates the probability mass of each HMM state’s preposition distributions at those angles seen at portions of the path during which that state is of high probability. It also concentrates the probability mass of the object label distributions in those bins associated with the mappings corresponding to high HMM likelihoods.
The robot started to the right of the stool, traveled toward the bag, doubled back to pass to the right of the bag, stool, then chair and slowly circled in front of the cone, ending just to the right of it.

Fig. 5. HMM is created representing the semantics of a sentence. Each temporal segment of a sentence that can be parsed results in a graphical model. An HMM state is created for each such segment, with the graphical model as its output distribution. Dummy states with uniform output distributions are added before and after each state to allow it to match paths that have segments of undescribed behavior.

The output models for the HMMs are all parameterized by the word meanings from the lexicon \( \Lambda \). Thus, the meaning of each word is constrained by many path-sentence pairs. As illustrated in Fig. 7, this can be thought of as a large (soft) constraint-satisfaction problem. This mutual constraint allows the learning system to gradually infer the unknown mappings between points in the paths and the segments of sentences, and between nouns in the sentences and objects in the floorplans, while simultaneously learning the parameters of the lexicon. Thus, it uses its current estimate of the word meanings to infer which physical relationships between the robot and the objects, or between several objects, are being described, and uses this knowledge to further update the word meanings in order to match those relationships.
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Fig. 7. Viewing the learning process as a constraint-satisfaction problem. Individual words appear across multiple path–sentence pairs. This allows inference across different words in the same sentence, where knowledge about one word constrains which points in the path or objects are described by or referred to by another. It also allows inference across multiple instances of the same word in the descriptions of different paths, where relationships among waypoints and objects in one path–sentence pair, whose description includes a particular word, constrain which relationships are referred to by that same word in the description of another path.

This learning is accomplished by maximizing the product of the likelihoods of all HMMs on their corresponding paths through Baum–Welch [2]–[4]. This trains the distributions for the words in the lexicon as they are tied as components of the output models. Specifically, it infers the latent alignment between the large number of noisy robot waypoints and the smaller number of temporal segments in the training descriptions while simultaneously updating the meanings of the words to match the relationships between waypoints described in the corpus. In this way, the meanings of both the nouns and the prepositions are learned. Fig. 8 illustrates the gradual learning process by showing how the scoring function corresponding to an example phrase begins in a completely meaningless state, but gradually changes to represent the meaning of that phrase as the meanings of the words are gradually learned. The angular distributions of the prepositions are rendered as potential fields with points at angles with higher probability rendered lighter. Iteration 0 [Fig. 8 (top left)] shows the randomly initialized word models, and the resulting score surface, which does not encode the meaning of the phrase at all. The noun distributions are largely uniform, resulting in no visible correlation between the score and the individual object positions. After the first iteration [Fig. 8 (top right)], the noun models have just begun to concentrate in the correct bins, and the position distribution of the toward model is beginning to concentrate in the correct direction. This change is evident in the score surface, which shows that it depends upon the position of the cone, but not in the correct way, as the toward model is still completely wrong. After the second iteration [Fig. 8 (bottom left)], the noun distributions are further concentrated in the correct bins, and the toward velocity distribution is now pointed in the correct direction, although still almost uniform. The score surface now clearly depends on both the cone and the proper chair. After the third iteration [Fig. 8 (bottom right)], the noun distributions are further concentrated, as are both the position and angle distribution of the right model and the velocity angle distribution of the toward model. The score surface now largely represents the meaning of the phrase: moving from the previous position to a high scoring red region results in motion that satisfies the phrase. Iteration 3 is beginning to look similar to that in Fig. 3, which is the result after convergence.

B. Generation

To perform generation, we search for a sentence to describe a path in a floorplan. This sentence is constructed as a sequence of prepositional phrases, where the objects of the prepositions are noun phrases. The sentence is expected to satisfy three properties: 1) correctness that the sentence be logically true of the path; 2) completeness that the sentence differentiate the intended path from all other possible paths on the same floorplan; and 3) conciseness that the sentence be the shortest one that satisfies the previous two properties. We attempt to find a balance between these properties with the following heuristic algorithm (Fig. 9).

We first produce the most likely preposition–object pair for each waypoint. A preposition takes a waypoint from the robot path as its first argument and a floorplan object (e.g., chair) as its second argument. Thus, each preposition scores how likely the robot has a certain spatial relationship with a reference object at the current waypoint. For each waypoint, we compute the probabilities of all the possible prepositions each with all the possible reference objects on the floorplan, and select the preposition–object pair with the maximum posterior probability. This yields a sequence of selected preposition–object pairs, whose length is equal to the number of waypoints. Identical preposition–object pairs for
consecutive sets of waypoints in the path are coalesced into intervals, and short intervals are discarded.

We then generate a noun phrase to describe the reference object of the selected preposition–object pair at each waypoint. We take the noun with maximum posterior probability over all the possible nouns, given the class of that floorplan object. Thus, when the floorplan contains a single instance of an object class, it can be referred to with a simple noun. However, sometimes there might be more than one floorplan object that is described with the same noun. A simple noun in this case would introduce ambiguity into the generated sentence. To avoid such, the shortest possible noun phrase, with one or more prepositional phrases, is generated to disambiguate references to these objects. To this end, for each pair of floorplan objects, we take the preposition with maximum posterior probability to be true of this pair and all other prepositions applied to that pair to be false. By doing so, we assign each floorplan object with a unique noun phrase that is able to distinguish it from all the others on the same floorplan.

More formally, let \( q(o) \) be the most probable noun for floorplan object \( o \) given \( \Lambda \). For each pair \((o, o')\) of floorplan objects, there exists only one preposition \( \phi \) that is true of this pair. Let \( u(o) \) be the noun phrase we want to generate to disambiguate the floorplan object \( o \) from others \( o' \). Then \( o \) can be referred to with \( u(o) \) unambiguously if: 1) \( u(o) = (q(o), \{\}) \) is unique or 2) there exists a collection \( \{\phi(o, o'), \ldots\} \) of prepositional phrases such that formula \( u(o) = (q(o), ((\phi, u(o'))), \ldots) \) is unique. To produce a concise sentence, we want the size of the collection of prepositional phrases in step 2 to be as small as possible. However, finding the smallest collection of modifiers is NP-hard [5]. To avoid exhaustive search, we use a greedy heuristic that biases toward adding the least frequent pairs \((\phi, u(o'))\) into the collection until \( u(o) \) is unique. This results in a tractable polynomial algorithm. The \( u(o) \) so found is mapped to a noun phrase by simple realization, for example

\[
\text{(TABLE, ((LEFT OF, CHAIR), (BEHIND, TABLE)))}
\]

\[
\downarrow
\]

\text{the table which is left of the chair and behind the table.}

The prepositions selected for the waypoints, together with the unique noun phrases describing the corresponding reference

---

**Fig. 8.** Illustration of the word meanings and resulting scoring functions at the first four steps in the learning process for the same phrase illustrated in Fig. 3. The red regions of high score are initially meaningless (Iteration 0, top left), but gradually begin to capture the meaning of the phrase as the words are learned, so that moving to them from the previous robot position increasingly satisfies the phrase.
Fig. 9. Illustration of the generation algorithm. A disambiguating noun phrase is generated for each floorplan object. Waypoints are described by prepositional phrases, and then sets of identical phrases are merged into intervals, which are combined to form the sentence.

Fig. 10. Illustration of the scoring function after the addition of the barrier penalties, which keep the comprehension waypoints away from the objects and from each other, and attraction terms, which encode preference for proximity to the target object. Moving from the previous robot position to a high scoring (red) region satisfies the meaning of the phrase.

objects of the selected prepositions, are then assembled into a sentence (Fig. 9).

Generation is applied to paths obtained by odometry during human teleoperation of the robot. Such paths are sampled at 50 Hz. Because of the high sampling frequency, these paths have many redundant waypoints that provide little information to the generation process. Thus, as a preprocessing step, we downsample the path by computing the integral distance from the beginning of the path to each waypoint on the path and selecting waypoints every 5 cm of the integral length.

C. Comprehension

To perform comprehension, we use gradient ascent to find \( \hat{p} \) in (3), where \( R(s, p, f, \Lambda) \) is the product of the graphical model likelihoods \( \psi_t(p_t|m, f, \Lambda) \) from (4) constructed from the temporal segments of the sentence \( s \). The unknown path \( \hat{p} \) is constructed to contain one path variable \( p_t \) for each temporal segment \( t \) in the sentence, whose locations are optimized to maximize the scoring function, and thus find waypoints that maximize the degree to which the semantics of the sentence are satisfied. This differs from pathfinding algorithms in general, where an initial point and goal point are given, and the algorithm must find dense intermediate points which avoid obstacles. Rather, the comprehension procedure determines the sparse (sequence of) goal point(s) that satisfy a sentence. Thus, the output of the sentence comprehension algorithm can be used as the input to any pathfinding algorithm when obstacle avoidance is needed. Fig. 11 shows an example of using the \( D^* \) [6] algorithm to perform pathfinding in a more complex environment with walls, doorways, and differently shaped obstacles.

The optimization in (3) is used to find a sparse set of waypoints that are eventually input to pathfinding. It computes a MAP estimate of the product of the likelihoods of the graphical models associated with the sentence \( s \). As stated, these graphical models represent the semantics of the sentence, but do not take into account constraints of the world, such as the need to avoid collision with the objects in the floorplan. Further, the scoring function as stated can be difficult to optimize because the velocity angle computed between two waypoints becomes increasingly sensitive to small changes in their positions as they become close together. To remedy the problems of the waypoints getting too close to objects and to each other, additional factors are added to the graphical models. A barrier penalty \( B(r) \) is added between each pair of a waypoint and floorplan object as well as between pairs of temporally adjacent waypoints to prevent them from becoming too close. We use the formula

\[
B(r) = \text{SMOOTHMAX} \left( 1, 1 + \frac{2r_1 + r_2}{r} \right)^{-1}
\]

where \( r \) is the distance either between a waypoint and an object or between two waypoints, and where \( r_1 \) and \( r_2 \) are the radii of the two things being kept apart, either the robot or an object. This barrier is approximately 1 until the distance between the two waypoints becomes small, at which point it decreases rapidly, pushing them away from each other by approximately the robot radius. For the penalty between the waypoints and objects, meant to prevent collision, both

The robot went behind the table in front of the bag. Next, it drove towards the table to the right of the bag, then in front of the chair that is behind the cone. Finally, it stopped to the right of the box and behind a chair.
the robot radius and object radii are assumed to be 40 cm. For the penalty between temporally adjacent waypoints, meant to ease the optimization problem, $r_1$ and $r_2$ are set to 10 cm. Finally, because our formulation of the semantics of prepositions is based on angles but not distance, there is a large subspace of the floor that leads to equal probability of satisfying each graphical-model factor. This allows a path to satisfy a prepositional phrase like to the left of the chair while being very far away from the chair, which, while technically correct, can result in paths which appear to a human to be infelicitous. To remedy this, we encode a slight preference for shorter distances by adding a small attraction $A(r) = \exp(-r/100)$ between each waypoint and the floorplan objects selected as its reference objects, where $r$ is the distance between the waypoint and the target object of a preposition. The score optimized is the product of the graphical-model factors for each waypoint along with the barrier and attraction terms. An example of the scoring function corresponding to the example phrase toward the chair which is left of the bag, together with the additional terms, is shown in Fig. 10. Its gradient with respect to the waypoint locations is computed with automatic differentiation [7]. The sequence of waypoints maximizing this product is then found with gradient ascent. The individual points cannot be optimized independently because each graphical model score depends on the velocity, and thus the previous point. They must be optimized jointly. Rather than initializing this joint optimization randomly, which we found in practice frequently resulted in the optimizer getting stuck in poor solutions, we use a multistep initialization procedure conceptually similar to layer-by-layer training in neural networks such as in [8]. The score is optimized repeatedly with subsets of the waypoints increasing in size. Beginning with the temporally first and ending with the last, waypoints are added sequentially, each time initializing the newly added point 10 cm from the last point in the previously optimized subset. Then, the product of scores corresponding to the current set of points is optimized. In the final stage of optimization, all points have been added, and the entirety of the score is optimized.

Fig. 13 shows the effect of small differences in the input sentence on the resulting paths for a series of example sentences. A single-word change can greatly alter the path by changing where the robot goes with respect to one object or by completely changing which object is referenced. This leads to changes in other portions of the path.

The output of the comprehension algorithm is a sparse set of waypoints corresponding to the temporal segments of the input sentence(s). To use these waypoints to actually drive a robot, it is necessary to perform pathfinding between them as a postprocessing step because while the barrier penalties do prevent the waypoints from being chosen close to objects, they do not prevent the paths between them from doing so.

**Fig. 12.** Our custom mobile robot.

**Fig. 13.** Illustration of the effect on the comprehension system of single-word changes to the input sentence. The word right is changed to behind between the top and middle examples, altering where the path goes with respect to a particular box. Between the middle and bottom examples, the word left is changed to right, completely changing which box is being referred to, and therefore drastically altering the path.
Any path-finding algorithm with sufficient power to handle the floorplan can do. In our experiments, we used a simple procedure that recursively adds an additional waypoint to each path segment (the line segment between two goal waypoints) that passes through an obstacle. The new point is offset so that the two new path segments do not pass through the obstacle. This process is repeated recursively on new path segments until no segment passes through an obstacle.

V. Experiments

We conducted experiments to evaluate each mode of operation: acquisition, generation, and comprehension. For acquisition, we collected a corpus of robot paths paired with sentences describing those paths and used such to learn a lexicon. We then used this lexicon to test generation using a new set of paths to automatically generate sentences. In addition, we tested comprehension using the learned lexicon to produce and follow paths satisfying a new set of sentences. Fig. 14 illustrates example inputs to, and outputs from, the acquisition, generation, and comprehension systems.

All experiments were performed on a custom mobile robot (Fig. 12). This robot could be driven by a human teleoperator or drive itself automatically to accomplish specified navigational goals. During all operations, robot localization was performed onboard the robot in real time via an extended Kalman filter [9] with odometry from shaft encoders on the wheels and inertial guidance from an inertial measurement unit. This localization supported real-time path following during comprehension and was stored to support acquisition and generation. All robot paths used in our acquisition and generation experiments were obtained by recording human driving using odometry and sensor data from the robot.

A. Data Set Collection

We collected three sets of robot paths, some paired with sentences. The first, the acquisition corpus, consisted of 750 path-sentence pairs, three sentences for each of 250 robot paths. The second, the generation corpus, consisted of 100 robot paths. The third, the comprehension corpus, consisted of 300 path-sentence pairs, three sentences for each of 100 robot paths.

All inputs used to evaluate our method were generated by humans: the robot paths input to acquisition and generation were driven by humans and the sentences input to acquisition and comprehension were elicited from AMT workers to describe such human-driven robot paths. Each human-driven robot path was obtained by a human driving the robot in a path through a randomly generated floorplan in accordance with a randomly generated sentence. Each human-elicited sentence was obtained from an anonymous AMT worker describing such a human-driven robot path. The random synthetic sentences were only used to seed the process of generating human-driven robot paths and, in turn, human-elicited sentences. The algorithms were all applied to, or evaluated against, human sentences elicited from AMT, never synthetic sentences.

During the process of generating human-driven robot paths from random sentences, the human driver was allowed to drive freely, so long as the sentence remained true of the path. Therefore, while these paths do contain, in the proper order,
portions which depict the described physical relationships, the driven paths are generally more complex than the original random sentence.

The 250 human-driven robot paths for the acquisition corpus were obtained by following 25 random sentences in each of ten random floorplans. Each floorplan contained four random objects, with up to one duplicate object. The objects were placed randomly at known locations in a large room. Each random sentence contained a sequence of two or three instructions to move according to random prepositions chosen from left, right, front, behind, toward, and away with respect to randomly chosen objects in the floorplan.

The 100 human-driven robot paths for each of the generation and comprehension corpora were obtained by following ten random sentences in each of ten random floorplans. Each floorplan contained five random objects, also limited to one duplicate, which were placed randomly at known locations. The random sentences for these corpora were generated similar to those of the acquisition corpus, only longer, with a sequence of five or six instructions.

The process of eliciting human sentences from AMT was designed to yield natural and unconstrained sentences. Fig. 16 gives a small sample of these sentences. The AMT workers were asked to provide a sentence describing a robot path, as depicted in an image, relative to objects in the floorplan. They were not given any restrictions on the syntax of the sentence, nor were they told the intended purpose of the sentence. Therefore, the sentences are not artificially mechanical or specific, as they might have been had the workers known what the sentences were for. Rather, they are representative of human path descriptions in this domain. Some workers used multiple sentences to describe the path. Other workers used a single long sentence. These were used without modification.  

Many of the sentences elicited from AMT workers contain ambiguity, misspellings, and grammatical errors, or describe relations which are untrue or impossible, such as describing a chair as the chair to the right of the chair, when there was, in fact, only a single chair. We corrected for obvious misspellings, but did not otherwise make modifications to the sentences. Quantitative evaluation of the quality of the human-elicited sentences can be seen in Fig. 15, which summarizes the judgments by a second round of AMT workers comparing the sentences elicited from the first round of AMT workers against the paths used to elicit them (dark blue for acquisition sentences and light blue for comprehension sentences). Only about 60% of human-elicited sentences received the highest possible rating, with the rest being judged less than 80% correct or complete. Our methods are robust enough to handle such errors gracefully. The acquisition system learns the correct meaning of words despite the noisy and ambiguous training data, and the comprehension system ignores parts of sentences it cannot understand.

B. Experimental Evaluation

The acquisition, generation, and comprehension corpora were used to evaluate the acquisition, generation, and comprehension modes of operation, respectively. After learning
the meanings of the words from the acquisition corpus, the human-driven paths from the generation corpus were used to automatically produce sentential descriptions, and the human-elicted sentences from the comprehension corpus were used to automatically drive the robot. Human judgments were obtained using AMT, evaluating the degree to which the sentence and path in each pair match. Such judgments were obtained for the automatically produced sentences describing human-driven paths (e.g., generation), for the robot paths automatically driven according to human sentences (e.g., comprehension), and also for the sentences produced by AMT workers to describe human-driven paths (e.g., acquisition). For comprehension, such evaluation was performed on the automatically driven path obtained by odometry, not on the machine-generated path planned to guide such automated driving. This allowed us to compare the performance of the automatic systems with that of AMT workers through four multiple-choice questions.

1) **Sentence Correctness:** Approximately how much of the sentence is true of the path?
2) **Sentence Completeness:** Approximately how much of the path is described by the sentence?
3) **Path Completeness:** Approximately how much of the sentence is depicted by the path?
4) **Sentence Conciseness:** Rate the length of the sentence.

For the first three questions, the possible answers were 0%–20%, 20%–40%, 40%–60%, 60%–80%, and 80%–100%. This allowed us to evaluate the correctness and completeness of machine-generated paths and sentences and compare such with human performance. For the last question, the possible answers were *much too short, somewhat too short, about right, somewhat too long*, and *much too long*. This allowed us to evaluate the verbosity of the sentence generation system against human-elicted sentences.

We obtained three independent judgments for each path–sentence pair in order to evaluate the reliability of the human judgments. For 26.5% of the pairs, all three judgments agreed, for 54.1% of the pairs, two of the judgments agreed, and for 19.4% of the pairs, all three judgments differed.

Fig. 15 shows the distribution of judgments given to each set of path–sentence pairs for each question. The fraction of human judgments in each of the possible responses for each of the questions is shown for the output of human annotators (dark and light blue), the comprehension system (yellow), and the generation system (red), each judged against the paths or sentences given as input. For sentence conciseness, sentence length was judged about right 58.1% of the time for human-elicted sentences and 39.1% of the time for our generation system. The about right and somewhat too short/long judgments combine to 92.4% for humans and 81.3% for our generation system. Averaging the judgments for the first three questions (sentence correctness, sentence completeness, and path completeness) yields 82.4% and 85.3% for the human sentences on the acquisition and comprehension corpora, respectively, when judged against the paths used to elicit those sentences. Averaging the same judgments for the automatically driven paths judged against the human sentences used as input yields 71.1%. Averaging the judgments for the automatically produced sentences judged against the paths used as input yields 78.6%. Overall, machine performance is 74.9%, while the performance of human annotators is 83.8%. Machine performance is thus 89.2% of the way toward that of the humans.

**VI. Related Work**

We know of no other work which presents a physical robot that learns word meanings from driven paths paired with sentences, uses these learned meanings to generate sentential descriptions of driven paths, and automatically plans and physically drives paths satisfying sentential descriptions.

While there is other work which learns the meanings of words in the context of description of navigation paths, these systems operate only within discrete simulation; they utilize the internal representation of the simulation to obtain discrete symbolic primitives [10]–[17]. They have a small space of possible robot actions, positions, and states, which are represented in terms of symbolic primitives. Thus, they take a sequence of primitives like {DRIVE TO LOCATION 1, PICK UP PALLET 1}, and a sentence like *go to the pallet and pick it up*, and learn that the word *pallet* maps to the primitive PALLET, that the phrase *pick up* maps to the primitive PICK UP, and that the phrase *go to* X means DRIVE TO LOCATION X.

We solve a more difficult learning problem. Our robot and environment are in the continuous physical world and can take an uncountably infinite number of configurations. Our input is a set of sentences matched with robot paths, which are sequences of densely sampled points in the real 2D Cartesian plane. Not all points in a path correspond to words in its sentence; multiple (often undescribed) relationships can be true of any point, and the correspondence between described relationships and path points is unknown. Furthermore, our system does not require additional manually annotated data upon which much of the previous work depends.

There has been work on learning in the context of language and mobile robot navigation using a physical robot (see [18], [19]), but none of these do all three of the tasks (acquisition, generation, and comprehension) which we do. There is also recent work on the topic of natural-language interaction with robots (e.g., [20]–[25]), both within and outside the realm of robotic navigation. However, such work does not involve any learning. There is work which learns in the context of language and robotics, but not navigation (see [26]–[29]).

**VII. Conclusion**

We demonstrate a novel approach for grounding the semantics of natural language in the domain of robot navigation. This approach allows the meanings of nouns and prepositions to be learned successfully from a data set of sentences describing paths driven by a robot despite substantial amounts of error in those descriptions. These learned word meanings support both automatic generation of sentential descriptions of new paths as well as automatic driving of paths to satisfy navigational goals specified in provided sentences. The quality of these paths and sentences averages 89.2% of the way toward the performance of human annotators on AMT. This is a step...
toward the ultimate goal of grounded natural language that allows machines to interact with humans when the language refers to actual things and activities in the real world.
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