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ABSTRACT

Finding new technologies for supporting physical, implicit and explicit collaborations is
essential for dealing with increasingly complex systems in non-structured dynamic
envirnoments. The purpose of this article is to review the role of laser technology in
enabling better, more precise interactions, and to identify frontier opportunities and
challenges in this area. While the most common applications of laser technology are
found in medical and health care, manufacturing, and communication areas, other areas
such as quality assurance, agriculture, construction, entertainment, defence, and law
enforcement also benefit from it. In spite of the rapid dissemination of this technology,
their role in support of collaboration and discovery is still in its infancy. Research
activities concerning new ways of using lasers as a supporting technology that may
strength new areas have been relatively limited. Nevertheless, the translation to this
domain has been recognized as vital for activities that demand increasingly more
coordinated effort among interacting agents (e.g. humans, machines, particles). Recent
advances in laser technology on a number of application domains are reviewed in this
article, focusing primarily on lasers’ role for supporting different forms of interactions. In
addition a framework with four collaboration functions and five collaboration dimensions
is defined in the paper. This taxonomy framework is useful for enabling a better
understanding of the existing and emerging opportunities that laser-based technology

offers, its advantages and challenges.
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1. INTRODUCTION

Laser technology was introduced five decades ago and since then it has affected most aspects of
our life, from health to energy systems. Laser technology has been implemented not only as an
end product, but also as a means for producing new technologies and products. This is due to its
unique characteristics, such as energy transmission, high irradiance, spatial and temporal
coherence and precision. The main applications are found in medical, information and
communication technologies, and materials processing, where its integration has led to better
economic outcomes (Li 2010).

The implementation of lasers beyond communication and processing to collaboration
support systems, however, is still in its infancy. This is a virgin research area, even though
effective and precise interactions have been recognized as vital for the increasingly complex,
dynamic time variant systems and their associated service activities. Recent advances in laser
technology may led to significant improvements in the way that collaboration systems operate.
These advances include using new wavelength bands and pulse duration reduction, higher
precision and power efficiency by requiring lower costs.

Research related to enhancing and extending laser capabilities is vast: Over 490,000
refereed articles have been found, according to Web of Science (2012), including: (1) physics,
(2) optics, (3) engineering, (4) chemistry, (5) material sciences, (6) spectroscopy and (7)
instrumentation, which comprise about 42, 20, 14.5, 13, 11, 4 and 4% of the total, respectively.
Only 2% of the research work on lasers has been in the area of industrial engineering and

manufacturing, 0.25% on robotics, and half than that related to collaboration systems (Figure 1).
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Figure 1. Relative research efforts on lasers in various subject topics, measured by the number of
published, refereed articles. Each article may contain one or several topics [Source: Web of
Science, 2012].

The main focus of this article is discussing the application of laser technology in
precision collaboration. Precision collaboration, specifically, involves interconnected activities
were signals flow, with identifiable inputs and outputs, and measurable performance variables.
An interesting feature of this type of systems is that may involve physical, logical and virtual
agents as the main factors for carrying out the activities. Such precision collaboration activities
integrate communication, synchronization, control, environmental data, and information
collection. Laser technology can be applied for achieving each of these functions alone, or as a
whole, due to its unique ability to accurately and rapidly transfer signals with no spatial or
temporal residuals. This multiple functionality enables lasers to be used as a tool, information
medium, energy source, a marker, and sensor (e.g., Yoo et al. 2010), (Bechar et al. 2009).

The objectives of this paper are to: (1) Review the forms on which laser techniques can

be applied for precision interactions; (2) evaluate the performance of these techniques on the



quality and effectiveness of the collaboration activities; and (3) assess the effect of laser
precision on interaction processes.

The paper organized as follows: Section 2 presents laser desirable characteristics for
precision interactions and collaboration. In section 3 opportunities for this new application field
are elaborated. Section 4 introduces a new precision collaboration framework. This framework is
then reviewed in the context of laser application in various areas. Section 5 describes how laser
technologies could be applied into the framework developed in section 4 through collaboration
dimensions and future research areas. Section 6 concludes this work by summarizing the findings

of this work.

2. PRECISION INTERACTIONS AND COLLABORATION LASER
CHARACTERISTICS

Precision collaboration consists of several functions requiring: i) Mutual and situational
precision, such as communication, synchronization, geometrical environmental data, and
information collection; and i1) Control features, including commands, interactions, interfaces,
performance and status data evaluation (Figure 2).

Following the model of impact of collaboration on decision and action quality (Nof
2011), each decision and its implied action involves three components: (1) Problem features
(policy, action, and choice), (2) Knowledge (information, logic, and experience); and (3)
Decision process (tools, models, and methods). Lasers have a useful role in all three decision and
action components. For instance, laser sensors can help operators understand the problem’s
constraints, and help identify potential operative solutions; lasers can help acquire information
about the range of a target and its present and future state; and, lasers can participate in methods

and tools for the collaborative decision and action process. In all these roles, lasers can provide



precision, fast response, and other advantages. Each of the collaboration features in Figure 2 has
its own specific requirements and accuracy range. Laser technologies can be used to adjust each
of these features in a precise way by virtue of their unique abilities to optically transfer and
transmit data and energy with coherent spatial and temporal signatures.

Laser systems are characterized by flexibility and accuracy. They require relatively low
maintenance. In collaborative systems, the most relevant features are related to the information
transfer between the components: bandwidth, noise resistance, low power requirements, narrow
broadcasting beam, and secure data transmission. For geometrical and environmental data, laser
accuracy and reliability are especially useful. For control and interfacing, the use of lasers

simplify significantly targeting and tracking objects under uncontrolled environments.

Collaboration
Features Benefitting
from Higher
Precision

Geometrical
Communication environmental
data

Information
collection

Performance
interactions Commands Interfaces and status data
evaluation

Figure 2. Collaboration features, their precision requirements, and relevant laser advantages to

satisfy them.



3. OVERVIEW: ADVANTAGES AND OPPORTUNITIES IN USING LASERS

The relative advantages of lasers, in comparison to the common, non-laser-based collaboration
and interaction methods and techniques are numerous. Lasers incur relatively lower cost and
higher functional flexibility (Brogardh 2009); are lightweight, are accurate, and are highly
reliable (Ishii et al. 2009) which results in better functionalities for precise collaboration.

An important advantage of such precision is the reduction in collaboration errors and
overall time of interaction, less interactions means less commands required to achieve the
collaboration goal, compared with other forms of interaction. When more accurate information is
conveyed, more effective control and better decision making is achieved. In such contexts, due to
the low costs of the laser and the fewer errors, the total operating costs are reduced.

These laser characteristics have been yet fully exploited. To illustrate a potential
application using the paradigm described, the reader is referred to a tracking system called
DGNSS-RTK (Mazzetto and Calcante 2011), where an automated vine cutting trans-planter
involves a process and interaction between different systems that require precision
synchronization could be automated by using a laser. In a different work, collaboration and
tracking ability of mobile robots were improved by applying laser scanners for collaborative
localization(Jiang and Chen 2008). Shan et al. (2002) developed an ultra-precision motion
control of a magnetic suspension actuation system, obtained by employing a laser measuring
system to calculate control parameters. Glossop et al. (2003) obtained accurate laser projection
of surgical plans onto patients, enabling reduction in risk and operating time by following the
accurately projected plans and also enabling measurement of the optimal location of surgery
entry points using laser technology. According to Vogt et al. (2004) precise laser pointing can

improve collaboration of multiple users in graphical environments. Structured light and laser



beam projector can improve human perception and simplify human action, thus improving the
efficiency and precision of teleoperation (Park 2000).

Other examples include:

1. In manufacturing, for certain machining processes and material processing, laser use is
more economical than traditional measurement methods and requires less maintenance
due to less wear and less need for replacing scuffed or broken instruments. It is also faster
and more energy efficient, enabling superior surface properties (Li 2010).

2. Also in manufacturing, transition from welded to hydro-formed beams in the frames of
vehicles in the US was enabled mainly by using robots and laser cutting, significantly
less costly and more flexible compared with CNC machines (Brogardh 2009).

3. Insurgery and dental operations, lasers can minimize cellular destruction, tissue swelling,
hemostasis, and their use can reduce the need for anesthesia, resulting with reduced post-
operative pain (Myers and McDaniel 1991, Wigdor et al. 1995);

4. Lasers can also circumvent the need for suturing (Yoo et al. 2010) which could have
additional benefits, e.g., in battlefields, by reducing risk of infection and minimizing the
weight of supplies.

5. In the medical field and in nanotechnology industries, lasers are often the most suitable
technique for micro- and nano-fabrication, precision micro cutting, surface micro-

texturing and micro deposition (Li 2010).

4. FRAMEWORK OF PRECISION COLLABORATION WITH LASERS

Lasers can be used in a collaborative mission, or as part of the collaboration methodology,

protocol, and process. In medical, manufacturing, exploration, and military tasks that require



teleoperation or telerobotics of a material being processed, the remote control of lasers
(processing tools) would typically be relatively more accurate, flexible and safe compared to a
mechanical tool, as realized in the cases of tissue welding, chemical detection (Yoo et al. 2010)
and laser metal welding (Gonzalez-Galvan et al. 2003, Li et al. 2007, Chuen Leong et al. 2010).

Collaboration and interaction are inherent sub-activities in many areas, and as such they
were applied to isolated functions, including use as a tool to map the environment, detect specific
objects; for targeting, localization, marking, and other interactions. The emerging collaboration
functions and systems that have been implemented effectively with lasers, and the emerging role
and methods in which lasers are being used to execute these functions are summarized in a
precision collaboration framework (Figure 3).

The first precision collaboration element in this framework (left column) specifies who
the collaborating participants are. The second element indicates the collaboration functions
involved, and the third element are the roles of lasers in this collaboration. The four main
precision collaboration functions are explained next, including the role of lasers applied and
illustrated in figure 4 for these four functions. Then, Table 1 follows this framework in
illustrating research studies where precision collaboration has been introduced experimentally

with laser components.
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Figure 4. Illustration of precision collaboration functions. a) targeting (Cruz-Ramirez et al.
2008); b) interaction (Li et al. 2011); ¢) mapping, localization and object detection (Wenjian et
al. 2009); and d) laser-based communication (Nikulin et al. 2006).

4.1 Precision Collaboration Function 1: Targeting

Targeting implies the precise identification of an object and its exact location. For example,
defining the position and orientation of a pepper to be harvested by a robotic device. A laser
pointer provides a powerful alternative as a user interface for robot control. It is cheap,
lightweight, points accurately, and is reliably recognized (Ishii et al. 2009). Previous research

showed that a laser pointer can be useful for providing target designation for a picking-up robot
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(Kemp et al. 2008) and developed a button-pushing robot (Suzuki et al. 2005). A wearable
interface for remote collaboration through pointing, enabling remote human collaborators was
developed (Kurata et al. 2004, Figure 5). A body-worn steerable laser pointer and a fixed camera
to enable remote collaboration was used (Mann 2000) and applied for hands-free telepointing

with completely self-contained, wearable visual augmented reality.

Motion Sensor l"'_

Laser Pointer

Figure 5. A wearable interface for remote collaboration with the ability to point to real objects in

the task space with a laser spotter (Kurata et al. 2004).

An adaptive sensor fusion-based object tracking and human action recognition was
developed (Yeong Nam et al. 2009) for interactive virtual environments. This system tracks
robustly people in virtual environment and can recognize their actions. It is view invariant, and
uses an adaptive sensor fusion approach to couple between the laser scanner and a video camera.
In this system, a person can interact with virtual agents simultaneously in an interactive virtual
environment. Cruz—Ramirez et al. investigated the use of lasers for targeting ceiling objects, such

as light panels, to dismantle building’s interior facilities, using a human-robot collaboration
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(Cruz-Ramirez et al. 2008) platform. A laser pointer fixed at the robot’s tip served both as a
guide during the teleoperated task, and as the first indicator of the current holding position. Work
piece positioning and objects mapping for industrial robots tasks were performed by projecting
laser spots over the workpiece, which later allowed gathering information about the workpiece
geometry with a multi-camera system (Gonzalez-Galvan et al. 2003). Young Sang et al.
developed a mobile robotic manipulator that can grasps objects previously marked with a laser
pointer by a human operator (Young Sang et al. 2008). In this task, the grasping was done
autonomously by the robot.

A human robot interaction (HRI) system for robot tool path planning in augmented
reality environment was developed and tested on a laser welding industrial robot (Li et al. 2007,
Chuen Leong et al. 2010). The HRI system used information from both a camera and a laser
range finder. This system detected and tracked a laser spot projected by the laser range finder. As
indicated earlier, Glossop et al. combined laser with augmented reality for projecting surgical
plans, entry points for probes directly onto patients (Glossop et al. 2003).

In the above targeting examples, precision is of paramount importance for cost-effective
and high quality tasks completion. Furthermore, precise and error free data acquisition
transmission is required to assure adequate levels of safe interaction between the collaborating

parties (e.g. humans, robots, machines and devices).

4.2 Precision Collaboration Function 2: Interactions

In the past, laser pointers were mainly used for target labelling in the field of robotics, while
exploring their potential as versatile input devices was not deemed neccesary. As indicated by
Ishii et al., target designation on its own is far from sufficient for a human-robot interface (Ishii

12



et al. 2009). Ishii et al., suggested that laser pointers can be effective also for specifying
commands and target locations for a robot to follow. In that work, laser pointer-based user
interface was used for issuing instructions to a robot. Stroke gestures over the laser’s trajectory
served as the main modality to deliver instructions. Through this interface, the operator could
draw gestures using a laser pointer to specify target objects for the robot to execute.

A different paper suggests using laser pointer as a robot-controlling interface. Such a
laser gesture interface was designed and implemented to issue instructions to a mobile robot.
More specifically, Oh and Stuerzlinger describe a system that uses computer controlled laser
pointers as interaction devices for displays control. The paper discusses a number of alternatives
for distinguishing between different laser pointers’ arcs (Oh and Stuerzlinger 2002). The input
devices adopted can provide concurrent input streams to a single display groupware environment
and applications. A framework that supports multiple pointing devices to explore collaboration
and interaction in graphical environments has also been developed (Vogt et al. 2004).

Tracking fingers has been introduced for gesture recognition in human-computer
interfaces (Perrin et al. 2004, Cassinelli et al. 2005) through the use of lasers. Active tracking has
been implemented through using a laser diode (with invisible or visible light), steering mirrors,
and a photo-detector. Successful tracking has been achieved through the analysis of the
backscattered light, measured by the photoreceptor during a millisecond-long circular laser
saccade around the position of the target. This procedure has enabled the acquisition of real-time,
three dimensional coordinates in a relatively narrow window (concerning the target size). By
implementing such a sterile finger tracker, this procedure can be applied to extend current efforts
in the area of interactive medical imaging for healthcare operations (Wachs et al. 2007, Wachs et

al. 2008, Jacob et al. 2012a, Jacob et al. 2012b).

13



In the previously illustrated cases, benefits of using laser technology include operational
cost-effectiveness, quality based on the precision of communicated information, and reduction in
total process time. Avoiding errors due to imprecise control can lead to safer procedures (e.g.,

medical applications) and fewer commands.

4.3 Precision Collaboration Function 3: Mapping, localization and object detection

Mapping, localization and object detection can be essential for sustaining proper levels of
collaboration. In such contexts, the devices commonly used to support the collaboration were
laser range scanners and were not part of the collaboration itself, but merely a tool enabling
decisions. Harb et al. described the role played by a mobile robot in a clean-room medical
facility. In this system, the integration of collaboration techniques was necessary for successful
completion and effective performance of given complex missions (Harb et al. 2009) .
Collaboration was achieved by mapping data extracted from a laser range scanner, which used as
the sensed signal in several control systems within the robot.

In other cases, where cooperative localization or mapping was the objective, the goal was
accomplished by interactive communication between mobile robots and a network of laser range
scanners (Morioka et al. 2012). Zhuang et al. studied the problem of cooperative localization
based on environmental information in an unknown, complex environment. They developed an
algorithm for adaptive selection of multi-robot cooperative localization using an extended
Kalman filter in the cluttered environment (Zhuang et al. 2010). Li et al. (2011) developed a
network surveillance system based on data fusion algorithms for collaborative target localization.

Laser scanning was used in a number of mapping applications, e.g., for (1) mapping and
localization of the robots’ relative positions for a team collaborating in a search and rescue
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(Guarnieri et al. 2009); (2) mapping and obstacle detection in a collaborative autonomous
unmanned vehicles navigation (Ying et al. 2009); and (3) force feedback enhanced teleoperation
for outdoor robotic vehicles navigation (Jarvis 2010). Collaborative mapping was developed for
a team of robots where each was equipped with its own laser range finder (Rogers et al. 2011). In
this application, a distributed data fusion algorithm was used to combine the local maps
produced by each robot into a shared global map. Multi robot collaborative localization using
data fusion from laser scanners was investigated in number of studies (Jiang and Chen 2008,
Tseng and Tang 2009).

In telerobotics, environment mapping has is key to the success of the human/human and
human/robot interaction and the operators’ situation awareness. The use of actionable knowledge
extracted from a 3D map produced by a laser range scanner was shown to improve teleoperation.
Livatino et al. conducted an experiment to examine the value of a graphical elements used in
telerobotic system, where a robot is manipulated by an operator located remotely (3,000
kilometers away). The results validated the simplicity and effectiveness of the experimental
approach proposed (Livatino et al. 2010) .

Several HRI (human-robot interaction) based systems applied laser range scanners to
detect people, identify faces and gestures. For instance, Marcos et al. used a laser scanning
technique to create virtual head orientations for human-computer interaction with social robots.
Interpretation of human attitudes was achieved by detecting and tracking indoors human
movements by using a PTZ camera and a laser range finder (LRF) mounted on a mobile robot
(Marcos et al. 2010). After detection of humans, gait was analyzed in search of meaningful
patterns (Ramirez-Hernandez et al. 2009). Sakurai and Mita (2011) developed a robot that can

interact with people and collects information in biofied rooms. Ghys et al. (2006) and Rama et al.
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(2009) developed 3D face recognition systems for multimedia applications. Svenstrup et al.
(2009) developed a method to determine a person's pose by using laser range observations from
robot navigation.

Several studies using laser range scanners were conducted for environments where
people and mobile robots collaborate within the same physical space. In these studies, people
were detected and tracked with laser range scanners, while 3D mapping was performed. This
information was used for determining human movements constrains (Luber et al. 2011), based
on an annotated data set (Zivkovic et al. 2008, Yang et al. 2011), based on leg detection (Bellotto
and Hu 2009, Figure 6, Ramirez-Hernandez et al. 2009, Martinez-Otzeta et al. 2010), or based
on Parametric Shape Modeling (Glas et al. 2009). In all these examples, precise collaboration is

essential both for the effective operation and for safety.
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Figure 6. an example for leg detection using laser scanner (Bellotto and Hu 2009).
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4.4 Precise Collaboration Function 4: Laser communication

In tasks requiring collaboration and interaction between mobile robots, laser-based
communication can be the solution for the increasing demand for higher bandwidth. Research
show that laser technology can enable the use of relatively higher bandwidth, lower power
requirements, and increased potential for covert data links, in comparison to radio-based systems
(Sofka et al. 2009). Currently, communication requires a visual contact between the robot
transmitter and the robot receiver. This requirement constrains the agility and accurate steering
of the laser beam over wide angular ranges. Furthermore, such systems need to resolve
disturbances from optical platform vibrations and other atmospheric disturbances. The solutions
proposed to compensate for this problems are based on using gimbals and gyroscopes (Marins et
al. 2001),0Omni-directional sensor assembly (Rosheim and Sauter 2002), high-speed non-
mechanical laser beam steering devices (Nikulin et al. 2006) and a feedforward vibration

rejection systems (Sofka et al. 2009).

4.5 Laser technology in support of collaboration

A summary of the research and applications of laser based systems supporting collaboration is
given in Table 1. In all these cases, lasers are applied as: a tool, information medium, energy
source, pointing device, or a sensor to collect data. In addition, it has been used as part of the
collaboration process / collaborative system, or as a tool to be controlled by the collaborative

system. Table 1 presents such systems grouped by their collaboration function.
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Table 1: Research and applications survey of laser technology: (a) for collaboration; (b) controlled by a collaborative system.

Domain Application Collaboration Activities Collaboration References Role of Laser Collaboration
Objectives Lasers Advantages Function*
Dental | Soft and Hard tissue: No interaction, integration | dental drill, dental (Boulnois Tool Minimizes cellular 0
operation | gingivectomies, or collaboration decay prevention, 1986, Myers destruction, tissue
s and gingivoplasties, tissue welding and and swelling, and
surgery | operculectomies, biopsies, decay detection, McDaniel hemostasis; reduces
incising and draining 1991, need for anesthesia;
procedures, vaporizing Wigdor et al. reduces post-operative
decay, etching enamel and 1995, Yoo et pain; circumvents the
dentin, desensitizing al. 2010) need for suturing
exposed root structure and
creating temporary
analgesia, frenectomies,
treatment of aphthous
ulcers and tissue welding.
Manufact | Mechanical machining, No interaction, integration | Laser-based (Brogardh Tool Lower cost and higher 0
uring cutting, laser processing or collaboration processing 2009, Li flexibility
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2010)

Manufact | Automating CAD/CAM CAD/CAM functions Measurement data (Sickel etal. | scan, 3D Sensor advantages
uring production, only acquisition 2011) modeling
Human | Intelligent Chair Tool Low level control Obtain better position | (Faudzi et al. | measure Accurate positioning
Robot and orientation 2010) actuator
Interactio performance movement
n
Robots | Casualty extraction and Process control only None (Yoo et al. chemical Processing and data
care 2010) detection acquisition
Motion | Ultra precision motion Laser sensor Measurement accuracy | (Shan et al. More precise motion
Controlle | control only 2002) control
Laser
r
measurements
Agricultu | automated vine cutting Interaction of systems None (Mazzetto Precise measurement
re trans-planter and Calcante
2011)
Mobile | People detection and Responsive collaboration | Improved HRI, human | (Luber etal. | Laser Improved human
robots | tracking / interaction activity understanding, | 2011) scanning, tracking
and intelligent cars. mapping,
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people

detection
Human- | Dismantling interior Collaboration and Smoother, better (Mann 2000, | Pointto a Accurate and fast 1
Robot | facilities in buildings, interface functions, quality execution of Kurata et al. | target with the | marking, tracking
Interactio | wearable collaborative remote collaboration tasks, sensor based 2004, Cruz- | laser pointer moving objects
n systems Ramirez et and laser spot | accurately
al. 2008)
Telerobo | Remote guidance HRI, teleoperation Intuitive interaction (Livatino et | Mapping Enabling precise 2
ts al. 2010) guidance
Mobile / | Pose/ gestures detection, | HRI, corporal gestures Precise cognition (Ramirez- laser range Accurate and fast data 2
Social | navigation, Feature Hernandez et | scanner, acquisition and
robots | scanning al. 2009, objects response
Svenstrup et | detection, face
al. 2009, scanning
Marcos et al.
2010)
Service / | Control for room Collaboration of Enable intuitive (Young Sang | Mapping and | Control advantages, 1,2
Manufact | cleaning, assisting in techniques and direct control, improved et al. 2008, objects accurate and timely
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uring cases of chronic stroke interaction process control Harb et al. selection with | data acquisition and
robots 2009) laser pointer transmission
User Single Display Collaborative and user controlled laser (Park 2000, Input device Interface advantages, 1,2
Interface | Groupware (SDG), interaction, Telerobotic pointers, interaction Oh and for ability to project
and HRI | telerobotics, robot control, | manipulation with multiple pointers, | Stuerzlinger | collaboration, | targets, lower cost,
man-machine interface for tele-operation 2002, Vogt laser pointers, | lightweight, points
intelligent presenter- guidance, specifying et al. 2004, laser beam accurately and reliable,
audience collaborative command and target Naren and projector, user | user interface, accurate
environment location Shaleen interface and timely sensing
2006, Ishii et
al. 2009)
Robots | positioning tasks Mapping objects, Joint team operations (Gonzalez- Point to a Accurate and timely 1,2
positions Galvan et al. | work piece in | sensing
2003) the task space
with the laser
pointer
Biofied | acquire environmental HRI Multi-sensor (Sakurai and | Laser scanning | Accurate and timely 3
rooms | information integration Mita 2011) data acquisition
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Human- | Localization, augmented | Interactive Collaborative (Livatino et | laser range Accuracy for better 3
Robot | reality communication teleguide, | positioning, enable al. 2010, scanner, responsiveness,
Interactio HRI intuitive control Morioka et mapping, Accurate and timely
n al. 2012) obstacle data acquisition and
(HRI) detection, transmission for
representation | stereoscopic
by color visualization
Mobile | Navigation in urban areas, | Multi-sensor integration, | Better, safer team (Rongxin et Accurate, timely and 3
robots | human detection and laser-sensed data transfer, | movements, joint team | al. 2008, fast scanning and
tracking, network HRI, collision avoidance | performance, multi- Bellotto and Laser multi-sensor data
surveillance sensor integration Hu 2009, Li scanning, acquisition and
etal. 2011, mapping, transmission, accurate
Yang et al. detect people | object detection and
2011) and people mapping
Social | Calculate people No interaction, integration | Detecting people, (Kanda et al. legs Accurate and timely 3
Robots | trajectories or collaboration people behavior 2009) multi-sensor data
acquisition
Mobile | Mapping , collaborative Collaborative control, integration of data (Wenjianet | Laser Accurate and timely 3
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Robots | navigation, multi robot collaborative robots, tele- | from distributed al. 2009, scanning, data acquisition, maps
collaboration and operation intelligent sources, multi-sensor | Jarvis 2010, | mapping, and transmission,
cooperative Positioning spatial interactions based mobility and Rogers et al. | structured Tracking moving
collaboration, better 2011, light, obstacle | objects accurately
performance, Morioka et and people
al. 2012, detection
Tavakoli et
al. 2012)
Face Multimedia human-computer Precise face (Ghysetal. | Face scanning | Accurate and timely 3
Recognit interaction recognition, multi- 2006, Rama sensing, data
ion sensor integration et al. 2009) acquisition and
transmission
Mobile | Navigation and tracking Object recognition and Observe partially (Tseng and Laser range Tracking moving 1,3
robots obstacle avoidance available objects Tang 2009) scanner, objects accurately
mapping
Manufact | Laser-based tracking and | HRI, AR, HR Obtain accurate data, (Glas et al. Laser welding, | Accurate and timely 1,3
uring and | human Detection and collaboration, laser better position and 2009, Chuen | scanning and tracking and data
HRI Tracking, laser welding, sensors input orientation details, Leong etal. | spot, detect acquisition and
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path teaching better welding quality | 2010, people legs, transmission
Martinez- human
Otzeta etal. | position
2010)
Dental | augmented reality (AR) AR More effective and (Glossop et Laser scanning | Accurate and timely 1,3
operation | apparatus, projecting accurate surgery al. 2003) and projecting | data acquisition and
s and surgical plans onto and marking, transmission
surgery | patient distance
measurements
Augment | augmented reality AR Multi-sensor (Yeong Nam | Laser objects tracking and 1,3
ed apparatus, integration et al. 2009) scanning, human action
Reality projecting and | recognition
marking,
distance
measurements
Mobile | Mapping, localization, HRI, Robot collaboration, | responsive (Zivkovic et | Laser Accurate and timely 2,3
Robots | navigation, search and Mapping for collaboration / al. 2008, scanning, data acquisition, maps
rescue collaboration, tracking, interaction, Better Guarnieri et | mapping, and transmission,
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corporal posture detection | performance of robot al. 2009, Structured accuracy for better
team, HR teams, Mehdi and light, motion responsiveness
Berns 2010, state
Zhuang et al. | estimation,
2010, Cho determine
and Lee relative
2012) position,
Human | Pose/ gestures detection, | HRI, HR collaboration, Teleoperation (Giesler et Laser Accurate processing 2,3
robot HRI, AR, telerobotics gestures detection, user guidance precise al. 2004, Du | scanning, by industrial robots,
interactio interface control, collaborative etal. 2012, Structured accurate and reliable
n classification Wang et al. light, object detection and marking,
2012) detection, accuracy for better
mapping control
Robots | Laser arc welding, path HR collaboration, Collaboration among (Lietal. Laser Accurate processing 1,2,3
teaching Augmented reality laser sensors, target 2007) scanning, laser | by industrial robots

marking, and laser

processor

spot for
marking and

laser welding
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Mobile | Development of pointing, | Development of control Joint team (Marins et al. | Laser Wider bandwidth,

Robots | acquisition, and tracking | for pointing, acquisition, | performance, better 2001, communicatio | lower power
for laser communication | and tracking (PAT) and precise Rosheim and | n requirements, and
system, multisensory performance Sauter 2002, increased potential for
interactions and Nikulin et al. covert data links in
communication 2006, Sofka comparison to radio-
et al. 2009) based systems,

accurate and timely
data acquisition and

transmission

* The collaboration functions as defined above as the four precision collaboration functions are: 0 -- Lasers are used with no
collaboration so far; collaboration function 1 -- Targeting; collaboration function 2 -- Interaction; collaboration function 3 --

Mapping, localization and object detection; and, collaboration function 4 -- Laser-based communication.




5. OPPORTUNITIES AND CHALLENGES

Applying advanced laser techniques for precision collaboration will lead to new opportunities as
described in Figure 2 and the review in Table 1. The review presents a combination of five
collaboration dimensions, according to four attributes of collaboration: a. type of interaction; b.
type of task; c. application; and, d. environment.

Each unique combination of collaboration, interaction, tasks, application, and
environment will require specific communication; synchronization; gathering of environmental
information; control characteristics (including commands, interactions, and interfaces);
performance and status data evaluation, and in turn, specific laser characteristics and

technology. The following section describes five dimensions of precise collaboration.

5.1 Collaboration Dimensions

We propose to classify precision collaboration and integration along five main dimensions,

namely:

D1. Virtual Shared Surfaces Among Users: Conceptual design, sketching and planning

When physical design and development are required, team work is often necessary. Certain types
of work can be carried out remotely. In such a context, the designers may be distributed and use
a shared virtual model to accomplish a conceptual design, reflecting the characteristics of the
physical objects manipulated through the interaction. In such contexts, accurate registration
between the virtual spaces and the physical ones is crucial to assure that all the participants are
working under the same coordinate system (Craig and Zimring 2002). This level of accuracy can

be achieved only by projecting the regions of interest with lasers. Those regions of interests are
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the same surface regions on which one or more of the collaborating participants would sketch the

conceptual model (Sareika and Schmalstieg 2007).

D2. Shared Spaces with Robots (Co-work): Pointing robots to targets

Assistive, service, and surveillance robots may interact with a user through verbal and non-
verbal channels (gestures and speech commands (Breazeal et al. 2004)). In terms of gestures, the
most common type is the deictic class, such as pointing to a location. When a pointing gesture is
performed, a robot will move and pick the object indicated, or leave it at the pointed location
(Sato et al. 2007). These systems suffer from ambiguity of target locations, especially when used
outdoors. When a user intends to point to one location, by following its line of sight, the robot
perceives a different location, typically due to the parallax effect (Cipolla and Hollinghurst
1996). In such situations, it is useful to have a laser mounted on a user’s wrist to pinpoint an

unambiguous target location, easily recognizable by the robot through computer vision systems.

D3. Shared Gestures: Pointing gestures

In the first dimension, laser projected points were used for common registration among different
virtual views; nevertheless, the problem of representing accurately the sketches made by
designers is not considered. These sketches are commonly designed on a projected surface (Ishii
and Kobayashi 1992), such as the one provided by Microsoft Surface. A problem of this type of
interactive displays is that the trajectories drawn over them are as thick as the fingers creating
them. Still, some designs require thin links (trajectories) between the nodes representing
instances of their model. An alternative approach is to sketch in the air, using a special glove that

projects a single point coming from a laser installed on the user’s palm (Fruchter et al. 2005).
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By adopting such hardware/software combination, the trajectories represented by the
movement of a finger or hand are translated into thin lines, resulting from the precise trajectory

by the laser’s dot projection (Jackson and Keefe 2011).

D4. Augmented Reality

Augmented reality is the virtual environment generated by integration of the captured views
from cameras with objects superimposed on those images (Azuma 1997). Thus, users interact
with virtual objects as if they were interacting with real ones. This technique has also been used
to project textured patterns on real objects (Figure 7) lacking any patterns (e.g., uniform colors)
in order to generate a realistic illusion of how the object would appear if it had that pattern

(Leykin and Tuceryan 2004, Chuen Leong et al. 2010).

Figure 7. An example for a virtual tool overlaid on a real workpiece image (Chuen Leong et al.
2010).

In such scenarios, accurate registration between the object and the pattern is needed to
assure a realistic view, rather than using only a lighting artifact. This registration is achieved by
using a laser to render the desired edges/corners of the object, and set the boundaries of the

projection (Lee et al. 2008).
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D5. Shared Patterns: Projected structured light from individual sources to assess depth

Modern depth cameras use structured infra-red light projected on the environment to assess the
distance of the objects within the environment to the camera (Salvi et al. 2004), such as the MS
Kinect and Leap Motion sensors. This solution is cheap, precise and requires low energy
consumption (Tsalakanidou et al. 2005), (Silberman and Fergus 2011). In spite of the
revolutionary solution for depth imaging, this technology does not work outdoors due to the
diffusion of the infra-red light, and the high interference with day light. To overcome this
problem, a solution is to use lasers to generate the beam of light for projection on the
environment. While this light is visible to the human eye, it can be filtered from the imaging

system using the coefficients of signal in the frequency domain (Maimone and Fuchs 2012).

The five dimensions above are illustrated by collaborative applications based on visual cues, and

can be generalized to other, non-visual types of information along the same five dimensions.

5.2 Research Needs and Opportunities

Initial progress in laser-based precision collaboration has been made, and also points to further
opportunities and challenges. Thirteen key areas are shown in Table 2 along the above five
collaboration dimensions, taken from application areas of industrial engineering, medicine,
manufacturing, robotics, human robot interaction, and human computer interfaces. In these
research areas and applications, lasers are used as a tool, information medium, energy source,
pointing device and a sensor to collect data as part of the collaboration process / collaborative

system, or as a tool to be controlled by the collaborative system.
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Table 2. Emerging contribution and challenge areas for systems interaction, collaboration, and

integration with lasers.

Collaboration Area / application Function/Device Sample References
Dimension
D1 Mobile robots / Laser communication, development of pointing, (Sofka et al. 2009)
communication acquisition, and tracking for laser communication
D1-D2 Robot control User interface, specifying command and target (Ishii et al. 2009)

location; laser pointers

D2 User interface and display Computer controlled laser pointers; Input device | (Oh and Stuerzlinger
groupware for collaboration 2002, Vogt et al.
2004);
D2 Mobile robots / intelligent Cooperative positioning, laser scanning, mapping, | (Morioka et al.
space people detection 2012)
D2 HRI Dismantling interior facilities in buildings, (Cruz-Ramirez et al.
pointing to a target in the task space with the laser | 2008)
pointer
D2 Assistive robot (Chronic Selection of objects with laser pointer (Young Sang et al.
Stroke) 2008).
D2-D3 Mobile / service robots, HRI | Pose/ gestures detection, laser range scanner, (Ramirez-Hernandez
detection et al. 2009)
D2-D3 HRI, Wearable collaborative | Collaboration/interface, point to real objects in the | (Mann 2000, Kurata
systems task space with laser spot, laser pointer et al. 2004)
D2-D3 Industrial robots, positioning | Mapping objects, point to a work piece in the task | (Gonzalez-Galvan et

tasks

space with a laser pointer

al. 2003)
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D4 Industrial robots, laser HR collaboration, augmented reality, laser (Chuen Leong et al.
welding, path teaching scanning, laser spotting for marking, laser welding | 2010)

D4 Dental operations and projecting surgical plans onto patient, laser (Glossop et al. 2003)
surgery / AR scanning, projecting and marking

D5 HRI, manipulator control, HR collaboration, user interface, gesture and (Cho and Lee 2012,
teleoperation, robot guidance | posture detection Duetal. 2012,

Wang et al. 2012)
D5 Mobile robots Multi robot collaboration, mapping and object (Tavakoli et al.

detection

2012)

While initial progress has been reported along these dimensions, further research is

needed. Specifically, six frontier areas of need and opportunity are observed:

Area 1. Display groupware interfaces and synchronization

This area focuses on research of collaborative computer environment for multiple users that are

physically in relative proximity, (e.g., Oh and Stuerzlinger 2002) and development of a

framework that supports multiple pointing devices, such as mouse and laser pointer in graphical

environments, (e.g., Vogt et al. 2004).

Area 2. Graphical representation, (e.g., Livatino et al. 2010, Sickel et al. 2011) and rendering

using lasers, (e.g., Chuen Leong et al. 2010, Morioka et al. 2012).

Area 3. Gesture recognition using lasers, (e.g., Ishii et al. 2009, Ramirez-Hernandez et al. 2009,

Svenstrup et al. 2009)

Lasers in combination with servo mirrors and photoreceptors have been used to track users’
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fingers. Their spatial and temporal information are used to recognize specific gestures.
Area 4. Human factors of integrated laser systems for collaboration, (e.g., Mann 2000, Kurata et

al. 2004).

Area 5. Augmented reality using lasers

Laser projectors have been previously used to create Augmented Reality, (e.g., Glossop et al.
2003, Chuen Leong et al. 2010), instead of the standard head-mounted displays (HMD). This
technology overcomes problems such as small field of view, limited resolution, multiple focus

planes, and eye fatigue.

Area 6. Enhanced Depth Sensor

Technology is needed for indoor/outdoor use, e.g., (Miller et al. 2012): Monocular cameras using
structured light are relatively cheap, reliable and do not require calibration. While some cameras

deliver satisfactory performance indoors using IR structured light, other devices use stereoscopic
(Kim et al. 2012), or rely on laser structured projections to deliver depth information (Chavez

and Karstoft 2012).

In collaborative control theory (CCT) which is central to collaborative e-work, e-production and
e-service systems (Nof 2003, Nof 2007), the use of laser technology can be considered as an
enabler of better, more precise interaction for the purpose of collaborative activities. For
example, laser-based interactions can improve the efficiency and effectiveness of the
collaboration processes and the support protocols designed for optimized collaboration. They can
also reduce the time required for interactions needed for collaboration, including set-up and trial

interactions, and eliminate or reduce interaction-related errors and conflicts.
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There are also key contributions to cyber-physical systems interaction with lasers. Lasers
advantages and roles in interactive collaboration can reduce errors and conflicts, thus reducing
the time of interaction, the number of interactions and commands required to achieve the
collaboration goal, compared with less precise means of interaction. In addition, more precise
collaboration based on lasers, as discussed above and illustrated in Tables 1 and 2 can increase
the quality (precision) of the transmitted commands, hence reducing the number of resulting
actions and improving the overall performance.

The following two examples illustrate the six opportunity areas.

1) Welding robots path teaching example: In a path teaching task of welding laser robots in an
industrial environment, (e.g., Chuen Leong et al. 2010), the human-robot collaboration is

conducted through augmented reality (AR). In this case, laser technology is used as:

e Processing tool -- laser welding;
e Sensor -- laser range scanner; and

e Marker -- laser pointer/spot.

A human-robot interaction (HRI) system has been designed by fusing information from a
camera and a laser range finder. The laser range finder captures the Cartesian information given
by a user, and the robot working paths and trajectories. An AR environment has been designed
where the virtual tool is superimposed onto live video. The operator simply needs to point and
click on the image of the workpiece, in order to generate the required welding tool path. A laser
spot is marking the workpiece and then the workpiece is tracked by the system throughout the
process (Chuen Leong et al. 2010).

In this example, the collaboration dimensions are: D1, D2 and D4.
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i1) Selective harvesting example: Human-Robot collaborative task sharing system for selective

harvesting (Bechar et al. 2012) can apply laser technology for:

Cutting tool and energy transfer -- laser cutter;

e Sensing to detect fruits and obstacles -- laser range scanner;

e Targeting -- laser pointer; and

e (ollaboration and interaction by detecting and tracking human operator/supervisor
positions; tracking human operator’s hands, and following human operator’s commands

with laser pointers, scanners and projected light.

In this example, the collaboration dimensions are: D1, D2, D3 and DS5.

6. CONCLUSIONS AND RECOMMENDATIONS

Lasers play an important role in modern life, society and industry. Although laser technology has
evolved for over 50 years, there are scientific and engineering challenges and areas that need to
be explored for gaining further benefits with the advantages of laser technology (Li 2010).

The assimilation of lasers beyond communication, processing, and discovery to
interaction and collaboration systems is still in its infancy. Only 0.12% of the reviewed papers
published on lasers are devoted to these areas. Recent advances in laser technology raise the
potential feasibility of harnessing certain laser solutions for new and improved integration
through more precise interaction and collaboration systems. Precision and efficiency advantages
of lasers include relatively more accurate and timely: sensory data and signals; control and
communication of information; processing by accurate, fast, and efficient energy transfer and

transmission.
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Lasers can be applied in a collaborative mission as a tool to be monitored by the
collaborative and interaction architecture, agents, or as part of the collaboration methodology.
Laser-based collaboration and interaction are used in many areas, such as dental and medical
operations and surgery, manufacturing, production, robotics, military, transportation, security,
construction, and agriculture. So far, the use of lasers for precision collaboration and interaction
is relatively limited; lasers are mainly applied as a tool to map the environment, detect objects,
for targeting, localization.

Table 3 presents areas where laser-based interaction and collaboration are anticipated to
grow in the near future, and their required collaboration dimensions. Harnessing lasers for
precision collaboration is a significant and promising research area: It is expected to reduce
costs, increase flexibility, and decrease system weight. Lasers will record, sense, mark, and
inform about objects’ topology accurately and with inherent precision. They are reliable, can
transmit data at a wide bandwidth, low power requirements, and deliver efficiently high, focused
energy. All these advantages can enable the implementation of effective precision collaborative

systems.

Table 3. Laser-based interactions anticipated impact in eight emerging areas.

Impacts on Dimensions of Sharing Among Interacting
safety, security, Agents/Operators/Participants
productivity, Examples D1. D2. D3. D4. DsS.
and quality Virtual Space | Gestures | Augmented | Patterns
Surfaces with Reality
Robots
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1. Manufacturing

Collaborative CAD/CAM
production (Sickel et al.
2011); collaborative
processing (Chuen Leong et

al. 2010)

2. Production

Facility monitoring for safety
and quality (Ko et al. 2011);
Sensor automation for safety
and productivity (Jeong and

Nof 2009)

3. Agriculture

Precision human-robot tasks

(Bechar et al. 2012)

4. Transportation

Airport security and safety

(Chen et al. 2011)

5. Supply Chains

Supply chain security (Tkach

etal. 2012)

6. Training

Security training (Velasquez

and Nof 2009)

7. Healthcare

Operating Room image
browser, robotic scrub nurse

(Jacob et al. 2011)
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8. Environment Environmental monitoring by
laser-based wireless sensor
networks

(Liu et al. 2011)
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