ECE600 Random Variables and Waveforms Mark R. Bell
Spring 2025 MSEE 336

Homework Assignment #6
Sould be completed by Session 19

Reading Assignment: Read Sections 5-4, 5-5, and 6-1 through 6-3 of Papoulis.

1.

(Papoulis 5-22) (a) Show that if Y = aX + b, then oy = |alox; (b) f Y = (X —
nx)/ox, find ny and oy.(n.b. Here the symbol 7 refers to the mean and o refers to
the standard deviation.)

(Papoulis 5-23) Show that if X has a Rayleigh density with parameter «, such that
T _2/942
fx(@) = €72 A 00 (@),
and Y = b+ ¢X?, that 0% = 4c2a?.

(Papoulis 5-33) Showe that if X is a Gaussian random variable with mean 7, and
variance o2, then

2 z
B([IX|] = U\ﬁ T o, ()
™ (2

(Papoulis 5-27) Given a probability space (S, F, P) and a partition {41, Aa,..., A,}
of S, show that

E[X] = E[X|A]P(A1) + E[X|45]P(A3) + - + E[X|4,]P(A,).

Let X be a binomially distributed random variable with

PUX =k}) = (Z)pm —p)" 7k k=0,1....n.

Find the mean and variance of X.

A Gamma distributed random variable X has pdf

BY a1 —p /Oo -1 -
= 2 _ga-le—hn here T(a)= [ u* e "d
Ix (.fl?) F(Oé) x e (0,00) ($)7 where (a) 0 u e U,

where a > 0 and 8 > 0. Calculate the mean and variance of X.

Compute the mean and variance of the uniformly distributed random variable X

having pdf
1

fx(:l?> = b—a 1[a,b]($)-




8. (Papoulis 5-35) (The Cheroff Bound) (a) Show that for any a > 0 and any s € R,

P({esX > &}> < ¢X(s)’

(0%

where
¢x(s) = Ele™X].

(Hint: Use the Markov Inequality:.)
(b) Show that for any A € R,
P({X > A}) < e *4ox(s), Vs>O0,

P{X < A}) <e*Aox(s), Vs<O.

(Hint: Set a = e*# in part (a).)
9. (Papoulis 5-37) (a) Show that if f(z) is a Cauchy density, i.e.

«

——57> €ER, >0,
m(a? + 22) v “

fz) =

then the characteristic function ®x (w) = e~*I<l.
(b) Show that if f(z) is a Laplace density, i.e.

«Q
f(x) = Ee*am, reR, a>0,
then the characteristic function of X is
o2

CIDX(w) = m

10. Consider a random variable X with characteristic function @ x (w).
(a) Show that if Y = aX + b, then ®y (w) = e™“?Px (aw).
(b) Show that if X is a Gaussian RV with mean 0 and variance 1, then

Dy (w) =e /2
(c) Show that if Y is a Gaussian RV with mean p and variance o2, then

CI)Y(W) — eiwu7w2g2/2.



