1. Consider the following code:

```java
for (int i = 0; i < 6; i++) {
    for (int j = 0; j < 6; j++) {
        A[i][j] = A[i - 1][j + 1] + A[i + 1][j + 1];
    }
}
```

(a) Draw the iteration space graph for this loop nest. Use solid arrows for flow dependences, dashed arrows for anti-dependences and dotted arrows for output dependences.

(b) Give the distance and direction vectors for each type of dependence.

(c) Can we perform loop interchange on this loop? Why or why not?

2. Consider the following code:

```java
for (int i = 0; i < N; i++) {
    for (int j = 0; j < N; j++) {
        A[j+1][i] = B[i + 1][j - 1];
    }
}
```

(a) Give the distance and direction vectors for the dependences in this loop. Indicate which array the dependences are on.

(b) Is loop interchange legal for this loop? Why or why not?

(c) Assuming both the A and B arrays are stored in row-major order, do you expect loop interchange to be beneficial for this code? Why or why not? Note that in modern processors, there are essentially no latency penalties for cache misses that occur during stores; it is mostly only cache misses during loads that affect performance.