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Abstract—For-hire vehicle-enabled crowd sensing (FVCS) has
become a promising paradigm to conduct urban sensing tasks in
recent years. FVCS platforms aim to jointly optimize both the
order-serving revenue as well as sensing coverage and quality.
However, such two objectives are often conflicting and need to
be balanced according to the platforms’ preferences on both
objectives. To address this problem, we propose a novel cooper-
ative multi-objective multi-agent reinforcement learning frame-
work, referred to as MOVDN, to serve as the first preference-
configurable order dispatch mechanism for FVCS platforms.
Specifically, MOVDN adopts a decomposed network structure,
which enables agents to make distributed order selection deci-
sions, and meanwhile aligns each agent’s local decision with the
global objectives of the FVCS platform. Then, we propose a novel
algorithm to train a single universal MOVDN that is optimized
over the space of all preferences. This allows our trained model
to produce the optimal policy for any preference. Furthermore,
we provide the theoretical convergence guarantee and sample
efficiency analysis of our algorithm. Extensive experiments on
three real-world ride-hailing order datasets demonstrate that
MOVDN outperforms strong baselines and can support the
platform in decision-making effectively.

Index Terms—urban crowd sensing, order dispatch, multi-
objective multi-agent reinforcement learning

I. INTRODUCTION

Urban crowd sensing, which is a type of spatial crowdsourc-
ing paradigm that leverages humans or vehicles distributed
in the city to collect data on urban metrics (e.g., traffic
condition, infrastructure strain, air quality), has become in-
creasingly popular. Compared to humans and private vehicles,
for-hire vehicles (FHVs), such as taxis and those operated by
ride-hailing platforms, are usually the most desirable forces
for urban crowd sensing. On one hand, since sensory data
often contains locations and many other personal information
(e.g., identity, arrival time), humans and private vehicles are
normally unwilling to upload their data because of the privacy
leakage risk. On the other hand, the installation of specialized
sensing hardwares on private vehicles is not as convenient as
FHVs that are managed by a centralized ride-hailing platform.

In FHV-enabled crowd sensing (FVCS) systems, order-
serving revenue as well as sensing coverage and quality are
two critical objectives. To jointly optimize both objectives,
the order dispatch mechanism that decides which FHVs serve
which orders plays an important role, since it not only directly
affects the order-serving revenue, but also has a critical impact
on the sensing outcome as it changes the distribution of
FHVs across the city. However, such two objectives are often
inconsistent in FVCS systems [1, 2]. In practice, FHVs tend to
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concentrate in busy areas, such as tourist attractions, business
centers, and railway stations, where they often encounter
considerably more passenger requests than neighborhoods that
are socio-economically disadvantaged. However, many urban
sensing tasks inherently require FHVs to distribute uniformly
both spatially and temporally, so that sufficient sensory data
can be collected continuously from everywhere in the city.

Clearly, different platforms may have different preferences
on the order-serving and sensing outcomes, and even for the
same platform, its preferences over different objectives could
also evolve over time. As a result, the order-serving and sens-
ing objectives have to be balanced according to the platforms’
preferences. Therefore, in this paper, we aim to design a
preference-configurable order dispatch mechanism for FVCS
systems, which allows platforms to flexibly determine their
preferences on the order-serving and sensing objectives.

Designing such a mechanism is naturally a sequential
decision-making problem that aims to maximize the platform’s
cumulative rewards. A centralized decision-making framework
(e.g., single-agent reinforcement learning) faces the issue of
the exponential explosion in the action and state spaces caused
by the large scale of a real-world FHV fleet, and is thus infeasi-
ble in FVCS systems. To resolve this challenge, we utilize the
multi-agent reinforcement learning (MARL) framework, which
views each FHV as an agent and trains a distributed policy for
each agent that generates its own order selection decisions.

However, designing such a multi-agent distributed decision-
making framework further raises the critical task of aligning
each agent’s local decision with the global objectives of the
whole FVCS system. To tackle this problem, we factorize the
joint state-action value function among agents by designing a
value decomposition network (VDN). Specifically, our VDN
consists of one network for each agent that only depends on
its local observations, and a mixing network that combines all
agent networks’ outputs as well as the global state to model
the joint state-action value function. Such a mixing network is
no longer needed in the execution stage as each agent can take
actions according to its own network. Our carefully designed
mixing network ensures that the optimal joint action performed
using the joint state-action value function is consistent with the
collection of each agent’s optimal action that is individually
performed using its own network.

Another challenge comes from the conflicting order-serving
and sensing objectives of the FVCS system, which makes it
impossible to simultaneously maximize both objectives. To
this end, we adopt Pareto-optimal as the solution concept, and
different preferences correspond to different Pareto-optimal
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policies. However, as there are typically infinitely many prefer-
ences, it is intractable to train a VDN for each possible pref-
erence. Therefore, we meticulously design a multi-objective
value decomposition network (MOVDN) that takes as input
the platform’s preference, and propose a novel sample-efficient
algorithm to train a single universal MOVDN that is optimized
over the space of all preferences. This allows our trained model
to produce the Pareto-optimal policy for any preference.

In summary, this paper makes the following contributions.
• To the best of our knowledge, this is the first work that de-

signs a preference-configurable order dispatch mechanism,
which allows FVCS platforms to flexibly determine their
preferences on order-serving and sensing objectives.

• Technically, we (i) design a multi-objective MARL frame-
work, which helps FHVs make distributed order selection
decisions that cooperatively optimize the system-wide goals,
(ii) propose a novel algorithm to train a single universal
network that generates actions based on the input prefer-
ence, and (iii) further provide the theoretical convergence
guarantee and sample efficiency analysis of our algorithm.

• We conduct extensive experiments with three public large-
scale real-world ride-hailing order datasets, including over
2 million orders in Haikou, China, over 5 million orders
in Chengdu, China, and over 6 million orders in New York
City, USA. The experimental results show that our MOVDN
outperforms strong baselines and can support the platform
in decision-making effectively.

II. PRELIMINARIES

A. System Overview

Our FVCS system consists of a cloud-based platform and a
set N = {1, 2, · · · , N} of FHVs managed by the platform.
In addition to serving the ride-hailing orders, FHVs also
carry out urban sensing tasks via either specialized sensors
or simply those on-board drivers’ smartphones. The status
of each FHV is either on-service, if it is serving orders at
present, or idle, otherwise. As an industrial common practice
[3], the time horizon is discretized into T time slots, denoted
as T = {1, 2, · · · , T}, and the city area is divided into G
grids, denoted as G = {1, 2, · · · , G}. Figure 1 demonstrates
the workflow of our FVCS system, the details of which in
each time slot are explained as follows.
• At the beginning of a time slot, the platform sends each

idle FHV the information (e.g., the number of orders and
vehicles) of its current and neighboring grids.

• Based on such information, each idle FHV uses its local
decision module to select an order from nearby1 candidate
orders. Afterwards, the idle FHVs who pick up passengers
become on service and drive to the passengers’ destinations.

• Both the idle and on-service FHVs continuously collect
sensory data while traveling in the city, and upload the
collected data to the platform at the end of each time slot.

1Different platforms may have different rules of defining the maximum
allowable serving distance. Our model is compatible with any such rule.

Cloud-Based Platform

……

SelectGrid InfoIdle FHV Sensory DataOn-Service FHV Not Select

Fig. 1: A demonstration of interactions between FHVs and the
cloud-based platform.

We in this paper consider to design and train the local de-
cision module for FHVs, which helps them make appropriate
order selection decisions.

B. Problem Description

In this paper, we aim to jointly optimize both the sensing
and order-serving outcomes. As is the industrial common
practice, we use the gross merchandise volume defined in Def-
inition 1 to evaluate the platform’s order-serving performance.

Definition 1 (GMV). Let Ot be the set of orders whose
service start from time slot t. The order-serving revenue of the
platform in time slot t is rot =

∑
j∈Ot

pj , where pj denotes the
price of order j ∈ Ot. The gross merchandise volume (GMV)
is defined as

∑
t∈T rot =

∑
t∈T

∑
j∈Ot

pj , which is the sum
of rot along the whole time horizon.

Next, we define system sensing utility in Definition 2 to
measure the platform’s sensing performance.

Definition 2 (SSU). Let Ng,t be the number of vehicles that
traverse grid g during time slot t, and f(·) be the function
that maps Ng,t to the local sensing utility of grid g. Then,
the platform’s global sensing utility in time slot t is defined
as rst =

∑
g∈G αgf(Ng,t), where αg is the weight of grid

g. The overall system sensing utility (SSU) is defined as∑
t∈T rst =

∑
t∈T

∑
g∈G αgf(Ng,t), which is the sum of rst

along the whole time horizon.

In practice, the function f(·) in Definition 2 is usually
monotonically increasing with decreasing marginal returns.
The reason lies in the fact that more sensory data will be
collected when more FHVs pass a grid, but when the sensory
data are already adequate in a grid, further increase of FHVs
in that grid will bring minor gain to the sensing utility.
Although the specific expression of the function f(·) differs in
different applications, our model is compatible with any f(·).
Furthermore, the weight αg associated with each grid g helps
the platform distinguish the importance degrees of different
grids according to its own needs.

As which FHVs serve which orders highly affects both the
sensing and order-serving outcomes, we thus aim to optimize
FHVs’ order selection decisions in order to jointly maximize
the GMV and SSU of our FVCS system.
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III. FORMULATION

In a real-world FVCS system, order selection decisions are
made in every time slot with the objective of maximizing
the platform’s cumulative rewards. A typical way to resolve
such sequential decision-making problems is to consider the
platform as an agent, who makes centralized order selection
decisions for all FHVs. However, such a method faces the
exponential explosion issue in the action and state spaces due
to the large scale of FHVs that typically exist in a real-world
FVCS system, and is thus unscalable. Therefore, we adopt
a decentralized multi-agent decision-making framework that
implements an agent at each FHV, who works cooperatively
with the other agents to jointly optimize GMV and SSU.
Specifically, we formulate this multi-objective multi-agent
decision-making problem as a cooperative multi-objective
Markov game (referred to as FVCS-CMOMG), which contains
the following elements.

• Agent: An agent is a local decision module that the platform
implements at an FHV to make order selection decisions.
We use N to denote the agent set.

• State: At the beginning of each time slot t, state s =[
t, [fg,t]g∈G

]
of FVCS-CMOMG consists of the current time

slot index t and each grid g’s feature vector fg,t that contains
the grid index g and the current number of idle FHVs, on-
service FHVs, and orders waiting to be served in grid g.

• Observation: At the beginning of each time slot t, each
agent i receives the feature vector fg,t of the grid g where
it currently locates as its local observation oi.

• Action: At the beginning of each time slot t, the set of idle
FHVs’ agents, denoted as Nt, take actions, and the action ai
of each agent i ∈ Nt indicates whether it remains idle, and
which order it chooses to serve, if it decides to terminate
idleness. We denote the action space of each agent i as At

i,
and the agents’ joint action as a = [ai]i∈Nt

at time slot t.
• Policy: Each agent i’s policy πi specifies the probability
πi(ai|oi) that agent i takes each action ai given obser-
vation oi. The joint policy of the agents are denoted as
π =

[
π1, · · · , πN

]
.

• Transition probability function: Given the state s and joint
action a, the current state s transits to the next state s′ with
the probability P (s′|s,a).

• Reward: At the end of each time slot t, the platform receives
a vector immediate reward r(s,a) = [rot , r

s
t ], which consists

of the order-serving revenue rot and the global sensing utility
rst of the platform in time slot t. Note that both rot and rst
are team rewards that are non-decomposable among agents,
since they are the results of the cooperation of agents.
Furthermore, a discount factor γ ∈ [0, 1) is introduced to
determine the importance of future rewards.

In our FVCS-CMOMG, the platform aims to find the joint
policy π that maximizes the expected discounted cumulative
vector reward Jπ = [Jπ

o , Jπ
s ], where Jπ

o = Eπ

[∑
t∈T γtrot

]
,

and Jπ
s = Eπ

[∑
t∈T γtrst

]
.

However, Jπ
o and Jπ

s are often conflicting, i.e., improving
one of them is at the cost of reducing the other. As a result,
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Fig. 2: The MOVDN framework.

the optimal joint policy that achieves the maximum on both
objectives no longer exists in our FVCS-CMOMG. Thus, we
adopt Pareto-optimal as the solution concept of our FVCS-
CMOMG, which is defined in Definition 3.

Definition 3 (Pareto-Optimal). In our FVCS-CMOMG, policy
π dominates policy π′, if Jπ

o ≥ Jπ′

o , Jπ
s ≥ Jπ′

s , and at least
one of the inequalities is strict. A policy π is Pareto-optimal,
if and only if it is not dominated by any other policies.

Solving FVCS-CMOMG is thus equivalent to finding the
set of all Pareto-optimal policies. However, such a set is
prohibitively expensive to obtain [4], especially when policies
are represented by functions with large-scale parameters, e.g.,
neural networks leveraged in this paper. Instead, we consider
to obtain the convex coverage set defined in Definition 4.

Definition 4 (CCS). In our FVCS-CMOMG, the convex cov-
erage set (CCS) is defined as {πw = argmaxπ wJπ|w ∈ Ω}
with Ω = {[w1, w2]|w1 ≥ 0, w2 ≥ 0, w1 + w2 = 1}
representing the space of the weight vector w.

By Definition 4, CCS contains the policy πw that maxi-
mizes the linearly scalarized objective for each weight vector
w ∈ Ω. In fact, it is sufficient to compute CCS for episodic
tasks as our FVCS-CMOMG that treats a day as one episode,
since we can construct such mixture policies by selecting some
πw under a probability distribution at the start of each episode,
which can dominate the policies that are not in CCS [4]. The
weight vector w formally represents the platform’s preference,
which specifies the relative importance of each objective.

In this paper, we aim to obtain the CCS of our FVCS-
CMOMG. As we consider the practical scenario where the
transition probability function is unknown a priori, we take
the approach of learning the policies in the CCS via a
novel framework of MARL, which will be elaborated in the
following Section IV.

IV. SOLUTION METHOD

A. Method Overview

Intuitively, one could learn the policy πw by solving the
problem maxπ wJπ for each w separately. However, such a
method that trains different policies for the infinitely many w’s
in Ω is obviously intractable. Instead, we represent the vector
state-action value function Qπw(s,a) under policy πw as one
single neural network Q(s,a,w) that treats the weight vector
w as an input in addition to the state s and action a. Our
proposed training algorithm guarantees that Q(s,a,w) will
converge to Qπw(s,a) theoretically. As long as Q(s,a,w)
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is well-trained, πw(s) for any s and w could then be well
approximated by a∗ = argmaxa wQ(s,a,w). In this way,
our model can produce the Pareto-optimal policy for any
weight vector scalably.

To enable distributed decision making which avoids the
computationally intractable operation of searching for a∗ in
the entire joint action space, we design a novel multi-objective
value decomposition network (MOVDN) shown in Figure 2 as
the structure of Q(s,a,w). In MOVDN, there exists a neural
network Qi(oi, ai,w) (referred to as an agent network) for
each agent i, whose inputs include agent i’s observation oi

and action ai, and the weight vector w. Furthermore, MOVDN
implements another neural network (referred to as the mixing
network), which takes as inputs the global state, all agents’
observations, as well as all agent networks’ outputs, and yields
the final output for Q(s,a,w).

After MOVDN is well-trained, the mixing network is no
longer used, and each agent i distributedly select its action
by maximizing its own wQi(oi, ai,w) during execution. In
fact, such distributed execution is equivalent to maximizing the
global team rewards, because our carefully designed mixing
network (further elaborated in Section IV-B2) ensures that the
optimal joint action that maximizes wQ(s,a,w) is consistent
with the collection of each agent i’s optimal action that
individually maximizes wQi(oi, ai,w), i.e.,

argmax
a

wQ(s,a,w) =
[
argmax

ai

wQi(oi, ai,w)
]
i∈Nt

,

which is the individual global maximization (IGM) property.

B. MOVDN Framework

1) Agent Network: As aforementioned, each agent i’s net-
work Qi(oi, ai,w) takes its observation oi, its action ai,
and the weight vector w as inputs. The agent network then
multiplies the inputs oi, ai, and w respectively by matrices
Wo, Wa, and Ww to transform them into embeddings, which
are further concatenated and fed to a series of MLP layers to
obtain a vector output Qi(oi, ai,w) ∈ R2. That is, the entire
operation of each agent i’s network is

Qi(oi, ai,w) = g
(
[Wooi||Waai||Www]

)
, (1)

where || denotes the concatenation operation of two vectors,
and g(·) denotes the computation of the MLP layers. Due to
the fact that At

i of each agent i will change over time in our
setting, we accept ai as an input, and evaluate all available
actions for decision-making.

2) Mixing Network: Although only the agent networks are
used in the execution stage, MOVDN introduces a mixing
network to help us train the agent networks that satisfy the
aforementioned IGM property, such that agents are able to
work cooperatively to maximize the system-wide goals in a
decentralized manner. Specifically, the mixing network takes
all agent networks’ outputs, as well as the global state and all
agents’ observations as inputs. It then feeds these values into
a multi-head attention mechanism [5], whose output is further
added to a bias term c(s) obtained by feeding the state s into

a stack of several MLP layers. That is, the entire operation of
the mixing network at each time slot t is

Q(s,a,w) =

H∑
h=1

∑
i∈Nt

λi,hQi(oi, ai,w) + c(s), (2)

where H denotes the number of heads, and the weight λi,h

that corresponds to each head h of each agent i is calculated
by jointly performing a scaled dot-product and softmax nor-
malization as

λi,h =
exp

((
oiWk,hWq,hs

T
)

1√
F

)
∑

j∈Nt
exp

((
ojWk,hWq,hsT

)
1√
F

)
with Wq,h and Wk,h denoting respectively the matrices that
transform s into a query and oi’s into keys, and F denoting
the number of rows that the matrix Wq,h has.

Note that, in each time slot t, the summation in the denom-
inator of λi,h is over the set of agents Nt that actually take
actions in the current time slot. Thus, such a mixing network is
applicable in our FVCS-CMOMG where Nt changes in every
time slot. By our carefully designed mixing network, MOVDN
achieves the IGM property as shown in Theorem 1.

Theorem 1. MOVDN satisfies the IGM property.

Proof. By our design of the mixing network given by Equation
(2), we have that

wQ(s,a,w) =w

H∑
h=1

∑
i∈Nt

λi,hQi(oi, ai,w) +wc(s)

=
∑
i∈Nt

( H∑
h=1

λi,hwQi(oi, ai,w)

)
+wc(s).

Then, we let λ̂i =
∑H

h=1 λi,h, and have λ̂i > 0 for each i as
each λi,h is the output of a softmax calculation. Thus,

a∗ =argmax
a

wQ(s,a,w) = argmax
a

∑
i∈Nt

λ̂iwQi(oi, ai,w)

=
[
argmax

ai

wQi(oi, ai,w)
]
i∈Nt

,

which proves that MOVDN satisfies the IGM property.

C. MOVDN Training Algorithm

1) Algorithm Overview: We provide the overall training
algorithm of MOVDN in Algorithm 1. Firstly, the algorithm
initializes a replay buffer D that is used to store experiences
as an empty set, and randomly initializes the parameters of
all agent networks and the mixing network (line 2). The
algorithm then enters an episodic training process (line 3-
16). In each episode, agents interact with the environment
under uniformly sampled weight vector, and the experiences of
such interactions are collected into buffer D (line 5-10). Then,
the algorithm samples a random mini-batch of experiences
from D (line 11), and updates the parameters of MOVDN by
minimizing the TD error over the mini-batch (line 12-16).

2) Experience Collection: At the start of each episode,
the algorithm samples a weight vector w from Ω (line 4),
under which agents make decisions. At the beginning of each
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Algorithm 1: MOVDN Training Algorithm
1 // Initialization.
2 Initialize replay buffer D as ∅, and randomly initialize the

parameters θ of MOVDN;
// Episodic training process.

3 foreach episode n = 0 to max-episodes do
// Experience collection.

4 Uniformly sample a weight vector w from Ω;
5 foreach time slot t ∈ T do
6 foreach agent i ∈ Nt do
7 Observe oi and generate ai by Equation (3);

8 Collect joint observation o, and joint action a;
9 Observe global vector reward r, next state s′, and

next joint observation o′;
10 Store experience (s,o,a, r, s′,o′,w) in D;

// Parameter updating.
11 Uniformly sample a mini-batch B from D;
12 foreach experience bk = (s,o,a, r, s′,o′,w) ∈ B do

// TD target computation.
13 (a′,w′)← argmaxã,w̃ wQ(s′, ã, w̃);
14 yk ← r+ γQ

(
s′,a′,w′);

// Squared TD error computation.
15 Lk(θ) = ||yk −Q

(
s,a,w

)
||22;

16 Update parameters θ by minimizing the loss function
L(θ) = 1

|B|
∑

k:bk∈B Lk(θ);

time slot t, each agent i who is about to take an action gets
observation oi, and takes action ai ϵ-greedily (line 6-7) as

ai =

{
argmaxa∈At

i
wQi(oi, a,w), w.p. 1− ϵ,

uniformly sampled action in At
i, w.p. ϵ,

(3)

with ϵ ∈ (0, 1). At the end of each time slot t, the envi-
ronment returns a vector reward r, and transits to the next
state s′ (line 9). The algorithm then stores the experience
(s,o,a, r, s′,o′,w) into buffer D (line 10). Such an expe-
rience collection procedure repeats until the end of training.

3) Parameter Updating: In the parameter updating phase
of each episode, the algorithm samples a mini-batch of expe-
riences B uniformly at random from the buffer D (line 11). For
each experience bk = (s,o,a, r, s′,o′,w) in B, the algorithm
firstly finds the (a′,w′) that solves maxã,w̃ wQ(s′, ã, w̃) (line
13). In our actual implementation of Algorithm 1, we restrict
w′ to be in a discrete and finite set Ω′ uniformly sampled
from Ω for computational efficiency. For each w̃ ∈ Ω′,
instead of directly searching in the joint action space for the
joint action aw̃ that maximizes wQ(s′, ã, w̃), we set each
agent i’s action as argmaxa′

i
wQi(o

′
i, a

′
i, w̃), and combine

them as a vector of actions to obtain aw̃. We then search
the weight vector w′ = argmaxw̃ wQ(s′,aw̃, w̃) within the
space Ω′, and finally set the value for (a′,w′) as (aw̃′ ,w′).
After obtaining (a′,w′), the algorithm sets the TD target yk as
r+ γQ(s′,a′,w′) (line 14), and the squared TD error Lk(θ)
of experience bk as ||yk−Q

(
s,a,w

)
||22 (line 15). Finally, the

algorithm updates the parameters θ of MOVDN by minimizing
the following loss function (line 16)

L(θ) =
1

|B|
∑

k:bk∈B

Lk(θ)

via stochastic gradient descent, which represents the mean
squared TD error over the mini-batch B.

D. Convergence Analysis

We now prove the convergence of Algorithm 1. To improve
the readability, we leave the proofs for all the following
theorems and lemmas in the appendix. Firstly, we present in
Lemma 1 that Algorithm 1 is an approximation of repeatedly
applying an augmented Bellman optimality operator.

Lemma 1. Given that Q(s,a,w) is represented in a tabular
form and Es′∼P (s′|s,a)[·] is calculated exactly, the parameter
updating process in Algorithm 1 is equivalent to applying the
operator H, which is defined for any (s,a,w) as

HQ(s,a,w) = r(s,a) + γEs′∼P (s′|s,a)
[
Q(s′,a′,w′)

]
,

where (a′,w′) = argmaxã,w̃ wQ(s′, ã, w̃).

We use Q∗(s,a,w) to denote the optimal function that
accurately fits Qπw(s,a) for any (s,a,w). The following
theorem demonstrates that Q∗(s,a,w) is a fixed point of H.

Theorem 2. Q∗(s,a,w) is a fixed point of H, i.e.,

Q∗(s,a,w) = HQ∗(s,a,w), ∀s,a,w.

In the following, we use Qk(s,a,w) to denote the function
produced by applying for k times the operator H. Naturally,
the immediate reward rot is bounded. Without loss of general-
ity, we choose such αg and f(·) that the immediate reward
rst defined in Definition 2 is also bounded. Q0(s,a,w) is
initialized as zero for each (s,a,w). We now prove that H
is a contraction at Q∗(s,a,w) in Theorem 3, which is also
known as the pseudo-contraction [6].

Theorem 3. Let d be a metric that satisfies

d
(
Q,Q′) = max

s,a,w

∣∣w(
Q(s,a,w)−Q′(s,a,w)

)∣∣, ∀Q,Q′.

Then, we have d
(
HQk,HQ∗) ≤ γd

(
Qk,Q

∗),∀k ≥ 0, i.e.,
H is a pseudo-contraction at Q∗(s,a,w).

Based on Theorem 2 and 3, we are now in position to
present the convergence of Algorithm 1 in Theorem 4.

Theorem 4. By iteratively applying H for infinite times, the
distance given by d between Qk(s,a,w) and Q∗(s,a,w) will
converge to zero, i.e., limk→∞ d

(
Qk,Q

∗) = 0.

According to the definition of CCS in Definition 4,
Qk(s,a,w) is as optimal as Q∗(s,a,w) when k approaching
infinity, since they have the same value under w. Theorem 4
thus provides a desirable theoretical convergence guarantee of
applying the proposed operator H.

E. Sample Complexity Analysis

Recall that the operator H jointly computes (a′,w′) =
argmaxã,w̃ wQ(s′, ã, w̃), which differs from the correspond-
ing operation in traditional Bellman optimality operator
that would only search the joint action that maximizes
wQ(s′, ã,w). As we will see in Theorem 5, such additional
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dimension of optimization that H conducts over the weight
vector space greatly benefits the sample complexity for learn-
ing the policies in CCS.

We adopt the widely used generative model setting [7, 8]
for sample complexity analysis, which assumes the existence
of an oracle that takes as input a state-action pair (s,a), and
returns a sampled s′ ∼ P (·|s,a) and the reward r(s,a). Under
such a setting, we collect K transitions for each state-action
pair (s,a). Based on these transitions, we iteratively apply H
for infinite times to obtain a joint state-action value function
Q̂∗(s,a,w;K). The policy induced by Q̂∗(s,a,w;K) for
each w is denoted as π̂K

w .

Theorem 5. Under the generative model setting, given δ ∈
(0, 1) and ϵ > 0, there exists constants c1, c2, if

K ≥ c1m

ϵ2(1− γ)3
log

c2m|S||A|
(1− γ)ϵδ

,

where m is the number of objectives, S is the state space, and
A is the joint action space, we have d

(
Qπ̂K

w ,Q∗) ≤ ϵ with
probability at least 1− δ, i.e., π̂K

w is ϵ−optimal almost surely.

Theorem 5 implies that the sample complexity of applying
H for learning CCS is independent of the weight vector
space Ω. In contrast, the naive approach that trains one policy
for each w causes the sample complexity to depend on the
cardinality of Ω, as it needs to repeatedly collect experiences
for |Ω| times. Therefore, the operator H used in Algorithm 1
greatly benefits the sample complexity for learning CCS.

V. EXPERIMENTS

A. Experimental Setups

1) Dataset: Our experiments are based on three real-world
ride-hailing order datasets, two of which are released by Didi
Chuxing GAIA Initiative [9], and one of which is released by
New York City Taxi and Limousine Commission [10]. The
first dataset contains over 2 million orders in Haikou, China,
from September 1st to September 30th, 2017. The second
dataset contains over 5 million orders in Chengdu, China,
from November 1st to November 30th, 2016. The last dataset
contains over 6 million orders in New York City, America,
from September 1st to September 30th, 2019.

2) Simulator: Based on the datasets, we design an urban
crowd sensing simulator to support the training and evaluation
of MOVDN. Specifically, we divide the city area into square
grids whose lengths are approximately 2 kilometers. The
location of each driver or order is represented by a grid ID.
For each grid g, we set the function f(·) as natural logarithm
and the coefficient αg as 1.0 in the following experiments.
The length of each time slot is set as 2 minutes. We assume
orders will get cancelled, if not served for more than 3 time
slots since they are submitted. To evaluate MOVDN under
different traffic conditions, we conduct experiments in three
time periods, i.e., the morning period from 7 a.m. to 11 a.m.,
the noon period from 11 a.m. to 3 p.m., and the evening period
from 3 p.m. to 7 p.m.. Similar to [1, 2], there are 500 FHVs in

our simulation, whose initial locations are randomly sampled
from a discrete uniform distribution defined over the grids.

3) Baselines: Since there is no off-the-shelf baselines, we
adapt the state-of-the-art algorithms that are capable to fit into
our setting for comparison. (I) CVN-S: CVN [3] is a state-of-
the-art order dispatch framework, where each agent aims to
maximize its own cumulative reward. To make CVN suitable
in our setting, the immediate global vector reward r is de-
composed into each agent’s individual vector reward ri, which
consists of the order-serving reward (i.e., the price of the order
chosen by the agent), and the sensing reward (i.e., the average
global sensing utility). CVN-S uses scalarized Q-learning [11]
to train CVN, which utilizes a traditional Bellman optimality
operator. (II) CVN-E: CVN-E also follows CVN to make order
selection decisions. The only difference between CVN-E and
CVN-S is that CVN-E uses the same training algorithm as
MOVDN. (III) SOVDN: SOVDN modifies MOVDN to output
a scalar value that estimates the function wQπw(s,a) for
each (s,a,w), and is trained using multi-objective fitted Q-
iteration [6]. (IV) VDN-S: VDN-S has the same framework
as MOVDN, but is trained by scalarized Q-learning.

4) Metrics: In our experiments, after training MOVDN
and the baselines, we test each of them under the same
set of weight vectors Ω =

{
w ∈ Ω|w1 = 0.05n, n ∈

{1, 2, · · · , 20}
}

. Specifically, for each method, we collect its
GMV and SSU under each weight vector w ∈ Ω, filter out the
dominated outcomes, and refer to the remaining set of undom-
inated ones as the Pareto frontier of the method under Ω. We
then compare the performances of all methods by evaluating
their Pareto frontiers using two common metrics hypervolume
and coverage of two sets (CTS) [4]. More specifically, we treat
any solution J = [J1, J2] in a Pareto frontier J as a point in
a 2-D x-y coordinate system, and denote the rectangular area
bounded by x = 0, y = 0, x = J1, and y = J2 as R(J). The
hypervolume of J represents the area of

⋃
J∈J R(J). A larger

hypervolume indicates a better Pareto frontier. Furthermore,
given two Pareto frontiers J and J ′, the CTS of J to J ′ is
the fraction of outcomes in J ′ that are dominated by at least
one outcome in J . We are only interested in, and thus only
show the CTS of MOVDN’s Pareto frontier to those of the
baseline methods in Section V-B.

B. Experimental Results

1) Metrics Comparison: Table I and Table II compare the
results of the hypervolume and CTS respectively. Table I
demonstrates that our algorithm achieves the largest hypervol-
ume compared with baselines in all scenarios. Table II further
shows that more than 90% solutions computed by baselines are
dominated by ours. Therefore, the Pareto frontier constructed
by MOVDN is superior to those constructed by baselines.

2) Pareto Frontier Visualization: To see clearly the relation-
ship between GMV and SSU, we visualize the Pareto frontiers
of all considered methods in Figure 3, from which we can
observe that GMV and SSU are two conflicting goals that
need to be balanced appropriately. Overall, MOVDN’s Pareto
frontier covers a wider area and is more evenly distributed
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TABLE I: Hypervolume comparison of MOVDN and baselines in three periods on three datasets. The values are written in
scientific notations that omit ×108. Each value denotes the mean and standard deviation over 6 runs with different seeds.

Method Morning Noon Evening

Haikou Chengdu NYC Haikou Chengdu NYC Haikou Chengdu NYC

CVN-S 5.02± 0.07 0.94± 0.10 3.08± 0.11 5.04± 0.37 0.72± 0.04 3.27± 0.12 4.67± 0.26 0.75± 0.03 3.27± 0.13
CVN-E 4.65± 0.22 1.03± 0.13 3.11± 0.14 4.91± 0.38 0.73± 0.06 3.16± 0.03 5.08± 0.11 0.77± 0.01 3.26± 0.09
SOVDN 5.37± 0.32 1.03± 0.07 3.02± 0.23 5.12± 0.11 0.82± 0.13 3.60± 0.20 5.05± 0.15 0.79± 0.02 3.80± 0.17
VDN-S 6.65± 0.31 1.79± 0.22 3.79± 0.14 6.75± 0.12 1.57± 0.16 5.79± 0.08 8.26± 0.15 1.75± 0.15 6.00± 0.31

MOVDN 7.31± 0.10 2.08± 0.26 4.23± 0.10 7.76± 0.12 1.95± 0.03 6.28± 0.05 9.37± 0.25 2.17± 0.03 6.67± 0.38

TABLE II: CTS of MOVDN’s Pareto frontier to those of baseline methods in three periods on three datasets. Each value
denotes the mean and standard deviation over 6 runs with different seeds.

Method Morning Noon Evening

Haikou Chengdu NYC Haikou Chengdu NYC Haikou Chengdu NYC

CVN-S 0.98± 0.02 0.97± 0.04 0.97± 0.05 0.97± 0.04 0.96± 0.05 0.98± 0.04 0.96± 0.06 0.96± 0.04 0.98± 0.04
CVN-E 0.97± 0.05 0.95± 0.06 0.97± 0.04 0.96± 0.04 0.95± 0.05 0.96± 0.05 0.97± 0.04 0.95± 0.06 0.98± 0.03
SOVDN 0.97± 0.04 0.97± 0.04 0.96± 0.05 0.96± 0.05 0.97± 0.04 0.93± 0.06 0.94± 0.07 0.93± 0.07 0.96± 0.06
VDN-S 0.91± 0.03 0.94± 0.01 0.92± 0.06 0.92± 0.06 0.95± 0.03 0.91± 0.06 0.93± 0.05 0.91± 0.03 0.91± 0.03
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Fig. 3: Pareto frontier visualization in morning period. Both GMV and SSU are written in scientific notations that omit ×103.

than the Pareto frontiers of all baselines, which validates the
results in Table I and II.

Figure 3 shows that the outcomes of both CVN-S and
CVN-E gather in a small range, and are mostly dominated by
MOVDN. Our reasoning of MOVDN’s superior performance
compared with CVN-S and CVN-E is as follows. First, in
CVN-S and CVN-E, each agent learns independently to max-
imize its own cumulative reward instead of the team reward.
Thus, agents compete with each other, which will degrade
the system-wide performance. Second, the equal allocation of
the team reward to each agent in CVN-S and CVN-E cannot
precisely represent each agent’s credit. Therefore, it is hard for
agents to learn proper policies for team reward maximization
for any weight vector.

Compared with MOVDN, SOVDN adopts a similar frame-
work but outputs a scalar Q(s,a,w) that fits wQπw(s,a) for
each (s,a,w). However, SOVDN is not able to distinguish the
input weight vectors, which can be seen from the following
example. Suppose r1 is the cumulative vector reward if agents
start in state s and always act according to πw1

, r2 is the
cumulative vector reward if agents also start in state s but act
according to a different policy πw2 , and w1r1 = w2r2 = C.
Then, SOVDN learns towards minimizing the gap between
maxa Q(s,a,w) and C, no matter whether the input weight
vector w is w1 or w2. In that case, the neural network will
homogenize the inputs, and fails to learn different policies for
different weight vectors. In Figure 3, the outcomes of SOVDN
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Fig. 4: Two scenarios in Haikou dataset. ρo are set as 4500.
The values omit ×103.

almost gather into one point, which validates our thoughts.
VDN-S is the most competitive baseline as it uses the same

framework as MOVDN. However, VDN-S trains each weight
vector separately, and does not use the information of the
weight vectors that have been explored before, which makes it
suffer from sample inefficiency and performs less satisfactorily
than our MOVDN.

C. Discussion of Usage

Next, we discuss how MOVDN supports the platform for
decision making in practice. First, the platform can evaluate
MOVDN under a large number of weight vectors offline, and
stores the GMV and SSU of each weight vector in advance.
Then in the planning phase, the platform chooses one weight
vector whose outcomes meet its requirements, and sends that
weight vector to FHVs. FHVs’ decision modules take as input
such a weight vector to make order selection decisions. If

Authorized licensed use limited to: Purdue University. Downloaded on January 01,2024 at 16:47:08 UTC from IEEE Xplore.  Restrictions apply. 



the platform changes its requirements on order-serving and
sensing objectives, it only needs to update the weight vector
to FHVs. In the following, we design 2 scenarios that are
often met by platforms in practice. (I) Prefer GMV scenario:
The platform wants to maximize GMV. (II) GMV no-less-
than scenario: The platform wants to maximize SSU under
the condition that GMV is no less than a threshold ρo. In
our experiments, we evaluate all methods under Ω. As shown
in Figure 4, MOVDN achieves the maximum outcomes in 2
scenarios, which demonstrates that MOVDN can support the
platform in decision-making effectively.

VI. RELATED WORK

Researchers have devoted much effort [12–38] to design
mobile crowd sensing (MCS) systems. Among them, [12–16]
design incentive mechanisms to motivate workers’ participa-
tion, [17–22] conduct truth inference for the collected data,
[23–26] focus on preserving workers’ privacy, [27, 28] inves-
tigate pricing strategies, and [29–33] utilize RL to navigate
unmanned vehicles to optimize the data collection. A series
of works [34–38] study task assignment problems, where [36–
38] optimize the system utility under time or budget constrains,
and [34, 35] takes workers’ preferences on tasks into account
when assigning tasks. Different from the above works, we
focus on the FVCS system and study an essential unsolved
problem of balancing the sensing and order-serving objectives
according to the platforms’ preferences.

Similar to this paper, [1, 2] also deal with the inconsistency
of sensing and order-serving objectives in FVCS systems.
Specifically, [2] prioritizes sensing over order-serving and
incentivizes FHVs with a limited budget. [1] maximizes a
compound objective of order-serving and sensing by designing
a route planning mechanism. However, existing works fail to
meet the diverse needs of FVCS platforms. Our paper differs
from such works on two aspects. First, we optimize the order
selection mechanism for FHVs instead of the incentive mech-
anism or route planning mechanism. Second, we formulate the
problem from a multi-objective view, and solve a set of Pareto-
optimal policies for platforms. To the best of our knowledge,
we are the first work to obtain CCS in support of the platform.

MOVDN itself is also a novel multi-objective MARL frame-
work. Specifically, the independent learning approach [39]
train a policy for each agent to maximize its own cumulative
reward. [40] stimulates multi-agent cooperation by designing
a counterfactual baseline for credit assignment. [41, 42] co-
ordinates agents’ actions by designing value decomposition
networks that satisfy the IGM principle. MOVDN also falls
into this category. However, previous works focus on the multi-
agent cooperation with single objective, while our problem
contains multiple conflicting objectives that needs to be bal-
anced according to the platforms’ preferences.

VII. CONCLUSION

We have proposed a cooperative multi-objective MARL
framework, referred to as MOVDN, to help FHVs make order
selection decisions in FVCS systems. MOVDN is preference-
configurable that allows platforms to flexibly determine their

preferences on order-serving and sensing objectives. Specif-
ically, MOVDN adopts a decomposed network structure to
factorize the joint state-action value function among agents,
where each agent possesses a network to take actions based
on its local observations, and a mixing network ensures that the
optimal joint action is consistent with the collection of each
agent’s optimal action. To obtain the Pareto-optimal policy
for any preference, we propose a novel algorithm to train a
single universal MOVDN that is optimized over the space of
all preferences. The key of our algorithm is utilizing an aug-
mented Bellman optimality operator, which enjoys theoretical
convergence guarantee and is provably more sample-efficient
than the traditional Bellman optimality operator. Extensive
experiments on three real-world ride-hailing order datasets
illustrate that MOVDN outperforms strong baselines and can
support the platform in decision-making effectively.
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APPENDIX

VIII. PROOF OF LEMMA 1

Ideally, H is applied as Qk+1(s,a,w) = HQk(s,a,w).
However, as the transition function is unknown in practice, we
approximate the expectation in HQ(s,a,w) by Q(s′,a′,w′)
(line 15), which is calculated on one sampled next state s′

and is an unbiased approximation. In addition, Q(s,a,w)
is represented by a neural network, whose parameters are
updated by minimizing the mean squared TD error over a
mini-batch of experiences B, instead of the naive operation of
assigning HQk(s,a,w) to Qk+1(s,a,w).

IX. PROOF OF THEOREM 2

For any given weight vector w, we have

wQ∗(s,a,w) = wQπw (s,a) ≥ wQπw′ (s,a) = wQ∗(s,a,w′)

for each (s,a,w′), where the equalities result from the defi-
nition of Q∗(s,a,w), and the inequality holds because of our
definition of the CCS given in Definition 4. Thus, we have
w = argmaxw̃ wQ∗(s′, ã, w̃) for any (s′, ã). Then, we have

HQ∗(s,a,w) = r(s,a) + Es′∼P (s′|s,a)
[
Q∗(s′,a′,w′)

]
= r(s,a) + Es′∼P (s′|s,a)

[
Q∗(s′,πw(s′),w)

]
= Q∗(s,a,w)

for each (s,a,w), which ends the proof of Theorem 2.

X. PROOF OF THEOREM 3

Lemma 2. ∀k ≥ 0, Q∗(s,a,w) and Qk(s,a,w) satisfy

wQ∗(s,a,w) ≥ wQk(s,a,w
′),∀s,a,w,w′.

Proof. We prove Lemma 2 by induction. First, we rewrite the
operation of applying H as

Qk+1(s,a,w
′) = r(s,a) + γE

[
Qk(s

′,a′′,w′′)
]
,
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where (a′′,w′′) = argmaxã,w̃ w′Qk(s
′, ã, w̃).

For k = 0, we have wQ∗(s,a,w) ≥ wQ0(s,a,w
′) for

any (s,a,w,w′). Suppose for k = l > 0, it also holds that
wQ∗(s,a,w) ≥ wQl(s,a,w

′),∀s,a,w,w′. For k = l + 1,
wQl+1(s,a,w

′) = wr(s,a) + γE
[
wQl(s

′,a′′,w′′)
]

≤ wr(s,a) + γE
[
wQ∗(s′,a′′,w)

]
≤ wr(s,a) + γE

[
max
ã,w̃

wQ∗(s′, ã, w̃)
]

= wQ∗(s,a,w).

The last equality holds because Q∗(s,a,w) is a fixed point
of H as shown in Theorem 2. Therefore, for any k ≥ 0,
wQ∗(s,a,w) ≥ wQk(s,a,w

′),∀s,a,w,w′ holds.

By the definition of d, we have

d
(
HQk,HQ∗) = max

s,a,w

∣∣∣w(
HQk(s,a,w)−HQ∗(s,a,w)

)∣∣∣
= γmax

w

∣∣∣E[wQk(s
′,a′,w′)−wQ∗(s′,a′′,w)

]∣∣∣,
where (a′,w′) = argmaxã,w̃ wQk(s

′, ã, w̃), and (a′′,w) =
argmaxâ,ŵ wQ∗(s′, â, ŵ).

d
(
HQk,HQ∗) ≤ γmax

s′,w

∣∣wQk(s
′,a′,w′)−wQ∗(s′,a′′,w)

∣∣
= γmax

s′,w

∣∣max
ã,w̃

wQk(s
′, ã, w̃)−max

â
wQ∗(s′, â,w)

∣∣,
where the first inequality is because

∣∣E[·]
∣∣ ≤ E

[
|·|
]
≤ max |·|,

and the second equality results from the cancellation of
argmax operation. Based on Lemma 2, we can easily get
maxã,w̃ wQk(s

′, ã, w̃) ≤ maxâ wQ∗(s′, â,w). Thus,

d
(
HQk,HQ∗)

≤ γmax
s′,w

(
max
â

wQ∗(s′, â,w)−max
ã

wQk(s
′, ã,w)

)
= γmax

s′,w

(
max
â

wQ∗(s′, â,w)−wQk(s
′, â,w)+

wQk(s
′, â,w)−max

ã
wQk(s

′, ã,w)
)

≤ γmax
s′,w

(
max
â

wQ∗(s′, â,w)−wQk(s
′, â,w)

)
≤ γ max

s′,â,w

∣∣wQk(s
′, â,w)−wQ∗(s′, â,w)

∣∣ = γd
(
Qk,Q

∗),
which proves H is a pseudo-contraction at Q∗(s,a,w).

XI. PROOF OF THEOREM 4
Based on Theorem 2 and 3, we have

d
(
Qk,Q

∗) = d
(
HQk−1(s,a,w),HQ∗(s,a,w)

)
≤ γd

(
Qk−1(s,a,w),Q∗(s,a,w)

)
≤ γkd

(
Q0(s,a,w),Q∗(s,a,w)

)
.

We use Rmax to denote the largest possible immediate reward
of rot and rst . Then, ||Q∗(s,a,w)||∞ ≤ Rmax

1−γ , which indi-
cates Q∗(s,a,w) is also bounded. Thus, with k approaching
infinity, we have limk→∞ d

(
Qk,Q

∗) = 0.

XII. PROOF OF THEOREM 5
For any w1,w2 ∈ Ω, and any (s,a), we have

w1Q
∗(s,a,w1)−w2Q

∗(s,a,w2)

=w1Q
∗(s,a,w1)−w2Q

∗(s,a,w1)

+w2Q
∗(s,a,w1)−w2Q

∗(s,a,w2)

≤w1Q
∗(s,a,w1)−w2Q

∗(s,a,w1)

≤||w1 −w2||∞||Q∗(s,a,w1)||1 ≤
mRmax

1− γ
||w1 −w2||∞,

where the second inequality holds due to Holder’s in-
equality, and the last one holds since ||Q∗(s,a,w1)||1 ≤
m||Q∗(s,a,w1)||∞ ≤ mRmax

1−γ . By taking maximum over
(s,a), we have

max
s,a

|w1Q
∗(s,a,w1)−w2Q

∗(s,a,w2)|
mRmax

1− γ
||w1 −w2||∞. (4)

Let Cξ be ξ−covering set of Ω in terms of ℓ∞−norm.
Then, ∀w ∈ Ω,∃wξ ∈ Cξ, ||w − wξ||∞ ≤ ξ, and Cξ

satisfies |Cξ| ≤ ( 2ξ )
m. Under the generative model set-

ting, we construct an empirical transition probability function
P̂ (s′|s,a) = count(s,a,s′)

K , where count(s,a, s′) is the number
of times that (s,a) transitions to s′. The sub-optimality bound
[7] in single-objective RL is that, with probability at least 1−δ,

||Q∗(s,a)−Qπ̂K
(s,a)||∞ ≤ γ

√
c

(1− γ)3
log(c|S||A|/δ)

K
, (5)

where Qπ̂K

(s,a) is the optimal state-action value function
under P̂ (s′|s,a). By the definition of Q(s,a,w), for a given
w, we have

Q∗(s,a) = wQ∗(s,a,w), Qπ̂K
(s,a) = wQπ̂K

w (s,a,w). (6)

For the ease of notation, we omit the superscript K of π̂K
w in

the following proof. By substituting Equation (6) into Equation
(5) and take an union bound over all wξ ∈ Cξ, we have that
with probability at least 1− δ,

max
s,a

|wξQ
∗(s,a,wξ)−wξQ

π̂wξ (s,a,wξ)|

≤γ

√
c

(1− γ)3
log(c|S||A||Cξ|/δ)

K
.

(7)

Now, we are in position to prove Theorem 5. For any w ∈ Ω,
max
s,a

|wQ∗(s,a,w)−wQπ̂w (s,a,w)|

=max
s,a

|wQ∗(s,a,w)−wξQ
∗(s,a,w) +wξQ

∗(s,a,w)

−wξQ
π̂w (s,a,w) +wξQ

π̂w (s,a,w)−wQπ̂w (s,a,w)|
≤max

s,a
|wQ∗(s,a,w)−wξQ

∗(s,a,w)|

+max
s,a

|wξQ
∗(s,a,w)−wξQ

π̂w (s,a,w)|

+max
s,a

|wξQ
π̂w (s,a,w)−wQπ̂w (s,a,w)|

≤
2mRmax

1− γ
||w −wξ||∞ + γ

√
c

(1− γ)3
log(c|S||A||Cξ|/δ)

K

≤
2mRmaxξ

1− γ
+ γ

√√√√ c

(1− γ)3

log(c|S||A|( 2
ξ
)m/δ)

K

=
2mRmaxξ

1− γ
+ γ

√
c′m

(1− γ)3
log(c′′|S||A|/(δξ))

K
,

where the first inequality holds due to triangle inequality, the
second inequality holds due to Equation (4) and (7), the third
inequality holds due to the property of ξ−covering set.

Finally, uniformly splitting the error ϵ by setting ξ =
(1−γ)ϵ

4mRmax
, and selecting N that

γ

√
c′m

(1− γ)3
log(c′′|S||A|m/(δξ))

K
≤

ϵ

2
,

we can have d
(
Qπ̂w ,Q∗) ≤ ϵ with probability at least 1− δ.

Solving out N ends our proof.
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