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Abstract—In wireless sensor networks, asynchronous sleep- sensor nodes periodically exchange synchronization rgessa
wake scheduling protocols can be used to significantly redec with neighboring nodes. However, this message exchange
energy consumption without incurring the communication o\er-  jyeyitaply incurs additional communication overhead, aoo-

head for clock synchronization needed for synchronous slge iderabl t of In thi f
wake scheduling protocols. However, these savings could me Sumes a considerable amount of energy. In this paper, we focu

at a significant cost in delay performance. Recently, reseahers 0N asynchronous sleep-wake scheduling, where nodes do not
have attempted to exploit the inherent broadcast nature of e synchronize their clocks with other nodes and thus wake up
wireless medium to reduce this delay with virtually no addiional independently [7]-[9]. Asynchronous sleep-wake schedyit
energy cost. These schemes are called “anycasting,” wherach simpler to implement, and it does not consume energy reduire

sensor node forwards the packet to the first node that wakes f hronizi | k hedul th twork
up among a set of candidate next-hop nodes. In this paper, we Or synchronizing sleep-waxe schedulies across the networ

develop a delay-optimal anycasting scheme under perioditesp- However, because nodes do not know the wake-up schedules
wake patterns. Our solution is computationally simple and @illy — of other nodes, they have to estimate the wake-up schedule,

distributed. Further, we show that periodic sleep-wake paterns which can result in additional delays that could detrimktata
result in the smallest delay among all wake-up patterns unde delay-sensitive applications.

given energy constraints. Simulation results illustrate he benefit .
of our proposed schemes over the state-of-the art. Recently, anycas.t packet-forwarding schemésve been
. shown to substantially reduce the one-hop delay under asyn-
Wo'rrildeén;g;‘?:agg%g?sbeﬂiegg‘;%ﬁcﬁzfg_ﬂ'p”%miggsor et chronous sleep-wake scheduling [10]-[20]. Note that in tra
’ ’ ’ ditional packet-forwarding schemes, nodes forward pactcet
their designated next-hop nodes. In contrast, in anycastd
. INTRODUCTION forwarding schemes, nodes maintain multiple candidates of

i L next-hop nodes and forward packets to ftiirst candidate
The most efficient method to save energy in wireless Sensof | " iat wakes up. Hence. an anveast forwarding scheme
networks (WSNs) is to put nodes to sleep when there is b ' Y 9

no need to relay or transmit packets. Such mechanisms can substantially reduce the one-hop delay over traditiona

ar : .
called sleep-wake schedulirend have been used to dramati-SC%emeS’ especially when nodes are densely deployed, as is

L . the case for many WSN applications. (See the example in
cally reduce energy consumption in energy-constrained ¥VS : . .
However, it is well known that sleep-wake scheduling Canectlon | and Fig. 1 of [20] that illustrates the advantage of

significantly increase the packet-delivery delay becaase, anycasting over traditional schemes.) However, the réafuct

each hop, an event-reporting packet has to wait for its hept- in the one-hop delay may not necessarily lead to a redudation i

node to wake up. Such additional delays can be detrimentalﬂt]c? expected end-to-end delay experienced by a packetdzecau

o N - the first candidate node that wakes up may not have a small
delay-sensitive applications, such as Tsunamiffire detgct .
: o : . """ expected end-to-end delay to the sink. Hence, the anycast
environmental monitoring, security surveillance, etc.tls

aner. we studv how to improve this tradeoff between ener forwarding policy (with which nodes decide whether or not
paper, y P . . gr\é forward a packet to an awake node) needs to be carefully
savings and delay, by using a technique calladytasting

(to be described later) that exploits the broadcast natitteeo des'g.ned' . . . .
wireless medium. Exiting solutions that exploit path diversity attempt to

.address this issue by dealing with some local metrics. The

r(l)?ot:(ismﬁgteurebé;nnanﬁosygscgéo?;ﬁ?éle?np_twhzzi Scﬂ)?ggg%ﬁycast protocols in [10]-[12] let each node use the gedgrap
P prop ' P ical distance from each neighboring node to the sink node to
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anycast forwarding policy that simultaneously minimizke t nodes. Consider a node that wakes up and hears a request from
expected end-to-end delays from all nodes to the sink, whameighboring node for relaying the event-reporting pacKét

the wake-up rates of the nodes are given. (The wake-iips an eligible next-hop node based on the packet-forvmaydi
rate represents the frequency with which a node wakes updlicy, it receives the packet and then finds a new next-hop
However, the delay-optimal anycast policy in [19], [20] wasode to forward the packet. If the node successfully foraard
derived based on the assumption that nodes wake up accordive packets, it returns to sleep and follows the sleep-wake
to a Poisson process (i.e., the wake-up intervals of a nostgheduling policy again.

are i.i.d. exponential random variables). Hence, the falg

guestions remain unanswered: (1) If we can control the wake-

up patterns (subject to given wake-up rates) in addition f&» Basic Forwarding and Sleep-Wake Scheduling Protocols

:Zzu?tr;yi?wajgtfi?r:\gla(;cehlgg sg::‘f)):’ngrtlzzgea?\(;/V?Zk)el;‘uspugr?t;egtfuz We first introduce the basic packet-forwarding and sleep-
exists, which forwarding policy is delay-optimal for the kea Wwake scheduling protocols that are used in the operatiosepha

up pattern? These questions make the problem more complex

than the one considered [19], [20] because we can no longer seafonF Beacon [ 5] ... [Beacon |15 CTS@;Z@

exploit the memoryless property of a Poisson Process. Sender L o 17 pl -
In this paper, we extend the results in [19], [20] to address ‘— ’,D ‘CTS feceing " [Bezcon (5 ‘

these questions. For given wake-up rates of nodes (in othef=* Niods jwakoa wp Nods ) stays awake >

words, given energy budget at each node), we obtain the hears an ongoing signal o receive the ID signal

anycast forwarding policy and the wake-up pattern that c % 1. System model
minimize the expected end-to-end delays from all nodeseo th™ ™

sink. Specifically, we show that using asynchronous peciodi . .
wake-up patterns along with an optimal forwarding policy ca Pac.ket-Forwardl!'lg P_rotocolWhgn a .nodez. has a packet
minimize the expected end-to-end delay over all asynch:snc}o deliver to the sink, it must wait for its neighboring qodes
wake-up patterns. Further, we provide an efficient distatu to wake up. Under asynchronous sleep-wake scheduling, we

algorithm that can implement the delay-optimal anycast fo?ImIOIy assume that the clocks_at dn‘fgrent nodes are not
warding policy for the periodic wake-up pattern. synchronized. Hence, the sending nodeloes not know

The rest of this paper is organized as follows. In Section i ?(%C;Iy Evat‘veen ;tjmle'gg?ic;:ggl r;g?oer?navxligr:lvillfethiri)r (\%glgfgh
we describe our system model and formulate the dela y P

minimization problem that we intend to solve. In Section mgatterns and wake-up ratesFig. 1 describes the protocol

we study the delay-optimal anycast forwarding policy Whe\’ﬁ"t.h r\]’;h'gh senzlng r'ledé transm|tsogs_ packgt tto (1ne of '.is
nodes wake up periodically. In Section 1V, we show thatgiverr]welg oring nodes. As soon as hodes ready 1o transmi

an average wake-up rate, the periodic wake-up pattern is ¢ uraliizi]kft' |;r?§n|%s sail ?12?%(12” d??a?gln(Be:ﬁgntr}el: I::slt%n? of
best in terms of delay performance. In Section V, we provi B 9 o

€ .
simulation results that illustrate the superior perforceiof or acknowledgements (CTS: Clear-To-Send) for duratign
our proposed solution.

The sending node repeats this sequence until it hears an
acknowledgement. The ID signal contains the identity of the
sending node and the sequence number of the last beacon
Il. SYSTEM MODEL signal. When a node wakes up and sensestthie beacon

We consider an event-driven WSN with sensor nodes. Signal, it will stay awake to decode the following ID signal,

Let A be the set of all nodes. We assume in this paper tHawhich case we say that the node receives/ttie ID signal.
event information is reported to a single sink nodebut the (If a node wakes up in the mld_dle of the ID signal, it must stay
analysis can be readily extended to the scenario with meltif/Vake to decode the next ID signal.) Then, such a node has two
sink nodes. Each nodehas a setV; of neighboring nodes to choices.Choice 1:If the node chooses to receive the packet,
which nodei is able to directly transmit packets. it responds with a CTS message containing its identity durin

The lifetime of an event-driven WSN under asynchronodge acknowledgement pe_rictq that immediately fOHO.WS the
sleep-wake scheduling consists of two phagas: configu- ID signal. Once the sending node hears the CTS, it forwards

ration phaseand the operation phaseWhen sensor nodesthe_packet to_the awake node during th_e data transm|s_S|on
ﬁrlOdtD. Choice 2:If the awake node decides not to receive

are deployed, the configuration phase begins, during whi ) A .
the nodes determine their packet-forwarding and sleepw. € packet, it goes back to sleep. For simplicity of notation
gttr = tp +tc +ta, which denotes the duration of each

scheduling policies. It is also during this phase that t . L ; .
optimization on these policies (which we will study in thig?€acon-ID signaling iteration (See Fig. 1). .

paper) is carried out. Once the optimal policies are deteschi ~ RemarkiIn the above basic protocol, we have ignored the
the operation phase begins, during which the nodes aprge,ssmlhty of collisions, which can be due to either mukip

the policies determined in the configuration phase to perfor

their main functions: detecting events and reporting thenev 11t may be possible for neighboring nodes to synchronize tecks when
they are forwarding event-reporting packets. Howeveresiwe assume that

information. SpeCiﬁC_a"% during this phase, sensor n@es- ¢ ents occur rarely compared to the wake-up rates, by the ttiat the next
nate between sleeping and waking up, independently of otlegnt occurs, their clocks will drift substantially.



awake nodes or multiple sending nodes. In our on-line tecdhto a process with a wake-up rate of 1. We define the wake-
nical report [21, Section V], we describe an extended packefp patternw; as the control variable that fully characterizes
forwarding protocol that addresses these collision sdesarthis scaled wake-up process of nadé&or example, if a node
using random or deterministic back-offs. However, in a lowhoosesa periodic wake-up patterw; = wper, and its wake-
duty-cycle WSN where nodes seldom wake up, chances agerate isr;, it will wake up everyl /r; time, i.e., the wake-up
small that multiple neighboring nodes wake up at the sanmervals are given by /r;. If the Poisson wake-up pattern is
beacon signal. Due to this reason, we use the basic protmcoldhosenthe intervals will be.i.d exponential random variables
our analysis and study the effect of collisions using sitioite. with mean1/r;. Nodei can also choose a wake-up pattern

in Section V. such that the wake-up intervals are correlated, e.g., hade
Sleep-Wake Scheduling Protocdit order to save energy, alternate with the wake-up intervals of Iengét:;h and%. Let
each node wakes up infrequently and goes back to sleepuif= (wq,ws, - -+ ,wx) denote the global wake-up pattern (or

there is no activity in the neighborhood. Note that if theimply the wake-up pattern).

duration for which the node stays awake is shorter than Remark:While the wake-up rate determines the expected

the node may stay awake only within an acknowledgemenbke-up interval, the wake-up pattern determines theilolistr

periodt, and miss on-going beacon-ID signals. In order ttion of the interval. Hence, the wake-up rate and the wake-

avoid such a case, we assume that nodes must stay awakeaifopattern of a node fully determine the wake-up process

at leastt4. Further, since a longer awake duration results igchedule) of the node.

higher energy consumption, we set the awake duration to beAnycast Forwarding Policy: Suppose that a sending node

exactly equal tat 4. The next time to wake up is determined has sent thé-th beacon-ID signal, and a s&t c A of the

by the sleep-wake scheduling policy of the node. neighboring nodes wakes up and receives the ID signal. We
let f; »(X) denote the corresponding decision of the sending

B. Sleep-Wake Scheduling and Anycast Forwarding Policiesodei, which is to be specified next. We I¢t;, (X) = j if the

In this subsection, we define the sleep-wake schedulif§nding node decides to transmit the packet to nogde X,
and anycast forwarding policies that are computed durieg tA1d We letf; ,(X) =i if the sending node decides to send
configuration phase and applied during the operation pha8¥t the(h+1)-st beacon-ID signal, i.e., the packet remains at

These policies affect the end-to-end delay experienced by'@d€?. This forwarding decision may seem inconsistent with
packet, and the energy consumption of the network. the packet-forwarding protocol decribed in Subsectiod,ll-

Sleep-Wake Scheduling PolicyRecall that, under asyn- in which the sending node is restricted to transmit the_ packe
chronous sleep-wake scheduling, nodes wake up indepépdefffienever it receives a CTS. However, we only use this more
of other nodes. Thus, the wake-up schedule of a nodan general setting to find the optimal forwarding decisions and
be seen as an independent random point process from {gn show that such optimal decisions can be implemented
viewpoint of other nodes. We call this process thake-up by our packet-forwardlng protocol that _Iets th_e sendingenod
process of nodé Let #;(¢) be the number of times that nodedlways transmit the packet whenever it receives a CTS. Let
i has woken up in the time intervidl, ). If a nodej wakes up /i = {fi.1; fi2,--- } denote the anycast forwarding policy of
at time ¢ and observe its neighboring noddor At amount Nodei (or simply the anycast policy of nodg. We further
of time, the number of times that nodevakes up within this denote byf = {f1, f,---, fx} the global anycast forwarding
period is given by#;(t + At) — #;(t). However, since nodes POlicy (or simply the anycast policy). _
do not synchronize their clocks with their neighboring nede Reémark:In [19], [20], the wake-up pattern is assumed to
the timet does not provide any further information on thd® Poisson. Due to the memoryless property of the Poisson
distribution of #;(t + At) — #(t). Hence, we can assumeWwake-up pattern, the probab_lllty that each nmghbormg_enod
that the wake-up process of a nadis as a stationary processVakes up at a beacon-ID signal does not change with the
from the viewpoint of other nodes, i.e., the distribution ofumber & of beacon-ID signals sent. Hence, the optimal
#:(t + At) — #:(t) does not depend on time We further forwardlng decisions must also be the_same at each iteration
assume that the wake-up process is ergodic, i.e., statistie® fi1 = fiz = ---. In contrast, since we remove the
properties of the wake-up process can be deduced fronf’@iSson assumption in this paper, we have to also consider
sample path of the process (to be discussed in Section Iv)Policies that change with, i.e., fi1 # fiz2 # .

Wake-up RateWe define the wake-up rate of nodei as
the expected number of times that nadeakes up per unit c

. . . . . Performance Metrics and Optimization
time. Since the wake-up process is ergodic, the wake-up rate P

r; must satisfy In this section, we define the notion of the end-to-end delay.
44,(1) We then formulate the problem of minimizing the end-to-end
lim 22 = r; almost surely (1) delay by jointly controlling the anycast forwarding poliand
- oo ~the sleep-wake scheduling polity.
Let7 = (r1,72,--- ,7n) be the global wake-up rate (or sSimply  gypected end-to-end delay:During the operation phase,

the wake rate). Note that a higher wake-up rate consUmgs define the end-to-end delay as the delay from the time
energy faster.

Wake-up PgtternFor any statlongry "fmd ergodlc Wake-up 2As mentioned earlier, our goal during the configuration phago design
process of a given node by re-scaling time, we can convertthe system to minimize the delay of interest during the djmrephase.



when a source node detects an event and generates the evkr@-to the infinite horizon. In Section 11I-C, we proposed
reporting packet (or packets) to the time tfiest packet a more practical truncated version of the forwarding policy
is received at the sink. For applications that use a singd@d show that the optimal truncated policy will converge to
packet to carry the event information, the above definitiche original optimal policy as a parameter approaches tgfini
captures the actual delay for reporting the event inforomati Finally, in Section IlI-D, we study the important propestief
For applications that use multiple packets, if the nodes$ thaeriodic wakeup patterns and show that the truncated policy
relayed the first packet stay awake for a while, the deldoecomes exactly optimal under the periodic wake-up pattern
to relay subsequent packets will be much smaller than that
experienced by the first packet. (For instance, these subséq . .
packets may be sent a few nodes behind the first packet, éAﬁdValue-Iteratlon Algorithm
hence they can reach the sink soon after the first packetesach In this subsection, we develop the value-iteration algo-
the sink.) Hence, the actual event-reporting delay cahbstil rithm. Given a sleep-wake scheduling poligy @), the delay-
approximated by the delay experienced by the first packet.minimization problem can be formulated as a stochastictshor
The sleep-wake scheduling polidy, ) and anycast for- €st path (SSP) problem [22, Chapter 2], where the sensor
warding policy f fully determine the stochastic process witfode that has a packet corresponds to the “state”, and the
which the first packet traverses the network from the sourg€lay corresponds to the “cost” that we intend to minimize.
node to the sink. Hence, we usge;(7, @, f) to denote the The sinks corresponds to the terminal state, where no further
expected end-to-end delay from noidéo the sink under the cost (delay) will be incurred. Ledy, 1,42, -+ ,ir = s be the
joint policy (7, @, f). For simplicity, from now on, we simply sequence of nodes that relay the packet from the source node
call the expected end-to-end delay from nade the sink as %o to the sinks in L steps. Note that under anycasting, this
“the delay from node.” sequence is random because each node has a set of candidate
Delay-Minimization ProblemThe objective of this paper is N€xt-hop nodes and does not know which of them will wake up
to find the optimal joint policy(w, f) that solves the following first to receive the packet. Létnop; (7, wi, f;) be the expected

delay-minimization problem for given wake-up rate one-hop delay at nodeunder the forwarding policy;, where
. L the wake-up rates and patterns of neighboring nodes ara give
Iglj{lDi(Tawvf)- @) pyr 2 (rj,j € Ni) andw; £ (w;,j € N;). We note that the

. wake-up rates and patterns of the other nodes naf;ido not
Note thats” controls the duty cycle of the sensor networkyfect the one-hop delay of nodeThen, the end-to-end delay

which in turn controls the energy expenditure. Hence, ﬂpi(ﬁ @, f) from each nodé, to the sink can be expressed as
problem can also be viewed as minimizing the delays for

a given energy budget. In Sections Il and IV, we develop L L oL
an algorithm that solves this problem for all nodégsi.e., Di(r,w, f) = E{ ZDhOM (”l’wil’fil)}’ ©)
our solution can simultaneously minimize the delays from al =0
nodes. where the expectation is taken with respect to the random
sequencey, iy, - - - ,ir. Given the sleep-wake scheduling pol-
lIl. DELAY-OPTIMAL ANYCAST POLICY FOR A GIVEN  icY (7, @), let D} (7,«) £ min; D;(,, f) be the minimum
SLEEP-WAKE SCHEDULING PoLICY expected delay from node Then, according to the Bellman

. . .. .. equation [22, Section 2.2], for all nodésthe minimum delay
As a preliminary step to solving the delay-mlnlmlzauorb*(F ) of nodei must satisfy

problem, in this section we first fix a sleep-wake scheduling®
policy (#,w) and study delay-optimal anycast policies forD;f(ﬁ )
the fixed sleep-wake scheduleing policy. This problem can L L e
be formulated as a stochastic shortest path (SSP) problertty™ (Dhom(ri’wi’fi) + Z i, (Ti, Wi, fi) D} (T’w))’ (4)
where the state corresponds to the node that is holding the JEN:

packet, and the cost corresponds to the delay for each Pa%ﬁéreqi7j(ﬁ7u7i,fi) is the probability that nodg is chosen
to reach the sink. In Section IlI-A, we will derive a solutiorgs the next-hop node of nodeunder the forwarding policy
to this problem, by using the value-iteration algorithm. éyk ¢, Further, using the following value-iteration algorith@2]
part of the value-iteration algorithm is, assuming that é0&ection 1.3], we can find the delay-optimal forwarding pplic
1 knows the end-to-end delay from its neighboring nodes {pat achievedD; (7, ) for all nodesi:

the destination, how nodeshould update its own forwardingvalue lIteration Algorithm: At the initial iterationk = 0,
policy. This corresponds to a sub-problem, in which thg nodesi set their initial delay value®!” to oo, and the
sending node needs to decide whether to forward the packgly s sets its delay valueDgo) to zero. At each iteration
to an awake node, or to send the next beacon signal gnd 1,2,---, every nodei collects the delay value®*—b
wait for another node to wake up. This problem can agaffyy, its neighboring nodes and then updates its delay value
be formulated as an infinite-horizon dynamic programming() by solving

problem where the state corresponds the set of awake nodés
after each beacon signal. We derive the solution to this supgk) — min (Dhom(ﬁ,lﬁi,fi)-l- Z qij(ﬂ,lﬁi,fi)D(-k_l)).
problem in Section IlI-B. However, the optimal policy in fi Jen; ’ !
Sections IlI-A and IlI-B can be difficult to compute in prai (5)



TABLE |
TABLE OF NOTATIONS

Notation| Definition

Dj Expected delay from neighboring nogeo the sink

X Set of awake neighboring nodes right after beacon signal

T Node j that has the smallet delay value; among the nodes
in X,

P;hz)/ Conditional probability thatr;, = 2z’ conditioned on that

’ xp_1 = « and nodei sends beacon signal

Dj,h Conditional probability that nodeg wakes up at stager
conditioned on not having woken up at earlier stages

d(h)(ach) Expected delay after nodesends beacon signalconditioned
on that the current state is;, and the optimal forwarding
policy will be used afterward

dévzfl(x;L) Expected delay after nodesends beacon signalconditioned

on that the current state is,, and node sends beacon signal
h + 1 and uses the optimal forwarding policy afterward

Let fi(k) be the forwarding policy of nodé that minimizes

When this happens, the packet will be relayed by the node
and eventually arrive at the sink aftéx; time (the delay from
nodej). We denote this terminal state by state

Since the number of possible states at each stage increases
exponentially with the numbeN; of neighboring nodes2(":
states at each stage), it is more convenient to deal with a
simpler transition model as follows. Note that if nad@gecides
to transmit the packet to one of the awake nodeX jn clearly
it should choose the nodewith the smallest delay); among
all the awake nodes in order to minimize the delay from the
next-hop node to the sink. Hence, at each stageodei only
needs to remember the awake node with the smallest delay.
In other words, if a delay-optimal policy is applied, onlyeth
awake node with the smallest delay affects the state transit
dynamics. We denote this node by, = argmin;cy, D;.
(Ties are broken arbitrarily.) If no nodes are awakg, (= ),
we denote the corresponding statg by x;, = N; + 1. (For

(5). Then, according to [22, Proposition 2.2.2], the d9|aé(xamp|e, sinceX, = 0, the initial state is always given by

value DE’“)

of each node converges to the minimum delay,,; — N, + 1.) From now on, we can use a simpler state

D; (7,4), i.e.,limy,—o D) = D; (7, ), and the correspond- transition modelzo, z1, 2, --- to solve the sub-problem (5)

ing forwarding policy f® = { ",

z(k),---} also converges without any loss of optimality. Due to the same principle,

to the delay-optimal forwarding policy, i.elim; .. f(*) € we abuse notation slightly, and ugé;(z;) to denote the
arg min,; D;(7, @, f) for all nodesi.
The key step in this value iteration algorithm is how everthe sending nodé decides to transmit the packet to nacg
node: solves the sub-problem in (5) at each iteratiorNote and f; ;(z,) = ¢ if the nodei decides to wait. We further
that this subproblem is equivalent to the following probieve
need to find a forwarding policy of nodethat minimizes the state transitionsg, 1, --. (However, this is not a required
expected delay from nodewvhen the delays from neighboringassumption, as we will soon see.)
nodes; to the sink are given by).g.k_l), and the sleep-wake Assumption 1 If an awake node is not chosen as the next-
scheduling policies of neighboring nodes are giverfyw, ).
In the next two subsections, we will develop the LOCAL-OPEligible to be chosen as the next-hop node at following
algorithm that solves this sub-problem.

B. LOCAL-OPT Algorithm

To solve the above sub-problem, we focus on a nottet

decision of node at statex; as follows: f; p(zp) = zp, if

use the following assumption to simplify the dynamics faz th

hop node, we assume that the node stays awake to remain

stages. Under this assumption, the state transition mtisfysa

To 2> T >

Remark:Assumption 1 not only simplifies the analysis, but it
also clearly leads to smaller delay, compared to the caseawhe
an awake node can return to sleep when it is not immediately

has a packet. For ease of exposition, let the expected delgi§sen as the next-hop node. However, one could argue that

from neighboring nodeg be denoted byD; = D§.k_1)

(€

keeping nodes awake consumes more energy. In Section IlI-D,

N;), which is equal toD'" V) for iteration k in the value- we will show that the optimal anycast forwarding policy

iteration algorithm. Without loss of generality, we assuimet  achieves the minimum delay without Assumption 1, and thus
the nodei has neighboring nodek 2,--- | N; (IV; = |NV;]),
and their expected delays are sorted in increasing oraéey, inow, we use the assumption to simplify the analysis.

Dy < Dy < ---

the awake nodes in fact do not need to stay awake. But for

< Dy,. To avoid confusion, we further e next consider the state transition probability. I,

assume that the indek of the sending node is larger tharpe the state transition probability from statg_; = « to state

N;+1.In Table I, we summarize the definition of the notationg, = s/, given that node decides to wait at stage— 1, i.e.,

that will be used in this section.
After the Sending nodesends out thé-th beacon Signal, it be,the conditional probab"ﬁy that noge/vakes up at stagé

has to choose either teansmit the packet to one of the awakeconditioned on not having woken up at earlier Stages_ Using

nodes, or towait for the other node to wake up by sending,; , we can express the state transition probability as
the next beacon signal. We call this moment the decisiorestag

h (or simply stageh) and denote the set of the awake nodes

at this moment byX,. By definition, f; ,(X}) = j (j €

X}3) implies that node decides to transmit to nodg and

nghw)/ £ Pr(xy, = 2'|zp—1 =z and fip_1(z) = i). Let p;p

(h) Pa',h [ (U —pyn) if 2 <,
Px,m’ = Hj:—ll(l _Pj,h) if o/ = z,
0 otherwise

(6)

fi.n(X}3) =4 implies that node decides to wait and send the

(h + 1)-st beacon signal. Since stage 0 is the moment wh&he state transition probability conditioned ¢y, (z) = =
nodes is about to send the first beacon signal, we ¥gt= ()
and f;.0(Xo) = i. This state transition terminates whenevepacket to noder, the next state must be 0. Note that if the
the sending node transmits the packet to an awake riodevake-up pattern of node 1 is such that node 1 must wake

is trivial because, if the sending node decides to trandmeit t



up before beacon signal, the probabilityPéhJZ, is not well assuming that the optimal decision%,  ,, f/ .o, - are
defined forz > 1 because the conditional event_; = applied afterward.Then, the optimal forwarding decision at
cannot happen. Hence, we say that state= x is admissible stageh is the one that incurs a smaller delay [22, Equation
if Pr(zp, = z|fin(xn) =4,V < h) > 0, and we define (1.3) on Page 5], i.e.,
the state transition probability only for admissible staté/e , n)
also definer, max as the upperbound of the admissible state  f7, (z),) = { oh i tp+ Day, < dyain(n), (11)
at stageh, i.e., z;, < Th max- 7 i otherwise

In our dynamic programming problem, the cost to bgyrther, the minimum expected delay/”) (z;) at stageh is
minimized is delay. Ley(xx, fi,n(zr)) be the one-step delay giyen py
between stages and h + 1 when decisionf;;, is used at
state z;,. If the sending node sends out the next beacon d™ () = min(d\sv};)it(xh)7tD + D,,). (12)

signal (f; »(zn) = ), the delay incurred by this decision is ' o
the beacon-ID duratiort;. If node i transmits the packet, AIthough (11) and (12) are not W?” defined for = N; +1,
by setting Dy,+1 = oo, we can still use (11) and (12) even

the packet will be transmitted to the next-hop nadge for whenzy, — N; + 1. In this cased™ (N; + 1) is always equal

the packet transmission periagh and will arrive at the sink (h) .
D,, time later. Hence, the delay incurred by this decision }8 dygi(Ni + 1). (In other words, if no nodes are awake, the

tp + D,,. Once the packet reaches the sink, no more del89ly choice left is to send the next beacon-ID signal.)

will be incurred. Hence, the one-step delay can be expresset?le_arly’ whenever node 1 has woken up, the optimal quI-
as sion is to forward the packet to node 1. Hence, the optimal

_ forwarding decision must satisfy
tr if fl-_,h(xh) =1, (7) . )
to+D., it f,n(2n) = 2n. (8) fin(1) =1andd"™ (1) =tp + D, for all h. (13)

for x;, # 0 and g(xp, fin(zn)) = 0 for z;, = 0. Using the
above state transition probability and the one-step delay,
can represent the sub-problem (5) as the following infinit
horizon dynamic program (DP) problem [22, Chapter 1]: given dM (z1,) > tp + Dy for a; > 0. (14)

the delaysD; from the neighboring nodes we want to find _

the anycast forwarding policy; of nodei that minimizes the We have shown that for an arbitrary sleep-wake process the

9(xn, fin(xn)) = {

Furthermore, since the packet will be forwarded to a neigh-
boring node; eventually, takingtp + D; expected time, it
g]ust hold that

overall cost (delay) function optimal forwarding decisiorf;’,, and the delay valué") must
satisfy the necessary conditions in (11) and (12), resgalgti

h—1 If there is a reference stage such that the minimum delay

dy, = lim B> g(an, fin(@n)) (9)  d™(x7) is known for all admissible states;, we can then use
oo =0 (10) and (12) as a backward iteration from stdgéo stage

091 and can find the optimal forwarding decisions. However,
such a reference stage may not exist in general. In practice,
we can artificially impose a reference stageand use a
truncated policy after. In the next section, we will study
the performance of such a truncated packet-forwardingyoli
ash — oo.

wherexg, x1, zo, - - - are the states visited, and the expectati
is taken with respect to these states. Therny, dy, and

argming, dy, corresponds toDl(k) and fi(k) of the value-

iteration algorithm in (5), respectively.

To solve this DP problem, we definé™ (z,) as the
expected delay from state, > 1 at stageh, given that the
optimal forwarding policy is applied afterward, i.e.,

C. A Truncated Forwarding Policy
h—1 ; . .
A . . We usef; j, to denote a packet-forwarding policy that uses
A (wp) & Fonti ,;hjr;oE Z g(@nts Fin (2nr)) truncated decisions after a given stageln the rest of the
hi=h paper, we refer to it athe truncated policySpecifically, if
wherex, 11, x4, 2,--- are the states to be visited after stagéhe sending node has not chosen its next-hop node until stage
h, and the expectation is taken with respect to these statesit then waits only for nodd (the node with the smallest
By definition, it immediately follows thau(®)(N; + 1) = delay) to wake up and then forwards the packet to nodeet
miny, dy,. The delay functiord(h)(xh) can be interpreted as H be the number of beacon signals that the sending node has
the minimum expected delay from statg. Suppose that the to send until npde 1 wakes up. Then, if node 1 has not woken
sending node at stater; decides taransmit the packet to up for the firsth beacon signals, i.e;;, > 1, the sending node
nodexy, (fin(xn) = x1). By (7), the minimum expected delayhas to send? —h more beacon signals until node 1 wakes up.
conditioned on this decision i, + D,,. If node decides Similar tod" (z;,), we defined" (x),) as the expected delay
to wait (f;.,(x) = i), the minimum expected dem@év’;)it(xh) from statez;, at stageh under the truncated policy. Then, the
conditioned on this decision is given by expected delayl™ (z7,) at stageh is given by

» iy = { oD f oy =1,
Ay (xn) = tr + Z P A" (2,44),  (10) h E[H —h|H > h] -ty +tp+ Dy if 7 > 1.

Tpy1=1 (15)



Since we now know the value f ™) (zj,) for all admissible  Sincexzo = N; + 1 with probability 1, it holds that R/ >

statesr;, at stageh, we can compute the optimal forwardingh|zo = N; + 1) = Pr(H > h). Hence, forh = 0, we have

decision at stagek < h for t(r)f).\ truncated p_ol.|cy. Similarly to dO(N, + 1) = dO(N, + 1)

(10) and (12), we computé, ;. (x) (the minimum expected z _ _

delay conditioned on the WAIT decision) anti")(z,) for < Pr(H > @E[H —hlH >n]-t; (22)

h=h—1h—2,---,1,0, using =E[(H — h)1gsmyl - tr, (23)
) where 1., is an indicator function. From (22), Property (a)

dyaie(zn) = t1 + Z PID AP (@y40),  (16)  follows. Since E[H] < oo, (23) must converge to 0 as

zh41=1 increases. Hence, Property (b) follows. ]
and Proposition 1 implies that (¢he truncated forwarding policy
d(h)(xh) *mln(d\sv};).t( w).to + Da,). (17) is asymtotically optimal,and (b) the rate of convergence

. . ~ depends on the decay rate of the tail probabilityrPr> h). If
Once we obtain these values, the optimal truncated poliny Gaodes, for instance, wake up according to the Poisson wake up

be expressed as follows: pattern,E[H — h|H > h] will be given by a constant because
1 i, =1, of the memoryless property, and the probability /Pr> h)
R en if 25 > 1,h < h,and will decay exponentially. Hence, the delay gap between the
fin(wn) = D. < d(h)( . (18) truncated policy and the optimal policy will decrease expo-
z. < dya(Tn) = 1D, nentially.

i otherwise Although we can compute the optimal truncated poljgy

Since the delay under the truncated policy cannot be smalieris still difficult to implement such a policy because of
than that under the optimal policy, we have the following reasons. First, the policy requires the serde
- know the list (X;, or x;) of awake nodes at each stage

d(h)(xh) = d(h)(xh)’ (19) It can be difficult for the sender to acquire this information
for all h and admissible states;,. Note thatd(®) (N; + 1) during a short periodt4 between two beacon-ID signals
corresponds to the expected delay of the sending node un@iégause of collisions. Second, the optimal policy is based o
the truncated policy, anub(0>(Ni+1) corresponds to that underAssumption 1, which requires that an awake node stay awake
the optimal forwarding policy. In the following propositiowe €even if it is not immediately chosen as the next-hop node.
show that the delay gap between the optimal and the truncaté@ivever, if the node is not chosen as the next-hop node in the

forwarding policies will approach to zero &s— oc. end, the additional energy that it has spent to remain angke i
Proposition 1: The truncated forwarding policy; has the then wasted. The following proposition contains an impurta

following properties: result to address the above implementation issues.

(@) d© (N;+1) —dO(N; +1) < Pr(H > h)E[H — h|H > Proposition 2: Forh = 0,1,--- ,h — 1 and all admissible

h] -1, statesz;, = 2/, 2" such thatl < 2/ < 2”, we have

(b) d(o)(Ni +1) - d(o)(Ni +1)—0ash — . Czsvf;)it(x//) _ dsvf;)n(xl) < Dyr — D,y (24)

Proof: We first show by induction that _
Proof: We prove this result by induction. Foir h—1,

d™ (xy) — d™ (w) < Pr(H > hlay)E[H — h|H > h]-t1. by applying (15) to (16), we can verify thaf"),(=") is equal
(20) o d(h)( ") for all statesz” > 2/ > 1. Hence, (24) holds for

wait

holds forh < h and all admissible states, > 0. At stage heh—1.

hy if 2y, = 1, we haved™ (1) — d™ (1) = 0 from (13) and e now assume that (24) holds for stalge- 1 < & — 1.
(15), and thus (20) holds. tf; > 1, from (14), it holds that grom (17), we also have

d™(z5) > t; + D;. Hence, using (15) and (19), we have

(") ) A" (2") = d"V(2)) < Dy — Dy (25)
7(h h 7 7
) ) < — .
% (wp) = d™(ws) < EIH = hIH > B -1 for 0 < 2/ < z”. Using (6) and (10), we have
Sincexy, > 1, i.e., node 1 has not woken up until :stafgtme Jm (x ) ) ()
have P(H > h|z;) = 1. Hence, (20) holds foh = h. wait wait
We now assume that (20) holds for staget+ 1. Since (h+1)  (ht1) (h+1) (A1) (s
dév};?:l)( 1) = dév’;f[”( 1), using (10) and (16), we have Z Pt 2112 (@n41) = Por g d ().
Thp1=a'
3(h) (h) "
duan(®n) = dui(n) Note thatzg”ih+ ,ngfftlh)ﬂ _ch;@l) from (6). Hence, the
ZTh
< Z Psgfﬂ;lh)ﬂpr (H > hlans)E[H — h|H > ] - 1 R.H.S. of the above can be expresses as
Th1=2 - - - (h+1) Jh+1D) (h+1)
— Pr(H > Blen)E[H — h|H > k] - tr. 21) Z Por g (777 (@ha1) = 70 (@)
I)1+1_:E
From (12) and (17), we hav&®) (z),)—d™ (2,) < d\) (4)— a” )
d" (z,). Hence, from (21), Inequality (20) holds far Then, < Z Pogiy(Dayy = Dar) < Dy — Dy,

by induction, (20) holds for alh = 0,1, -, A. Thr=a’



where in the last step we have used (25). Hence, (24) alSOCAL-OPT Algorithm
holds for stagé:. By induction, the result follows. . Receive(D(k—l) jeN)
Using Proposition 2, the sending nodecan implement the
optimal truncated policy as follows during the operatioagdt
Implementation of the optimal truncated policy: In the
conﬂguratlon phase, every neighboring nadeomputes the
seth of beacon signals fof € A; such that

2: Sort( (k= 1),3 € N;) in an increasing order

3: Let Dl,Dg,- ,Dy, be the sorted delay and
m(1),m(2),---,m(N;) be the corresponding node
indices.

4: Seth

z)A () 5. for j=1to N; +1 do

{h <h|j<apmaDj < dygy(i) —tn}  (26) Setd(h)( /) using (15)

. 7 h( — 0

and then informshg.l) to each neighboring nodg. In the g end for

operation phase, if nodewakes up and hears beacon sig/lnal 9 for h=h —1to 0do

from nodei, it sends a CTS if and only #f € h(l) If h ¢ h(l 10. for j=1to :vh max do

nodej returns to sleep and wakes up at the next beacon signal Computed ».(j) using (16)
in h(l Among the neighboring nodes that have sent a CT$,. if D <d %t (j) — tp then
the sendlng nodeéforwards the packet to the nogewith the . hé) " ( ) U {h}
smallest delay valu®;. 14: endﬂ%ﬁ ")
We now show that the above method implements the optimal. A (j) — mln(d\sva).t( ). tp + Da,)

truncated policy. If nodg wakes up and hears beacon signalg.  end for
h, the current state;;, must be at least statg i.e., v, < j.  17. end for
We now consider three caséSase (A): If j > zp max, there g ;) h(i) U {B b+l S

L m(1) 1) R
must exist another awake node that has a smaller delay value ) N, B IN;
than D;. Hence, nodej has no chance to be a next- hopl return (Ni+1), (hy", 5 € i)
node, and thus it does not need to respaBdse (B-1):If

J < Thmax and D; < di(7) — tp, it immediately follows During the operation phase that follows the configuration
from Proposition 2 thatD,, < d)(x1,) — tp. Hence, from phase, each nodg uses the implementation for the optimal
(18), the decision must bf;iyh(:ch) = x5, and nodex;, will  truncated policy.

receive the packet. (If;, = 1, in which case Proposition 2
does not apply, we still havé; ;,(x;) = =, from (18).) In
the above implementation, since bath and; will respond,
the correct decision is reache@ase (B-2):If j < xj max
andD; > d\SV};)It( /) —tp, nodej cannot be the next-hop node
according to the truncated policy in (18). Hence, ngdipes
not need to respond, and it can wait until the next beaco
signal ' such thatDy, < dévalt)( /) — tp. From all the cases
(A), (B-1), and(B-2), we can conclude that the above method
exactly implements the optimal truncated policy, and das#s n
require for the sending node to know the current state
However, we still need Assumption 1 because npdecase

Sleep-wake Scheduling Protocol
1: loop
2:  Set up the next timeyake that nodej has to wake up
according the sleep-wake scheduling poliey, w;).
Wake up at timéyake-
if Hear beacon signal from a neighboring nodéthen
if heh” then
Respond a CTS signal to the sending nade
else if There exists:’ > h such thath’ € hg.l), then
twake < twake + L1 - (hl - h)

-
© © ® N o g ASW

(B-2) has to wake up at a later beacon sign#éh. the next Ge to Line 3
. . ! . : end if
subsection, we will show that when all neighboring nodes’ end if
wake up periodically, Assumption 1 is not even necessary for’
12: end loop

the implementation.
We below summarize the value-iteration algorithm and the
LOCAL-OPT algorithm that every nodeé runs during the optimal Anycast Policy for Periodic Wake-Up Processes

configuration phase.
g P So far, we have developed the value-iteration algorithm
and a truncated version of the local-opt algorithm, whioh ar

Value-Iteration Algorithm asymptotically optimal for a general sleep-wake schedulin
1: Dgo) — 0 policy. In this subsection, we show that for periodic walge-u
2: for k=110 kyay do patterns these algorithms are exactly optimal for appaoeiy
3 Collect D§k—1 from neighboring nodes chosen parameters and k,.x. In the next section, we will
4 (ng)’ (hg_i)’j € \;)) — LOCAL-OPT ((Dg_kfl)’j c then study why the periodic wake-up pattern is delay-optima

over all the other wake-up patterns.

Assume that all nodes wake up periodically & wper).
Then, each neighboring nogenust wake up every/r; time.
Hence, nodg must be awake after sta@é{lﬂj. If we seth to

: end for ‘
return D( ) (h .g-l),j eN;)

o G




the beacon signa{llglj, statex; = 1 is the only admissible the algorithm converges to the optimal solution within
state at stagé. Then, under the periodic wake-up pattern, thiterations, i.e.,DEN) = D; (7, Wper, f(N)) = D} (7, Wper).
result of Proposition 1 becomes stronger as follows: Proof: To show the convergence withiN iterations, we
Proposition 3: If all neighboring nodes wake up periodi-first show that there exists an acyclic optimal solution, akhi
cally, andh is set tonglj, the truncated forwarding policy minimizes the delays from all nodes simultaneously for give
fi is optimal, i.e., sleep-wake scheduling poli¢y, wper), and does not incur any
J© (N; +1) = d(o)(N» ) cyclic routing paths. Lelf denote an optimal solution. Then,
v - ¢ : this optimal policy must satisfy the Bellman equation in.(4)
Proof: Sincez;, = 1 is the only admissible state, it holdsHence, for each nodg f; must minimize the R.H.S. of the
thatd™ (z;) = d™ (z;) for admissible states;. Then, from sub-problem (5), when the delays of other nodes are given by
(10) and (16), we also haviu ") (a7_,) = difuy ) (a5_,) for D" = Dy (¥, ter). D; (7, tiper) must be the corresponding
all admissible states;, ;. (Pm(h)m = 0 for inadmissible state delay vaIueka) in (5). In the sub-problem, to be an eligible

z, = 2.) From (12) and (17), it follows thai"~) (z; _,) = next-hop node under the optimal pAo}Iliqy the neighboring
d"=1)(z; — 1) for all admissible states; ,. By induction, nodesj must satisfyD7 (7', w) +tp < dsva)it(j)fm someh. By
we can conclude that® (N; + 1) = d©(N; + 1). m repeatedly applying Proposition 4, we hav/%t(Ni +1) >
Proposition 3 implies that the truncated forwarding policﬂ&v’;)it(j). Hence, all eligible next-hop nodgsof nodei must
becomes exactly optimal under the periodic wake-up pattegatisfy jﬁt(]\g +1) > D; (7, @) + tp. Since Jgt(]vi +1)
Hence, when the wake-up pattern of neighboring nodes dresponds td; (7, ), we haveD (¥,%) < D} (7, ). This
periodic, i.e.,w; = wpe, We can completely solve the sub-implies that under policyf, a packet at a nodewill only be
problem in (5). forwarded to a nodg, whose delay valu®: (7, @) is smaller

The periodic wake-up pattern not only makes the truncat@ehn D (7, @). Hence, the solution does not incur any cyclic
policy optimal, but also simplifies the implementation by thpath.

following proposition. _ __ We have shown the existence of an acyclic solution. Then,
Propostlon 4: If all 1r}e‘lghbormg nqd_es wake l{Ph)pe”Od"based on the proof in [22, Page 10@%@) converges to
cally, and/ is set to| =+ |, the conditional delayly,i(zr) D (7, ) for eachi within N iterations, andf™) becomes
IS non-increasing, 1.e., the corresponding optimal forwarding policy. ]
dévgﬂl)(xh—ﬂ > dév’;)it(xh)’ 27) From Prpposition 5, every no_de needs to run the LOCAL-
_ o OPT algorithm for onlyNV iterations, and the last forward-
for h=1,2,---,h -1, and all admissible states,. ing policy fV) is delay-optimal when all nodes wake up
The de_t:?uled proof is prowded in Appendix A. The result oﬁeriodically. Hence, under the periodic wake-up pattefne, t
Proposition 4 can be_ interpreted as follqws: as more stag&ssrall complexity experienced by each nodés alleviated
pass by, t_he nelghbon(r;g nodes are more I|kely to wake up, apgm O(kmaxhN2) 1o O(NEN;). We remind the reader again
the conditional delayl,; then decreases. This property cagat this computation overhead only occurs at the configanat
further simplify the implementation of our solution. Rédaat  ppase.

in the original truncated policy, if nodjawake§(}llj)p at beacon  The yalue-iteration algorithm is a synchronous algorithm
signalh and satisfies the conditioR; +p > dy(7), ithas  that requires all nodes to execute the value-iteration if5) i
to sleep and wake up again at the next beacon signal whggked steps. Depending on the application setting, the fol
the condition is satisfied. However, under the periodic waye lowing asynchronous version of the value-iteration algoni
pattern, such a nodgwill never satisfiy the condition in the may be more useful: each node chooses either to solve (5) or

following beacon signgls -b(?caud%-v};)it(j) is.)non—increasing. to skip it (i.e.,DEk) _ Dz(kfl)) independently, of other nodes.
Hence, instead of maintaining the set 1031 of all beacon Then, the following proposition states the convergencéef t
signals that it has to respond with a CTS, each neighborirgynchronous value-iteration algorithm.

node; only needs to maintain the last beacon signal that it has proposition 6: If each nodei updates its delay value

to respondFurthermore, this property provides an opportunity)(*) ysing (5) infinitely often, then the delay values and
to reduce the complexity of the LOCAL-OPT algorithm. Inhe forwarding policies of all nodes converge to the opti-
[21], we provide the simplified LOCAL-OPT algorithm formg| i.e., lim, .., D = D} (7, 1iper), and limy_. ) €

the periodic wake-up pattern, whose complexity is reduc%ggmin Dy (7, wpen}) for all nodesi
O(hN?) to O(hN;). /

. Proof: The proof follows from the standard result of
We now study the convergence properties of the Va'“@'roposition 1.3.5in [22]. -

iteration algorithm under the periodic wake-up patternfifze
ng) = minjeNi{ngjﬂj € argminD;.k*l)} as the maxi-
mum number of beacon signals until the neighboring node
j with the smallest delay vaIuB;k_l) wakes up. Then, the In the previous section, we have developed an asymptoti-
next proposition states the convergence of the valuetitera cally optimal anycast forwarding policy for a general sleep
algorithm: wake policy(7, o). In this section, we fix the wake-up pattern
Proposition 5: If all nodesi wake up periodically and set to the periodic ¢¢ = wper), i.€., all nodes wake up periodically,

h = Bf.k) at each iteratiork of the value-iteration algorithm, and study the special properties of the periodic wake-up

IV. OPTIMAL WAKE-UP PATTERN
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pattern. We will show that, among all wake-up patterngrom (28), we havefg, (y) < ylimTﬂmw. Using
the periodic wake-up pattern and the corresponding optin(d), we haveFg,(y) < yr; almost surely. This establishes
forwarding policy attain the smallest delay. Hence, they aProperty (a).

the solution to the delay-minimization problem (2) that we

originally intend to solve. Fy—1 y— vy
IR D5 s s N DD B D (N
] A 7 T T .
A. Fundamental Properties of Wake-up Patterns o t =* .t * e T G T4y
'1\Wake up '1‘ '1‘ '1\

We begin by studying the fundamental properties of the
wake-up patterns. As in Section 1lI-B, we fix the sendin
nodei and a neighboring nodg We define the residual time
R;(t) as the interval from time to the next wake-up time

lgig. 2. Example of the sequence of times a node wakes up

We next show Property (b). To show this, we need to

of nodej, i.e, R;(t) = info.u, (s)—%,1)=15 — t. Since the

corsnputeFRj (y2) = Fr,(y1) for 0 < yy <y < % As we did

wake-up process of a node is a stationary and ergodic procés

from the viewpoint of other nodes, the distribution Bf(¢)

to show Property (a), we first estimang LR, (t)ely1,y2]} 9t

does not depend on time Hence, we can drop the variable/Ve follow the same logic used for showing Property (a). We

t and use the random variablg; to denote the residual time.

Let Fr, be the cumulative distribution function (CDF) &f;,

i.e., Fr,(y) = P(R; < y). Note that since nodes wakeside of (32) is replaced witty, —y1)-#; (T'+y2)

replaceR;(t) < y and [ty — y,tx] with R;(t) € [y1,y2] and
[tk—ya2,tr—y1], respectively, in (29)-(31). Then, the right-hand

. From (28),
#;(T+y2)

up independently of other nodes under asynchronous sle@fg- haveFr, (y2) — Fr; (y1) < (y2 — y1) limp oo o222,
wake scheduling, the residual tini& is independent of those Using (1) again, we havér, (y2) — Fg, (y1) < 7j(y2 — y1),

of other nodes. Furthermore, since the wake-up processwisich corresponds to Property (b).

ergodic, it must satisfy

T
Th—{%of/o L{Rr,(t)<yydt = Fr;(y) almost surely (28)
where1.; is an indicator function.

[
Proposition 7 shows that for all < y < 1/r;, the cdf
Fg,(y) and the derivative’% are maximized when the

wake-up pattern is periodié.
Recall that the awake probability;; is defined as the
conditional awake probability that the given nogdewakes

Let F; (y) be the cumulative distribution function (CDF) ofup and receives thé-th beacon-ID signal, conditioned on

the residual timeRz; when the given nodg uses the periodic

that it has not woken up at earlier beacon-ID signals. In

wake-up patterns. Since the node wakes up e\ﬂcj_ery'me iN " order to receive the ID signal, the residual timeR; until
a periodic wake-up process with a random offset, the residygyge j wakes up must be in the intervilh — 1)¢;, ht], i.e.,

time R; is uniformly distributed in[0, L]. Hence, thecdf

of the residual time under the periodi]c wake-up process

Fp. (y) & 7iylio<y<1y+1p,s1y. The following proposition
then shows the essential proﬁerties of daé of the residual
time.

Proposition 7: For any stationary and ergodic wake-up o

process with rate;, the cdf Fr,(y) of the residual timeR;

satisfies the following properties:

() Fr,(y) < Fr, (),
dFr;(y) _ dFp,(y) 1

(b) o < forogygr—j.

Proof: We first show Property (a). We first estimate

T
/0 LR, 1)<y} dt.

(29)

Pjn = Pr{Rj S ((h — 1)t1,ht1] | Rj S [O, (h— l)t[)}. Using
tife cdf Fr, (y), we can express the awake probability as
o Fp,(htr) — Fr;((h — 1)t5)

Pih = T e (h - D)

(33)

p} ;, be the awake probability of nogevhen nodej wakes
up periodically. Since nodg wakes up evenf /r; time, the
probability p , is 1 if h = [ £ | and

lr
1/ry = (h=1)t;
Then, from Proposition 7, we obtain the following two impor-

tant properties of wake-up processes.

Proposition 8: Forh =1, -, ng‘jj, we have

. 1/r;
p;h = if h < L%J (34)

Lett,,ts,--- be the sequence of times the node wakes up (& P}, < P}, and(b) pj,, > pja-

shown in Fig. 2.) To satisfyR,(t) < y, time ¢ € [0, 7] must
be in the shaded areie,,

le U/ﬁl[tk - yvtk]' (30)
Hence, we can express (29) as follows:
T 00 T
/ LiR;(m)<yydt < Z/ Lpef—yuydt  (31)
0 k=10
<D ylpenrgy =y #i(T+y). (32)
k=1

Proof: (a) Since nodeg must wake up by stage%‘fj,
the awake probability is one fdr = Ll/”J. Hence, Property

tr
(a) holds for this case. Fdr < ngjj, the numerator in (33)
is a constant, and the denominator decreases kvitHence,

Property (a) still holds.

3Proposition 7 is closely related to the standard resultssioewal processes
that periodic renewal processes have the smallest meatuabdime [23,
Chapter 5.2]. These standard results require the wake-igovals to be
independent, while Proposition 7 does not require such smangstion. Since
we were unable to find a result in the literature that covereel mon-
independent case, we have provided the full proof here.
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(b) By Proposition 7(a), the denominator is minimized unddor » = h’. From (10), we have the following inequality:
the periodic wake-up pattern. Further, by Proposition ,Afig

. . S (R’ Ty ~(h'+1 T(h
numerator is maximized under the periodic wake-up pattern. d\svan) (@n) —tr = Zz:yﬂ:l Pw(m,wh)/+1d(h D (@prg1)
Hence, we directly obtain Property (b). [ ] T S(h/+1 /
y perty (b) >y pggh/_’zh)lﬂd(h ) (2 41) (35)

Property (a) implies that under the periodic wake-up patter . (W41 i
the awake probability* , increases with respect to the number = D ia=1 Pry oy o A (@ 41) (36)

h of the beacon-ID signals sent. Property (b) implies th . . . .
the conditional awake probability is maximized when thiIO obtain (35), we have used the induction hypothesis. The

neighboring node wakes up periodically inequality in (36) can be understood as follows: according t

' Proposition 8(b), neighboring nodes are more likely to wake
up under the periodic wake-up patterns, and thus the delay is
also minimized under the periodic wake-up pattern. To obtai
(36), we have used Lemma 1 in Appendix A, whare=

1 . 1 5(h'+1 2
B. Optimality of Periodic Wake-up Patterns Tp, 045- )= Pt (eqUNa'enﬂ}/-ﬁJ(- = ng,t ), Oé§- )=
pjw+1 (equivalently,s'” = Pm(fj,:;l)), andd; = d"' 1 (j).

Using the properties of the periodic wake-up patterns, v@inced, < --- < 6; by Proposition 24, and\" < af) by
show that the periodic wake-up patterns result in the sistallroposition 8, the conditions for the lemma hold.
delay from all nodes. To show this, we first revisit the since (36) is equal tdév};/it)(xh/)—thwe haved\EV};,it)(xh’) <
subproblem (5) that we have solved in Section IlI-B and ig(h’)(xh,)_ Then, from (12), we have™) (/) < d) (zp).

: wait
Section [1I-D. Hence, Proposition 9 holds fér= 1. By induction, this also

Consider two scenarios: holds forh =0,1,--- , h. [ |
(Scenario 1)Each neighboring nodg wakes up periodically ~ From Proposition 9, we can infer thak® (N; + 1) <
every 1/r; time. The optimal forwarding policy; that we (0 (n,+1), which impliesD!" < D{*) in the value iteration
obtained in Section I1I-D is applied. For this scenario, vée U a|gorithm. Hence, when the delays from the neighboring sode
the same notations that are used for the optimal forwardigge given, the delay from the sending nodés minimized
policy, e.g,d\eh(x1), A" (1), P | 4, hjmax, @005 max-  when the neighboring nodes wake up periodically and the
Recall that the packet at the sending node is forwarded s@rresponding optimal forwarding policy is applied.
later than stagé = h1 max- We next apply this result to the Stochastic Shortest
(Scenario 2)The wake-up process of each neighboring nodgath (SSP) problem in (3). Assume that each nodean
j is arbitrary, but the wake-up rate is still given by. We control the wake-up patterng); of its neighboring nodes
denote byf; the optimal forwarding policy for the given wake-; as well as its forwarding policyf;. Then, to min-
up processes of the neighboring nodes. To differentiate framize (3) with respect to(«w, f), every nodei should
Scenario 1, we PUtat"dNQ”(g on all notations in this scenario,carry out the following value-iteration algorithm, whicks i
e.g, dum(wn), d (x1), P, 4, etc. Similarly, nodg must a generalized version of (5): fok = 1,2,- -, D =
have woken up no later than stagg max, and letzy, max ming, 7, (Dhopi (7, @i, £1) + e 60 (7, wi,fi)Dﬁ-k*l))- n
be the node with the smallest delay among the nodes thgk equation, the expected one-hop delzwy, i (7, 10, f;) and
must be awake at stage By simply setting/;jmax = o the probabilityg; ; (7, w;, f;) that node forwards the packet to
and Zp,max = N; + 1, we can still use these notations fofgdej depend only onij; (instead ofi). This is because the
the wake-up processes under which there is no such a fijjgke-up patterns of nodes other than the neighboring nodes
limit point. For instance, if all neighboring nodgdollow the 4o not affect the one-hop delay and the transition prokgbili
Poisson wake-up pattern, then the residual times until thg¥m nodei. From Proposition 9p® is maximized when
wake up are independent exponential random variables, afdis given byier and the corresponding optimal forwarding

we thus have; max = oo for j € Ni and iy max = Ni + 1 policy is chosen. Hence, the following proposition holds:
for all A > 0. Since the awake probability is maximized when Proposition 10: min D;(F, Wyer, f) = ming. s D; (7,10, f)

nodes wake up periodically, it follows thét . g_ﬁjymax for all nodesi.
and zp max < Thmax- Further, the optimal policyf; must

Let f* be the optimal forwardin olicy for a given
satisfy the necessary conditions (12) and (11). S (1) P g poicy g

sleep-wake scheduling policif, wper). From Proposition 5,

We now compare the delays from both scenarios. f*(7) is equal tof ™) in the value-iteration algorithm. Then,
Proposition 9: d (z;,) < dm (zy) for h = 0,1,--- ,h Proposition 10 implies thatper, f* (7)) is the solution to the
andz, < T max, delay-minimization problem (2).

~ Proof: We prove this by induction. By (13), we must have
dM (1) = dM (1) = t; +tp+ D;. At stageh, node 1 must be V. SIMULATION RESULTS
awake under the periodic wake-up process (if;yax = 1)- In this section, we provide simulation results to evaluate
Hence, Proposition 9 holds fdr = /. the delay performance of the proposed solution. To simulate
Assume that!") (z;,) < d™ (x1,) holds forh = h’+1,h'+ more realistic scenarios, we randomly deploy 690 nodes over
2,---  handzxy < Zh,max- e then show that this also holdsa 1 km-by-1km area with obstructions as shown in Fig 3(b).
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—Optimal-Periodic-NoColision CMAC (Convergent MAC): This corresponds to the heuristic

30 %83::22::£§g‘;‘(‘)i§‘w“hc°'"Si"” algorithm with Poisson wake-up pattern that was proposed
|| A-c-mAC in [12]. CMAC uses geographical information to choose the
8 packet forwarding policy. LeD and R be the random vari-
8§20 ables that denote the one-hop delay and process in redingng t
s Euclidean distance to the sink when a packet is forwarded to
E the next-hop node. Then, under CMAC, each noslelects the
g10 set of eligible next-hop nodes that can maximize the expecte

5 normalized-latenc¥’[D/ R]. Since the performance advantage

of CMAC over other existing anycast-based heuristics has be
% 500 1000 1500 extensively studied in [12] and [20], we only compare the
Average wake-up interval 1/t (ms) performance of our optimal algorithm to that of CMAC.
(a) Delay Comparison To simulate these algorithms, we generate 50 packets at each

node and take the average on the measured delay.

In Fig. 3(a), we compare the maximum expected end-to-
end delay over all nodes under different wake-up rateéé/e
observe that ‘Optimal-Periodic-NoCollision’ and ‘Optitna
Periodic-WithCollision’ significantly reduce the end-<¢od
delay compared with the other algorithms. This is conststen
with our result that the periodic wake-up pattern is delay-
optimal. We also observe the significant performance gap
between ‘CMAC’ and ‘Optimal-Periodic-WithCollision.” To
explain this performance gap, we show in Fig. 3(b) the pdsssib
routing paths under both algorithms. Under CMAC, packets
tend to be forwarded to the nodes with higher progress.
However, overall the packets may take longer paths to go
around the obstructions. In contrast, under ‘Optimal-dtic-
Withcollision,’ the next-hop nodes are chosen by delay.déen
0 1000 ¢ 50 it is possible for a packet to be first forwarded to nodes with
0 2 4 6 8 10 negative progress, if doing so reduces the delay beyond the

(b) Node Deployment and Possible Paths next-hop node. For example, in Fig. 3(b), ‘Optimal-Peredi
Fig. 3. (a) Maximum delay under different wake-up ratand (b) Node WithCollision’ re.sults in paths th{;\t are sholrter tha_n thoséer
deployment and the possible routing paths for 300 ms avewgee-up CMAC. From Fig. 3(b), we can infer that if there is no strong
interval under Optimal-Periodic-NoCollision (blue solides) and CMAC (red  correlation between distance and delay (e.g. where there ar
223‘:&&”{;?@ olgiypiﬁﬂﬁe“?hieLgﬁgrﬁd@fr?ﬁ'ﬁe“‘?ﬂ‘ﬂ“nﬁif tt:;gf‘gh e obstructions), the heuristic anycast solutions such as CMA
can perform poorly. Finally, we can observe from Fig. 3(a) th
the performance gap between ‘Optimal-Periodic-NoCaliisi
o . and ‘Optimal-Periodic-WithCollision’ is negligible ovever-
We set the transmission range to 70 m and the durafi@md 546 \ake-up intervals (from 30 ms to 1800 ms). Hence, as long

tp to 6 ms and 30 ms, respectively. as collisions are resolved properly, they will not signifitha
We will compare the delay performance of the followingmpact the performance of our proposed solution at reagenab
algorithms: wake-up rates.

Optimal-Periodic-NoCollision: This corresponds to the opti-
mal anycast forwarding policy with periodic wake-up patter

and the effect of collision is ignored. We obtain the expécte V1. CONCLUSION
delay simply from the output of the value iteration algamith
in (5). In this paper, we have studied the optimal anycast forward-

Optimal-Periodic-WithCollision: This corresponds to theing and sleep-wake scheduling policies that minimize the en
optimal anycast policy with periodic wake-up patterns. Wm-end delay. We have shown that among all wake-up patterns
simulate the policy with the collision resolution compohan with the same wake-up rate, the periodic wake-up pattern
[21, Appendix D, Deterministic Backoff] maximizes the probability that a neighboring node wakes up
Optimal-Poisson: This corresponds to the optimal anycasat each beacon signal. Using this result, we have developed
forwarding policy in [20] with Poisson wake-up patterns. Wi¢he optimal anycast forwarding algorithms for periodic wak
also simulate the policy with the same collision resolutionp patterns and have shown that the algorithms guarantee the
component in Optimal-Periodic-WithCollision. (Refer 0] minimum end-to-end delay of all nodes for given wake-up
to see the performance advantageQjftimal-Poisson over rates (which correspond to given energy budgets). Through
existing solutions (includeling CMAC) over different sitae  simulation results, we have illustrated the benefits of gisin
tion environments.) asynchronous periodic sleep-wake scheduling.
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APPENDIX A inequality from (38): forz < j/ max.

PROOF OFPROPOSITION4 P )
tr+ Y P (o)

Proof: We prove by induction thad\" ) (z) > d\") (z) w=1
holds forh =h —1,---,1,0 and adm|SS|bIe states, = . z ,
[ o (h +1) n
At stageh — 1, from (16), we havell., " (z) = t; + d(1) >tr+ Y Py d @) (39)
because state 1 is the only admissible state at $taBg (17), . z'=1
we havedév’;ltl)( ) =tr +tp + D;. At stageh — 2, we must = d5va.3( )-
havedy,y,* (x) > ti+tp+Dy sinced "D (a; ;) > tp+Di. Combining (38) and (39), we havé” ) (z) > d") (z) for

Thus, it holdsthatiw};f)( ) < dsv};tl)( ) for admissible states 1 < » < Th max- By induction, Proposmon 4 follows. m
.':Ch 1= = T.
Assume thatl"~" () > d\).(x) holds forh = W/ +1, 1/ +

,h and admissible states, = z. We then show that

APPENDIXB
PROOF OFLEMMA 1

this also holds for = 1". To this end, we need the following ~ Proof: We prove this lemma by induction. First, the
lemma: lemma holds forL = 1 becausexg ) = ( ) =1 and
Lemma 1: Supposeaf(i) al?, (5 o 6(2)( and, fo(rg' — 5D, — oM, = P, :6§2)91-
Lo L such)thatt(i s st s =157 = We now assume that (37) holds f(b/r_ 1,2,--- K -1
[T :1( Jay " form =1, 2 andé, < O2=---=0L  and supposé = K. Leta\"™ 2 o\, §; £ ¢;,1, and
Then, the foIIowmg inequality holds. ) - '
.
L L Bm & O 11— al™)alm
M 2) ! 1—al™ !
20570, = 3 570, @7 Lo o
j=1 j=1 form =1,2andj = 1,2,--- , K — 1. Then, by induction
hypothesis, we have
The detailed proof is provided in Appendix B. Lemma 1 has K—1 K—1
the following interpretation. Assume that there are tworsise Z Bj(l)éj > Z Bj@éj, (40)
m = 1,2 and each userm picks up at least oné;’s from J=1 i—

{61,602, 0.} independently of the other US@V(m is the  Using the above, we can obtain the following inequality:
probabihty that usern will pick 6;, independently of whether .

it picks otheré;’s (k # j). SII’]CEa(m) =1, at leastf;, must 25@)9]_ _ 1)9 + 25(1)9

be picked up by each user. #f < 92 < ... < 0y, then for = ! =

the user with a larger value @f<m the expected value of the K—1

smallestd; picked will be lower. Mo+ (1 -al) S 50,
Using Lemma 1, we can show the following inequality: for j=1

all < LTh'! max 1) 1 K-1 ~(9) ~
>V +(1-al) S 54, (41)
B —1 (W) o j=1

d\svalt ) (z) =tr + Z Pag,ac')d(h )(I/) K-1 K-1
v =iV (0= 5%, | + 3 374, (42

>t + Z PG (1), (38) j=1 =1
To obtain (41), we have used (40). Sinp&/ ' 329, is a

m) weighted average @k, 03, - - - ,HK, and all these values are no

Let L in Lemma 1 ber. Form = 1,2, leta{" = Piw=itm  smaller thar,, the term(¢, — K1 32245 is non-positive.

if 1 <j<L,and leta!™ = 1 Since3; o) _ =20 -
a;@) (m) , B (m) is given byP ~1*™) from (6). Note that

Sinceagl) < a§2>, we can rewrite (42) as

K-1 K-1

under the perlodlc wake-up process the awake probapility = L)y (2) 5(2) 5 2(2) 5
in (34) increases witth, which meand) < a§1) < a§2) <1. ;ﬂj bz o | 0= Jz:; G0 |+ P Fi 0
Let 0; = d(h'>(j). By Proposition 24, we have")(1) < K
;l(h;(;) igl(h )S(:Ch’ ;max), Which satisfiei)the(gc)mdition = a0+ (1-a?) ~J(_2)9~j.
1< 62 < . Since all conditions fom7 , B;, and =1
9; j=1,2,---,L andm = 1,2) are satisfied, we obtaln the K
inequality in (38) from Lemma 1. - Zg;?)oj_ (43)
Combining the induction hypothesis and (12), we can obtain j=1

d(h,?(ﬁf/) > d"W D (af) for 1 < o' < Tpi1max. SINCE Hence, (37) holds fof, — K. By induction, the result of the
PHFD — o for o/ > Zh'+1,max, WE Can obtain the following lemma follows. [ |

z,x’
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