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#### Abstract

In this paper we show that significant simplicity can be exploited for pricing-based control of large networks. We first consider a general loss network with Poisson arrivals and arbitrary holding time distributions. In dynamic pricing schemes, the network provider can charge different prices to the user according to the current utilization level of the network and also other factors. We show that, when the system becomes large, the performance (in terms of expected revenue) of an appropriately chosen static pricing scheme, whose price is independent of the current network utilization, will approach that of the optimal dynamic pricing scheme. Further, we show that under certain conditions, this static price is independent of the route that the flows take. We then extend the result to the case of dynamic routing, and show that the performance of an appropriately chosen static pricing scheme with bifurcation probability determined by average parameters can also approach that of the optimal dynamic routing scheme when the system is large. These results deepen our understanding of pricing-based network control. In particular, they provide us with the insight that an appropriate pricing strategy based on the average network conditions (hence, slowly changing) could approach optimality when the system is large. We also briefly discuss how these results can be exploited to develop practical algorithms for network control.


## 1 Introduction

In this work, we use pricing as the mechanism of controlling a network to achieve certain performance objectives. The performance objectives can be modeled by some revenue- or utility-functions. Such a framework has received significant interest in the literature (e.g., see $[3,4,5,6,7]$ and the references therein) wherein price provides a good control signal because it carries monetary incentives. The network can use the current price of a resource as a feedback signal to coerce the users into modifying their actions (e.g., changing the rate or route).

[^0]In [8], Paschalidis and Tsitsiklis have shown that the performance (in terms of expected revenue or welfare) of an appropriately chosen static pricing scheme approaches the performance of the optimal dynamic pricing scheme when the number of users and the network capacity become very large. Note that a dynamic pricing scheme, is one where the network provider can charge different prices to the user according to the varying levels of congestion in the network, while a static pricing scheme is one where the price only depends on the average levels of congestion in the network (and is hence invariant to the instantaneous levels of congestion). The result is obtained under the assumption of Poisson flow arrivals, exponential flow holding times, and a single resource (single node). This elegant result is an example of the type of simplicity that one can obtain when the system becomes large. In this paper, we find that simple static network control can also approach the optimal dynamic network control under more general assumptions and a variety of other network problems.

For simplicity of exposition, we structure the paper as follows:
We first extend the result of [8] from the single-link case to a general loss network with arbitrary holding time distributions. Independently of our work (first reported in [1]), Paschalidis and Liu have also extended the work in [8] from a single-link case to a Markovian loss network [9]. Our contributions in this paper are three-fold. Firstly, we generalize the results of [8] and [9] to non-exponential holding time distributions. Note that while the assumption of Poisson arrivals for flows in the network is usually considered reasonable, the assumption of exponential holding time distribution is not. For example, much of the traffic generated on the Internet is expected to occur from large file transfers which do not conform to exponential modeling. By weakening the exponential service time assumption we can extend our results to more realistic systems. We show that a static pricing scheme is still asymptotically optimal, and that the correct static price depends on the service time distribution only through its mean. A nice observation that stems from this result is that under certain conditions, the static price depends only on the price elasticity of the user, and not on the specific route or distance. This indicates, for example, that the flat pricing scheme used in the domestic long distance telephone service in the U.S. may be an economically good pricing mechanism.

Secondly, we investigate whether more sophisticated schemes can improve network performance (e.g., schemes that have prior knowledge of the duration of individual flows, schemes that predict future congestion levels, etc.). We find that the performance gains using such schemes become increasingly marginal as the system size grows.

Thirdly, we study two types of scaling for modeling large networks. One is the original scaling that was studied in [8] and [9], which requires that the number of users between each source-destination pair is scaled proportionally with the capacity of the network. In this paper, we also study a new type of scaling suitable for the case when the capacity of the network is large but the number of users between each source-destination pair is small. Hence, our new scaling may be more appropriate for modeling certain Internet scenarios where the topology is complex and routing is diverse. We show that appropriate static schemes are asymptotically optimal under both scaling models.

We then weaken the assumption on fixed routing and study a dynamic routing model where flows can choose among several alternative routes based on the current network congestion level. In this more general model, when the system is large, we show that the invariance result still holds, i.e., there still exists a static pricing scheme whose performance can approach that of the optimal dynamic scheme.

Our work is also related to the work in $[10,11]$, and the references therein. However, in their work, the price is set a priori, and the focus is on how to admit and route each flow. Our work (as well as $[8,9])$ explicitly models the users' price-elasticity, and considers the optimality of the pricing schemes. The impact of large systems has also been studied for flow control problems in [12, 13], however, these works focus on the single-link case with a fixed number of flows.

In networks of today and in the future, the capacity will be very large, and the network will be able to support a large number of users. The work reported in this paper demonstrates under general assumptions and different network problem settings that, when a network is large, significant simplicity can be exploited for pricing based network control. Our result also shows the importance of the average network condition when the system is large, since the parameters of the static schemes are determined by average conditions rather than instantaneous conditions. These results will help us develop more efficient and realistic algorithms for controlling large networks.

In practice, over a long enough period of time, the network condition is usually non-stationary, and even the average network statistics could vary. Hence, in real networks, when we say a "static scheme", it does not necessarily mean that the price is fixed over the entire time. Rather, the "static scheme" should be interpreted as prices being static over the time period for which the network statistics do not change (which is typically still fairly long in real networks) and the average network condition should be interpreted as the average of the dominant network condition over such a time period. Over longer time scales, the prices should still adapt to the changes in the dominant network condition, although relatively slowly.

## 2 Pricing in a General Multi-class Loss Network

### 2.1 Model

The basic model that we consider in this section is that of a multi-class loss network with Poisson arrivals and arbitrary service time distributions. There are $L$ links in the network. Each link $l \in\{1, \ldots, L\}$ has capacity $R^{l}$. There are $I$ classes of users. We assume that flows generated by users from each class have a fixed route through the network. The routes are characterized by a matrix $\left\{C_{i}^{l}, i=1, \ldots, I, l=1, \ldots, L\right\}$, where $C_{i}^{l}=1$ if the route of class $i$ traverses link $l$, and $C_{i}^{l}=0$ otherwise. Let $\vec{n}=\left\{n_{1}, n_{2}, \ldots, n_{I}\right\}$ denote the state of the system, where $n_{i}$ is the number of flows of class $i$ currently in the network. We assume that each flow of class $i$ requires a fixed amount of bandwidth $r_{i}$.

Flows of class $i$ arrive to the network according to a Poisson process with rate $\lambda_{i}\left(u_{i}\right)$. The rate
$\lambda_{i}\left(u_{i}\right)$ is a function of the price $u_{i}$ charged to users of class $i$. Here $u_{i}$ is defined as the price per unit time of connection. Therefore $\lambda_{i}\left(u_{i}\right)$ can be viewed as the "demand function" and it represents the price-elasticity of class $i$. We assume that for each class $i$, there is a "maximal price" $u_{\text {max }, i}$ such that $\lambda_{i}\left(u_{i}\right)=0$ when $u_{i} \geq u_{\max , i}$. Therefore by setting a high enough price $u_{i}$ the network can prevent users of class $i$ from entering the network. We also assume that $\lambda_{i}\left(u_{i}\right)$ is a continuous and strictly decreasing function for $u_{i} \in\left(0, u_{\max , i}\right)$. Once admitted, a flow of class $i$ will hold $r_{i}$ amount of resource in the network and pay a cost of $u_{i}$ per unit time, until it completes service, where $u_{i}$ is the price set by the network at the time of the flow arrival. The service times are i.i.d. with mean $1 / \mu_{i}$. The service time distribution is general. (By assuming that the demand function $\lambda_{i}\left(u_{i}\right)$, the mean holding time $1 / \mu_{i}$ and the capacity $R^{l}$ are fixed, we have assumed that the network condition is stationary. We will comment at the end of this section how the results of this paper should be interpreted when this assumption does not hold.)

The bandwidth requirement determines the set of feasible states $\boldsymbol{\Omega}=\left\{\vec{n}: \sum_{i=1}^{I} n_{i} r_{i} C_{i}^{l} \leq R^{l} \quad \forall l\right\}$. A flow will be blocked if the system becomes infeasible after accommodating it. Other than this feasibility constraint, the network provider can charge a different price to each flow, and by doing so, the network provider strives to maximize the revenue collected from the users. The way in which price is determined can range from the simplest static pricing schemes to more complicated dynamic pricing schemes. In a dynamic pricing scheme, the price at time $t$ can depend on many factors at the moment $t$, such as the current congestion level of the network, etc. On the other hand, in a static pricing scheme, the price is fixed over all time $t$, and does not depend on these factors. Intuitively, the more factors a pricing scheme can be based on, the more information it can exploit, and hence the higher the performance (i.e., revenue) it can achieve.

The dynamic pricing scheme that we study in this section is more sophisticated than the one in [8]. Firstly, we allow the network provider to exploit the knowledge of the immediate past history of states up to length $d$. Note that when the exponential holding time assumption is removed, the system is no longer Markovian. There will typically be correlations between the past and the future given the current state. In order to achieve a higher revenue, the network provider can potentially take advantage of this correlation, i.e., it can use the past to predict the future, and use such prediction to determine the price.

Secondly, we allow the network provider to exploit prior knowledge of the parameters of the incoming flows. In particular, the network provider knows the holding time of the incoming flows, and can charge a different price accordingly. In order to achieve a higher revenue, the network provider can thus use pricing to control the composition of flows entering the network, for example, short flows may be favored under certain network conditions, while long flows are favored under others. We assume that the price-elasticity of flows is independent of their holding times.

For convenience of exposition, we restrict ourselves to the case when the range of the service time can
be partitioned into a series of disjoint segments, and the price is the same for flows that are from the same class and whose service times fall into the same segment. Note that the range of the service time is a subset of the set of non-negative real numbers $\mathbf{R}^{+}$. Let $\left\{a_{k}\right\}, k=1,2, \ldots$ be an increasing series of positive numbers, i.e., $0<a_{1}<a_{2}<\ldots$ and let $a_{0}=0$. Therefore $\mathbf{R}^{+}=\bigcup_{k=1}^{\infty}\left[a_{k-1}, a_{k}\right)$. The service time of a flow is a non-negative real number and hence must fall into one of the segments. We assume that at any time $t$, for all flows of class $i$ whose service times $T_{i}$ fall into segment $\left[a_{k-1}, a_{k}\right.$ ), we charge the same price $u_{i k}(t)$, i.e., we do not care about the exact value of $T_{i}$ as long as $T_{i} \in\left[a_{k-1}, a_{k}\right)$.

The dynamic pricing scheme can thus be written as

$$
\begin{align*}
u_{i}\left(t, T_{i}\right)= & u_{i k}(t)=g_{i k}(\vec{n}(s), s \in[t-d, t]),  \tag{1}\\
& \text { for } T_{i} \in\left[a_{k-1}, a_{k}\right),
\end{align*}
$$

where $\vec{n}(s), s \in[t-d, t]$ reflects the immediate past history of length $d, T_{i}$ is the holding time of the incoming flow of class $i$, and $g_{i k}$ are functions from $\boldsymbol{\Omega}^{[-d, 0]}$ to the set of real numbers $\mathbf{R}$. By incorporating the past history in the functions $g_{i k}$, we can study the effect of prediction on the performance of the dynamic pricing scheme without specifying the details of how to predict. Let $\vec{g}=\left\{g_{i k}, i=1, \ldots, I, k=\right.$ $1,2, \ldots\}$.

The system under such a dynamic pricing scheme can be shown to be stationary and ergodic under very general conditions. One such condition is stated in the following proposition. Readers can refer to the Appendix for the proof.

Proposition 1 Assume that for all classes $i$, the arrival rates $\lambda_{i}(u)$ are bounded from above by some constant $\lambda_{0}$. Further, for each class $i$, the service times are i.i.d. with finite mean and independent of the service times of other classes and all arrivals. If the price is only dependent on the current state of the system, or a finite amount of past history (i.e., prediction based on past history), and/or the parameters of the incoming flows, then the stochastic process $\vec{n}(t)$ (i.e. the system state) is asymptotically stationary and the stationary version is ergodic.

We are now ready to define the performance objective function. For each class $i$, let $\tilde{T_{i k}}=\mathbb{E}\left\{T_{i} \mid T_{i} \in\left[a_{k-1}, a_{k}\right)\right\}$ be the mean service time for flows of class $i$ whose service time $T_{i}$ falls into segment $\left[a_{k-1}, a_{k}\right)$. The expectation is taken with respect to the service time distribution of class $i$. Let $p_{i k}=\mathbb{P}\left\{T_{i} \in\left[a_{k-1}, a_{k}\right)\right\}$ be the probability that the service time $T_{i}$ of an incoming flow of class $i$ falls into segment $\left[a_{k-1}, a_{k}\right)$. We can decompose the original arrivals of each class into a spectrum of substreams. Substream $k$ of class $i$ has service time in $\left[a_{k-1}, a_{k}\right)$. Its arrival is thus Poisson with rate $\lambda_{i}(u) p_{i k}$, since we assume that the price-elasticity of flows is independent of $T_{i}$.

For any dynamic pricing scheme $\vec{g}$, the expected revenue achieved per unit time is given by

$$
\lim _{\zeta \rightarrow \infty} \sum_{i=1}^{I} \frac{1}{\zeta} \mathbb{E}\left[\int_{0}^{\zeta} \sum_{k=1}^{\infty} \lambda_{i}\left(u_{i k}(t)\right) u_{i k}(t) \tilde{T_{i k}} p_{i k} d t\right]
$$

$$
=\sum_{i=1}^{I} \sum_{k=1}^{\infty} \mathbb{E}\left[\lambda_{i}\left(u_{i k}(t)\right) u_{i k}(t) \tilde{T_{i k}} p_{i k}\right],
$$

where the expectation is taken with respect to the steady state distribution. The limit on the left hand side as the time $\zeta \rightarrow \infty$ exists and equals to the right hand side due to stationarity and ergodicity. Note that the right hand side is independent of $t$ (from stationarity).

Therefore, the performance of the optimal dynamic policy is

$$
J^{*} \triangleq \max _{\vec{g}} \sum_{i=1}^{I} \sum_{k=1}^{\infty} \mathbb{E}\left[\lambda_{i}\left(u_{i k}(t)\right) u_{i k}(t) \tilde{T_{i k}} p_{i k}\right] .
$$

Finally, we construct the performance objective for the static pricing scheme. In a static pricing scheme, the price for each class is fixed, i.e., it does not depend on the current state of the network, nor does it depend on the individual holding time of the flow. Let $u_{i}$ be the static price for class $i$. Let $\vec{u}=\left[u_{1}, \ldots, u_{I}\right]$. Under this static pricing scheme $\vec{u}$, the expected revenue per unit time is:

$$
J_{0}=\sum_{i=1}^{I} \lambda_{i}\left(u_{i}\right) u_{i} \frac{1}{\mu_{i}}\left(1-\mathbb{P}_{\text {loss }, i}[\vec{u}]\right),
$$

where $\mathbb{P}_{\text {loss }, i}[\vec{u}]$ is the blocking probability for class $i$. Therefore the performance of the optimal static policy is

$$
J_{s} \triangleq \max _{\vec{u}} \sum_{i=1}^{I} \lambda_{i}\left(u_{i}\right) u_{i} \frac{1}{\mu_{i}}\left(1-\mathbb{P}_{\text {loss }, i}[\vec{u}]\right)
$$

When the exponential holding time assumption is removed, we can no longer use the MDP approach as in $[8]$ to find the optimal dynamic pricing scheme. We will instead study the behavior of the optimal dynamic pricing scheme by bounding its performance. Using these bounds, we will show that, when the network is large, an appropriately chosen static pricing scheme can achieve almost the same performance as that of the optimal dynamic scheme.

By definition, the performance of any static pricing scheme becomes a lower bound for the performance of the optimal dynamic pricing scheme. An upper bound is presented next.

### 2.2 An Upper Bound

The upper bound is of a similar form to that in [8]. Let $\lambda_{\max , i}=\lambda_{i}(0)$ be the maximal value of $\lambda_{i}$. For convenience, we write $u_{i}$ as a function of $\lambda_{i}$. Let $F_{i}\left(\lambda_{i}\right)=\lambda_{i} u_{i}\left(\lambda_{i}\right), \lambda_{i} \in\left[0, \lambda_{\max , i}\right]$. Further, let $J_{u b}$ be the optimal value of the following nonlinear programming problem:

$$
\begin{align*}
\max _{\lambda_{i}, i=1, \ldots, I} & \sum_{i=1}^{I} F_{i}\left(\lambda_{i}\right) \frac{1}{\mu_{i}}  \tag{2}\\
\text { subject to } & \sum_{i=1}^{I} \frac{\lambda_{i}}{\mu_{i}} r_{i} C_{i}^{l} \leq R^{l} \quad \text { for all } l,
\end{align*}
$$

where $1 / \mu_{i}, r_{i}$ are the mean holding time and the bandwidth requirement, respectively, for flows from class $i, C_{i}^{l}$ is the routing matrix and $R^{l}$ is the capacity of link $l$.

Proposition 2 If the function $F_{i}$ is concave in $\left(0, \lambda_{\max , i}\right)$ for all $i$, then $J^{*} \leq J_{u b}$.
Proof: Consider an optimal dynamic pricing policy. Let $n_{i k}(t)$ be the number of flows of substream $k$ of class $i$ in the system at time $t$, hence $n_{i}(t)=\sum_{k=1}^{\infty} n_{i k}(t)$. Let $\lambda_{i k}(t)=\lambda_{i}\left(u_{i k}(t)\right)$. From Little's Law, we have

$$
\mathbb{E}\left[n_{i k}(t)\right]=\mathbb{E}\left[\lambda_{i k}(t) p_{i k}\right] \tilde{T_{i k}} .
$$

The expectation is taken with respect to the steady state distribution.
Now let

$$
\lambda_{i}^{*}=\frac{\sum_{k=1}^{\infty} \mathbb{E}\left[\lambda_{i k}(t)\right] p_{i k} \tilde{T_{i k}}}{\sum_{k=1}^{\infty} p_{i k} \tilde{T_{i k}}}
$$

Note that $\sum_{k=1}^{\infty} p_{i k} \tilde{T_{i k}}=1 / \mu_{i}$, therefore

$$
\frac{\lambda_{i}^{*}}{\mu_{i}}=\sum_{k=1}^{\infty} \mathbb{E}\left[\lambda_{i k}(t)\right] p_{i k} \tilde{T_{i k}}=\sum_{k=1}^{\infty} \mathbb{E}\left[n_{i k}(t)\right]=\mathbb{E}\left[n_{i}(t)\right]
$$

At any time $t, \sum_{i=1}^{I} n_{i}(t) r_{i} C_{i}^{l} \leq R^{l}$ for all $l$. Therefore

$$
\sum_{i=1}^{I} \frac{\lambda_{i}^{*}}{\mu_{i}} r_{i} C_{i}^{l} \leq R^{l} \text { for all } l
$$

Since the functions $F_{i}$ are concave, we have

$$
\begin{aligned}
J_{u b} & \geq \sum_{i=1}^{I} F_{i}\left(\lambda_{i}^{*}\right) \frac{1}{\mu_{i}} \\
& \geq \sum_{i=1}^{I} \sum_{k=1}^{\infty} F_{i}\left(\mathbb{E}\left[\lambda_{i k}(t)\right]\right) p_{i k} \tilde{T_{i k}} \\
& \geq \sum_{i=1}^{I} \sum_{k=1}^{\infty} \mathbb{E}\left[F_{i}\left(\lambda_{i k}(t)\right)\right] \tilde{p_{i k}} \tilde{T_{i k}}=J^{*}
\end{aligned}
$$

by Jensen's inequality.
Q.E.D.

The upper bound has a very simple and intuitive form. Its objective function can be viewed as an approximation of the average revenue without taking into account blocking, while the constraint is
simply to keep the load at all links to be no greater than 1 (where the load at a link $l$ is defined by $\left.\frac{1}{R^{l}} \sum_{i=1}^{I} \frac{\lambda_{i}}{\mu_{i}} r_{i} C_{i}^{l}\right)$. As we will see later, when the network is large, the blocking probability of all classes will approach zero as long as the network load is not greater than 1 . This implies that the upper bound closely estimates the performance of the optimal dynamic pricing scheme, when the network is large.

The maximizer of the upper bound (2) induces a set of optimal prices $u_{i}^{u b}=u_{i}\left(\lambda_{i}\right)$. It is interesting to note that although the dynamic pricing scheme can use prediction and exploit prior knowledge of the parameters of the incoming flows, the upper bound (2) and its induced optimal prices are indifferent to these additional mechanisms.

Remark: The concavity assumption on $F_{i}$ is essential in the proof of this proposition and the result that follows. A linear $\lambda_{i}\left(u_{i}\right)$, as used in many applications, guarantees that $F_{i}$ is concave. We will briefly address the case of non-concave $F_{i}$ in the conclusion.

### 2.3 Asymptotic Optimality of the Static Scheme

We are interested in the performance of the optimal dynamic scheme and that of the simple static scheme in large systems, that is, when the capacity and the number of users in the network is very large. We will show that, as the network grows large, the relative difference between the revenue of the optimal dynamic scheme, the revenue of the optimal static scheme, and the upper bound, will approach zero. We will first consider the following scaling (S1), which is also used in [8]. A different scaling will be studied in Section 2.6.
( $\mathbf{S 1 )}$ Let $c \geq 1$ be a scaling factor. We consider a series of systems scaled by c. All systems have the same topology. The scaled system has capacity $R^{l, c}=c R^{l}$ at each link l, and the arrivals of each class $i$ has rate $\lambda_{i}^{c}(u)=c \lambda_{i}(u)$. Let $J^{*, c}, J_{s}^{c}$ and $J_{u b}^{c}$ be the optimal dynamic revenue, optimal static revenue, and the upper bound, respectively, for the c-scaled system.

We are interested in the performance difference of the dynamic pricing schemes and the static pricing schemes when $c \uparrow \infty$. We first note that, under the scaling (S1), the normalized upper bound $J_{u b}^{c} / c$ is fixed over all $c$, since $J_{u b}^{c}$ is obtained by maximizing $\sum_{i=1}^{I} c \lambda_{i} u_{i}\left(\lambda_{i}\right) / \mu_{i}$, subject to the constraints $\sum_{i=1}^{I} c \lambda_{i} r_{i} C_{i}^{l} / \mu_{i} \leq c R^{l}$, for all $l$. Therefore the optimal price induced by the upper bound is also independent of $c$.

Let $\mathbb{P}_{\text {loss }, i}^{c}$ denote the blocking probability of class $i$ in the $c$-scaled system. The following lemma illustrates the behavior of $\mathbb{P}_{\text {loss }, i}^{c}$ as $c \rightarrow \infty$ under the scaling (S1). Recall that the load at a link $l$ is defined by $\frac{1}{R^{l}} \sum_{i=1}^{I} \frac{\lambda_{i}}{\mu_{i}} r_{i} C_{i}^{l}$.

Lemma 3 Let $\lambda_{i}$ be the arrival rate of flows from class $i$ and let $1 / \mu_{i}$ be the mean holding time. Under the assumptions of Poisson arrivals and general holding time distributions, if the load at each resource
is less than or equal to 1, i.e.,

$$
\sum_{i=1}^{I} \frac{\lambda_{i}}{\mu_{i}} r_{i} C_{i}^{l} \leq R^{l} \text { for all } l
$$

then under scaling (S1), as $c \rightarrow \infty$, the blocking probability $\mathbb{P}_{\text {loss }, i}^{c}$ of each class $i$ goes to 0 , and the speed of convergence is at least $1 / \sqrt{c}$, that is, there exists some positive constant $D_{i}$ such that

$$
\limsup _{c \rightarrow \infty} \sqrt{c} \mathbb{P}_{l o s s, i}^{c} \leq D_{i}
$$

Further, when the load of all the links that class i traverses is strictly less than 1, the speed of convergence is exponential, i.e.,

$$
\limsup _{c \rightarrow \infty} \frac{1}{c} \log \mathbb{P}_{l o s s, i}^{c} \leq \max _{l: C_{i}^{l}=1} \inf _{w>0} \Lambda_{l}(w)<0
$$

where

$$
\Lambda_{l}(w)=\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}}\left(e^{r_{j} w}-1\right) C_{j}^{l}-w R^{l}
$$

The proof of this lemma can be found in the Appendix.
We will use this lemma to show the following main result:
Proposition 4 If the function $F_{i}$ is concave in $\left(0, \lambda_{\max , i}\right)$ for all $i$, then under the scaling ( $\boldsymbol{S} \mathbf{1}$ ),

$$
\lim _{c \rightarrow \infty} \frac{1}{c} J_{s}^{c}=\lim _{c \rightarrow \infty} \frac{1}{c} J^{*, c}=\lim _{c \rightarrow \infty} \frac{1}{c} J_{u b}^{c}=J_{u b}
$$

Instead of proving Proposition 4, we will prove the following stronger result that the static prices induced by the upper bound are in fact asymptotically optimal.

Proposition 5 Let $u_{i}^{u b}$ be the static price induced by the upper bound, i.e., let $\lambda_{i}$ be the maximizer of the upper bound (2), then let $u_{i}^{u b}=u_{i}\left(\lambda_{i}\right)$. Let $\tilde{J}_{s}^{c}$ be the revenue for the $c$-scaled system under this static price. If the function $F_{i}$ is concave in $\left(0, \lambda_{\max , i}\right)$ for all $i$, then under the scaling $(\boldsymbol{S} \mathbf{1})$,

$$
\lim _{c \rightarrow \infty} \frac{1}{c} \tilde{J}_{s}^{c}=\lim _{c \rightarrow \infty} \frac{1}{c} J_{u b}^{c}=J_{u b}
$$

Proof: Since $\tilde{J}_{s}^{c} \leq J_{s}^{c} \leq J^{*, c} \leq J_{u b}^{c}=c J_{u b}$, in order to prove the above two propositions, we only need to show that $\lim _{c \rightarrow \infty} \tilde{J}_{s}^{c} / c=J_{u b}$.

For every static price $\vec{u}=\left[u_{1}, \ldots u_{I}\right]$ falling into the constraint of $J_{u b}$, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{I} \frac{c \lambda_{i}\left(u_{i}\right) r_{i} C_{i}^{l}}{\mu_{i}} \leq c R^{l} \quad \text { for all } l \tag{3}
\end{equation*}
$$

let $J_{0}^{c}$ denote the revenue under this static price. Since (3) guarantees that the condition of Lemma 3 is met, we have $\mathbb{P}_{\text {loss }, i}^{c}[\vec{u}] \rightarrow 0$, as $c \rightarrow \infty$. Therefore

$$
\begin{align*}
\lim _{c \rightarrow \infty} \frac{J_{0}^{c}}{c} & =\lim _{c \rightarrow \infty} \sum_{i=1}^{I} \lambda_{i}\left(u_{i}\right) u_{i} \frac{1}{\mu_{i}}\left(1-\mathbb{P}_{\text {loss }, i}^{c}[\vec{u}]\right) \\
& =\sum_{i=1}^{I} \lambda_{i}\left(u_{i}\right) u_{i} \frac{1}{\mu_{i}} \tag{4}
\end{align*}
$$

If we take the static price $u_{i}^{u b}$ induced by the upper bound as our static price, then inequality (3) is satisfied, $J_{0}^{c}=\tilde{J}_{s}^{c}$, and the right hand side of (4) is exactly the upper bound. Therefore,

$$
\lim _{c \rightarrow \infty} \frac{\tilde{J}_{s}^{c}}{c}=\lim _{c \rightarrow \infty} \frac{J_{0}^{c}}{c}=J_{u b},
$$

and Propositions 4 and 5 then follow.

Proposition 2 and 4 are parallel to Theorem 6 and 7 , respectively, in [8]. In [8], they are shown under the assumption of a single link and exponential holding time distribution. Proposition 2 and 4 tell us that extending the results of [8] from a single link to a network of links and from exponential holding time distributions to arbitrary holding time distributions does not change the invariance result. In other words, there still exists static pricing schemes whose performance can approach that of the optimal dynamic pricing scheme when the system is large. Further, even though the dynamic pricing scheme can use prediction and exploit prior knowledge of the parameters of the incoming flows, the upper bound (2) turns out to be indifferent to these additional mechanisms. Therefore, these extra mechanisms only have a minimal effect on the long term revenue when the system is large.

To see how fast the gap between the performance of the optimal dynamic scheme and that of the static schemes decreases as $c \rightarrow \infty$, note that

$$
\frac{J^{*, c}-J_{s}^{c}}{J^{*, c}} \leq \frac{J_{u b}^{c}-J_{s}^{c}}{J_{u b}^{c}} \leq \frac{J_{u b}-\frac{1}{c} J_{0}^{c}\left(\vec{u}^{u b}\right)}{J_{u b}}=\frac{\sum_{i=1}^{I} \lambda_{i}\left(u_{i}^{u b}\right) u_{i}^{u b} \frac{1}{\mu_{i}} \mathbb{P}_{l o s s, i}^{c}\left[\vec{u}^{u b}\right]}{\sum_{i=1}^{I} \lambda_{i}\left(u_{i}^{u b}\right) u_{i}^{u b} \frac{1}{\mu_{i}}} \leq \max _{i} \mathbb{P}_{\text {loss }, i}^{c}\left[\vec{u}^{u b}\right]
$$

Therefore, the speed of convergence of Propositions 4 and 5 can be determined by the $\mathbb{P}_{\text {loss }, i}^{c}\left[\vec{u}^{u b}\right]$ that has the slowest speed of convergence to zero. If at the price $u_{i}^{u b}$ induced by the upper bound, the load of all links is strictly less than 1 , then the convergence of Propositions 4 and 5 is exponential:

$$
\limsup _{c \rightarrow \infty} \frac{1}{c} \log \frac{J^{*, c}-J_{s}^{c}}{J^{*, c}} \leq \limsup _{c \rightarrow \infty} \frac{1}{c} \log \frac{J_{u b}^{c}-J_{s}^{c}}{J_{u b}^{c}} \leq \max _{l} \inf _{w>0} \Lambda_{l}(w)<0 .
$$

If the load of some links is equal to 1 , then the convergence is $1 / \sqrt{c}$, i.e., there exists a positive constant $D$ such that

$$
\limsup _{c \rightarrow \infty} \sqrt{c} \frac{J^{*, c}-J_{s}^{c}}{J^{*, c}} \leq \limsup _{c \rightarrow \infty} \sqrt{c} \frac{J_{u b}^{c}-J_{s}^{c}}{J_{u b}^{c}} \leq D .
$$

Our result is different from [8] and [9] in the following aspects: Firstly, we remove the assumption on the exponential service time distributions. Secondly, we characterize two different regions for the speed with which the performance of the optimal static scheme approaches that of the optimal dynamic scheme. When the load on some links is equal to 1 , the convergence is $1 / \sqrt{c}$. When the load of all links is strictly less than 1 , the convergence is exponential. In [9], only the latter region is characterized.

Thirdly, and more importantly, we show in Proposition 5 that the static price induced by the upper bound is by itself asymptotically optimal. Hence, this result permits us to use the price induced by the


Figure 1: The network topology
upper bound directly in the static schemes. In [8] and [9], although the authors show the asymptotic optimality of the optimal static scheme, it is not clear whether the price induced by the upper bound can serve as a viable alternative, because with this price the load at some links could be equal to 1 , and the convergence in this region is not characterized in their work.

### 2.4 Distance Neutral Pricing

When prices are congestion-dependent, two classes that traverse different routes will typically be charged different prices, even if they have the same price-elasticity function. A class that traverses a longer distance, or one that traverses a more congested route, will likely be charged a higher price.

However, if the following condition is satisfied, this distance-dependence can be eliminated when we adopt an asymptotically optimal static pricing scheme: We say a network has no significant constraint of resources if the unconstrained maximizer of $\sum_{i=1}^{I} F_{i}\left(\lambda_{i}\right)$ satisfies the constraint in (2). If there is no significant constraint of resources, there exists an asymptotically optimal static scheme whose prices depend only on the price-elasticity of each class, and are independent of their routes.

To see this, we go back to the formulation of the upper bound (2). If the unconstrained maximizer of $\sum_{i=1}^{I} F_{i}\left(\lambda_{i}\right)$ satisfies the constraint, then it is also the maximizer of the constrained problem. In this case we can use the prices induced by the upper bound as the asymptotically optimal static prices, and the static prices depend only on the function $F_{i}$, which is determined by the price elasticity of the users.

This result suggests that the use of flat pricing, as in inter-state long distance telephone service in the United States, can also be economically near-optimal under appropriate conditions. Assuming that there is no significant constraint of resources in the domestic telephone network in the U.S., and all consumers have the same price-elasticity, then our result indicates that a flat (i.e., independent of both time and distance) pricing scheme will suffice, given that the capacity of the network is very large.

### 2.5 Numerical Results

Here we report a few numerical results. Consider the network in Fig. 1. There are 4 classes of flows. Their routes are shown in the figure. Their arrivals are Poisson. The function $\lambda_{i}(u)$ for each class $i$ is

Table 1: Traffic and price parameters of 4 classes

|  | Class 1 | Class 2 | Class 3 | Class 4 |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda_{\max , i}$ | 0.01 | 0.01 | 0.02 | 0.01 |
| $u_{\max , i}$ | 10 | 10 | 20 | 20 |
| Service Rate $\mu_{i}$ | 0.002 | 0.001 | 0.002 | 0.001 |
| Bandwidth $r_{i}$ | 2 | 1 | 1 | 2 |

Table 2: Solution of the upper bound (2) when the capacity of Link 3 is 5 bandwidth units. The upper bound is $J_{u b}=127.5$

|  | Class 1 | Class 2 | Class 3 | Class 4 |
| :---: | :---: | :---: | :---: | :---: |
| $u_{i}$ | 9.00 | 5.00 | 12.00 | 10.00 |
| $\lambda_{i}\left(u_{i}\right)$ | 0.00100 | 0.00500 | 0.00800 | 0.00500 |
| $\lambda_{i}\left(u_{i}\right) / \mu_{i}$ | 0.500 | 5.00 | 4.00 | 5.00 |

of the form

$$
\lambda_{i}(u)=\left[\lambda_{\max , i}\left(1-\frac{u}{u_{\max , i}}\right)\right]^{+}
$$

i.e., $\lambda_{i}(0)=\lambda_{\max , i}$ and $\lambda_{i}\left(u_{\max , i}\right)=0$ for some constants $\lambda_{\max , i}$ and $u_{\max , i}$. The price elasticity is then

$$
-\frac{\lambda_{i}^{\prime}(u)}{\lambda_{i}(u)}=\frac{1 / u_{\max , i}}{1-u / u_{\max , i}}, \text { for } 0<u<u_{\max , i} \text {. }
$$

The function $F_{i}$ is thus

$$
F_{i}\left(\lambda_{i}\right)=\lambda_{i}\left(1-\frac{\lambda_{i}}{\lambda_{\max , i}}\right) u_{\max , i},
$$

which is concave in $\left(0, \lambda_{\max , i}\right)$. The holding time is exponential with mean $1 / \mu_{i}$. The parameters $\lambda_{\max , i}$, $u_{\text {max }, i}$, service rates $\mu_{i}$, and bandwidth requirement $r_{i}$ for each class are shown in Table 1.

First, we consider a base system where the 5 links have capacity $10,10,5,15$, and 15 respectively. The solution of the upper bound (2) is shown in Table 2. The upper bound is $J_{u b}=127.5$. We then use simulations to verify how tight this upper bound is and how close the performance of the static pricing policy can approach this upper bound when the system is large. We use the price induced by the upper bound calculated above as our static price. We first simulate the case when the holding time distributions are exponential. We simulate $c$-scaled versions of the base network where $c$ ranges from 1 to 1000. For each scaled system, we simulate the static pricing scheme, and report the revenue generated. In Fig. 2 we show the normalized revenue $J_{0} / c$ as a function of $c$.

As we can see, when the system grows large, the difference in performance between the static pricing scheme and the upper bound decreases. Although we do not know what the optimal dynamic scheme

Table 3: Solution of the upper bound when the capacity of Link 3 is 15 bandwidth units. The upper bound is $J_{u b}=137.5$

|  | Class 1 | Class 2 | Class 3 | Class 4 |
| :---: | :---: | :---: | :---: | :---: |
| $u_{i}$ | 5.00 | 5.00 | 10.00 | 10.00 |
| $\lambda_{i}\left(u_{i}\right)$ | 0.00500 | 0.00500 | 0.0100 | 0.00500 |
| $\lambda_{i}\left(u_{i}\right) / \mu_{i}$ | 2.50 | 5.00 | 5.00 | 5.00 |



Figure 2: The static pricing policy compared with the upper bound: when the capacity of link 3 is 5 bandwidth units. The dotted line is the upper bound.


Figure 3: The static pricing policy compared with the upper bound: when the capacity of link 3 is 15 bandwidth units. The dotted line is the upper bound.


Figure 4: The static pricing policy compared with the upper bound: when the capacity of link 3 is 5 bandwidth units and the service time distribution is Pareto.
is, its normalized revenue $J^{*} / c$ must lie somewhere between that of the static scheme and the upper bound. Therefore the difference in performance between the static pricing scheme and the optimal dynamic scheme is further reduced. For example, when $c=10$, which corresponds to the case when the link capacity can accommodate around 100 flows, the performance gap between the static policy and the upper bound is less than $7 \%$. The gap decreases as $1 / \sqrt{c}$.

We now change the capacity of link 3 from 5 bandwidth units to 15 bandwidth units. The solution of the upper bound is shown in Table 3. The upper bound is $J_{u b}=137.5$. The simulation result (Fig. 3) confirms again that the performance of the static policy approaches the upper bound when the system is large. At $c=10$, the performance gap between the static policy and the upper bound is around $10 \%$.

The latter example also demonstrates distance-neutral pricing. For example, classes 1 and 2, and classes 3 and 4 have different routes but have the same price (and price-elasticity). Readers can verify that, in this example, if we lift the constraints in (2), and solve the upper bound again, we will get the same result. Therefore in the latter example, there is no significant constraint of resources, and the optimal price will only depend on the price elasticity of each class and not on the specific route. Since class 1 has the same price elasticity as class 2 , its price is also the same as that of class 2 , even though it traverses a longer route through the network.

We also simulate the case when the holding time distribution is deterministic. The result is the same as that of the exponential holding time distribution. The simulation result with heavy tail holding time distribution also shows the same trend except that the sample path convergence (i.e., convergence in time) becomes very slow, especially when the system is large. For example, Fig. 4 is obtained when the holding time distribution is Pareto, i.e., the cumulative distribution function is $1-1 / x^{a}$, with $a=1.5$. We use the same set of parameters as the constrained case above, and let the Pareto distribution have the same mean as that of the exponential distribution. Note that this distribution has finite mean but infinite variance. This demonstrates that our result is indeed invariant of the holding time distribution.

### 2.6 Scaling with Topological Changes

In Section 2.3, we have studied a large network under the scaling (S1), where the network topology is fixed and we increase both the demand function $\lambda_{i}\left(u_{i}\right)$ and the capacity $R^{l}$ proportionally. Hence, when the network is large, the number of users of each class $i$ (i.e., between each source-destination pair) is also assumed to be large. This scaling is suitable for a large capacity network with a simple topology, e.g., network backbones. In this section, we will consider large networks where the number of users over each source-destination pair is much smaller than the capacity of the network. Large networks of this type arise naturally when the network topology becomes increasingly complex, for instance, when we include the access links into the topology. To illustrate a real world example, note that even though the links between Purdue University, Indiana and Columbia University, New York could have large capacities, the number of users communicating between these two institutions at any time is usually quite low. The high-capacity access link that connects Purdue University to the Internet is to accommodate the large aggregate traffic between Purdue University and all destinations on the Internet, while the amount of traffic to any single destination is much smaller.

The question we attempt to answer in this section is: will similar simplicity results as in Section 2.3 hold in this type of large networks? We will first present a different scaling model that allows the topology of the network to become more complex as we scale its capacity. We will then show that, under some reasonable assumptions, the performance of appropriately chosen static schemes will still approach that of the optimal dynamic schemes, as long as the the capacity of the network is large.

We consider a series of networks indexed by the scaling factor $c$. We use $L(c), I(c)$, and $C(c)$ to denote the number of links, the number of classes, and the routing matrix, respectively, in the $c$-th network. Note that in the scaling (S1) in Section 2.3, these quantities are assumed to be fixed for all $c$. In this section, in order to accommodate topological changes, we allow them to vary with $c$. We still use $\lambda_{i}^{c}(u)$ and $R^{l, c}$ to denote the demand function for class $i$ and the capacity of link $l$, respectively, in the $c$-th system. However, unlike the case for the scaling (S1), $\lambda_{i}^{c}(u)$ and $R^{l, c}$ do not need to follow the linear scaling rule.

The scale of the $c$-th network is defined as

$$
S(c)=\min _{l=1, \ldots, L(c)} \frac{R^{l, c}}{\max _{i: C_{i}^{l}=1} r_{i}^{c}}
$$

We will consider the scaling (S2) that satisfies the following set of assumptions:
(A) $S(c) \rightarrow \infty$, as $c \rightarrow \infty$.
(B) For all networks, the maximum number of links on any route is bounded from above by a number $M$.

The first assumption simply states that, with large $c$, the capacity of each link in the network will be large compared to the bandwidth requirement of each flow that goes through the link. The second
assumption limits the maximum number of hops each flow can traverse. This is a reasonable assumption: for example, in TCP/IP, the TTL (time-to-live) field in the IP header occupies only 8 bits. This effectively put an upper bound of 255 on the number of hops a flow can traverse within a network. Real Internet topology exhibits the small world phenomenon [14], where the average number of hops of a source-destination pair is typically small. Any series of networks under scaling (S1) trivially satisfy scaling (S2).

Finally, let $\lambda_{\max , i}^{c}$ be the maximal value of $\lambda_{i}^{c}(u)$. Let $u_{i}^{c}\left(\lambda_{i}\right)$ be the inverse function of $\lambda_{i}^{c}\left(u_{i}\right)$. We assume that:
(C) The function $F_{i}^{c}\left(\lambda_{i}\right)=\lambda_{i} u_{i}^{c}\left(\lambda_{i}\right)$ is concave in $\left(0, \lambda_{\max , i}^{c}\right)$ for all $c$ and $i$.

Let $J^{*, c}, J_{s}^{c}$, and $J_{u b}^{c}$ be the optimal dynamic revenue, the optimal static revenue, and the upper bound, respectively, for the $c$-th network. By Proposition 2, under Assumption $C$, the optimal dynamic revenue $J^{*, c}$ is no greater than $J_{u b}^{c}$ for all $c$. In general, $J_{u b}^{c}$ does not follow the simple linear rule as in scaling (S1). Hence, Proposition 4 will not hold under scaling (S2). Instead, we can show the following:

Proposition 6 Under Scaling (S2) and Assumption C, as $c \rightarrow \infty$, the relative difference among the optimal dynamic revenue $J^{*, c}$, the optimal static revenue $J_{s}^{c}$, and the upper bound $J_{u b}^{c}$ will converges to zero. That is,

$$
\lim _{k \rightarrow \infty} \frac{J_{u b}^{c}-J_{s}^{c}}{J_{u b}^{c}}=\lim _{k \rightarrow \infty} \frac{J_{u b}^{c}-J^{*, c}}{J_{u b}^{c}}=0 .
$$

The proof is in the Appendix. Proposition 6 tells us that no matter how complex the topology of the network is, as long as the capacity of the network is large, the performance of the optimal static scheme will be close to that of the optimal dynamic scheme. We defer relevant numerical results until Section 3. The definition of $S(c)$ allows us to apply the result to certain networks with heterogeneous capacity. The network could have both large-capacity links and small-capacity links, and both large-bandwidth flows and small-bandwidth flows. As long as the capacity of each link is large compared to the bandwidth requirement of the flows that traverse the link, static schemes will suffice. On the other hand, there may exist network scenarios where $S(c)$ is not large, which means that the capacity of some links can only accommodate a small number of flows that go through them. Proposition 6 will not hold in such scenarios.

It is easy to check that Proposition 4 and Proposition 6 are equivalent under scaling (S1). There is yet a difference between the results we can obtain under the two different types of scaling. Under scaling ( $\mathbf{S 1}$ ), we can show that the price induced by the upper bound suffices to be the near-optimal static price (see Proposition 5). Such conclusion cannot be drawn under scaling (S2). The difficulty is that, under scaling (S2), we cannot show that the blocking probability will go to zero as $c \rightarrow \infty$ when the constraints in the upper bound (2) are satisfied with equality. In spite of this technical difficulty, we expect that in most cases the price induced by the upper bound would still suffice under scaling (S2). We can argue as follows using the familiar independent blocking assumption underlying the Erlang Fixed

Point approximation [15], i.e., we assume that blocking occurs independently at each link. Under the independent blocking assumption, the blocking probability $B^{l}$ at each link $l$ can be calculated as if the traffic offered to the link l comprises independent Poisson streams with arrival rates that are "thinned" by other links in the network. At the price induced by the upper bound, the offered load at any link $l$ after "thinning" will be no greater than the offered load before "thinning", i.e., $\sum_{i} \frac{\lambda_{i}^{c}}{\mu_{i}} r_{i}$, which is no greater than the capacity $R^{l}$ of the link $l$. Applying the technique in the proof of Lemma 3 to a single link, we can show that, if the independent blocking assumption holds, the blocking probability at each link will go to zero as $S(c) \rightarrow \infty$, and the convergence is uniform over all links. Since the number of hops each route can traverse is upper bounded by $M$, we can then infer that the blocking probability of all classes will go to zero uniformly as $S(c) \rightarrow \infty$. Then, using an argument similar to that of Proposition 4, we can infer that the price induced by the upper bound will suffice. The validity of the above argument relies on the independent blocking assumptions. A rigorous characterization of this convergence is an interesting problem for future work.

We have shown under two different types of scaling that the performance of an appropriately chosen static pricing scheme will approach that of the optimal dynamic pricing scheme when the capacity of the network is large. We conclude this section with some discussion on the assumption we have made. In our model, we assume that the demand function $\lambda_{i}\left(u_{i}\right)$, the mean service time $1 / \mu_{i}$ and the capacity $R^{l}$ are fixed. Hence, we have assumed that the network condition is stationary. However, in practice the network condition is usually non-stationary and even the average network statistics can change over time. If we assume that the changes of these average network conditions are at a much slower time scale than that of the flow arrivals and departures, we can still use the result in this section with the following interpretation: the static scheme should be interpreted as prices being fixed over a time period for which the network statistics do not change (which is typically a fairly long time in real networks) and the average network condition should be interpreted as the average of the dominant network condition over such a time period. Similarly, the invariance result regarding prediction should also be interpreted under this context: if the dynamic pricing scheme uses a prediction window (i.e., $d$ in Equation (1)) that is smaller than the time scale of the changes of the average network condition, then the dynamic scheme will not significantly outperform the static pricing scheme. Over the longer time scale, the prices should still adapt to the changes in the dominant network condition and prediction on the changes of the average network statistics will help.

## 3 Dynamic Routing

We next consider a system with dynamic routing. Many results in the QoS routing literature focus on finding the "best" route for each individual flow based on the instantaneous network conditions. When these QoS routing algorithms are used in a dynamic routing setting, the network is typically required to first collect link information (such as available bandwidth, delay, etc.) on a regular basis. Then,
when a request for a new flow arrives, the QoS routing algorithms are invoked to find a route that can accommodate the flow. When there are multiple routes that can satisfy the request, certain heuristics are used to pick one of the routes. However, such "greedy" schemes may be sub-optimal system wide, because a greedy selection may result in an unfavorable configuration such that more future flows are blocked. Further, an obstacle to the implementation of these dynamic schemes is that it consumes a significant amount of resources to propagate link states throughout the network. Propagation delay and stale information will also degrade the performance of the dynamic routing schemes.

In this section, we will formulate a dynamic routing problem that directly optimizes the total system revenue. Although our model is simplified, it reveals important insight on the performance tradeoff among different dynamic routing schemes. We will establish an upper bound on the performance of the dynamic schemes, and show that the performance of an appropriate chosen static pricing scheme, which selects routes based on some pre-determined probabilities, can approach the performance of the optimal dynamic scheme when the system is large. The static scheme only requires some average parameters. It consumes less communication and computation resources, and is insensitive to network delay. Thus the static scheme is an attractive alternative for control of routing in large networks.

The network model is the same as in the last section, except that now a user of class $i$ has $\theta(i)$ alternative routes that are represented by the matrix $\left\{H_{i j}^{l}\right\}$ such that $H_{i j}^{l}=1$, if route $j$ of class $i$ uses resource $l$ and $H_{i j}^{l}=0$, otherwise. The dynamic schemes we consider have the following idealized properties: the routes of existing flows can be changed during their connection; and the traffic of a given flow can be transmitted on multiple routes at the same time. Thus our model captures the packet-level dynamic routing capability in the current Internet. These idealized capabilities allow the dynamic schemes to "pack" more flows into the system. Yet, we will show that an appropriately chosen static routing scheme will have comparable performance to the optimal dynamic scheme.

Let $n_{i}$ be the number of flows of class $i$ currently in the network. Consider the $k$-th flow of class $i$, $k=1, \ldots, n_{i}$. Let $P_{i j}^{k}$ denote the proportion of traffic of flow $k$ assigned to route $j, j=1, \ldots \theta(i)$. Then, state $\vec{n}=\left\{n_{1}, \ldots, n_{I}\right\}$ is feasible if and only if

There exists $P_{i j}^{k}$ such that $\sum_{j=1}^{\theta(i)} P_{i j}^{k}=1, \forall i, k$,

$$
\begin{equation*}
\text { and } \sum_{i=1}^{I} \sum_{j=1}^{\theta(i)} r_{i} H_{i j}^{l} \sum_{k=1}^{n_{i}} P_{i j}^{k} \leq R^{l} \quad \text { for all } l . \tag{5}
\end{equation*}
$$

The set of feasible states is $\boldsymbol{\Omega}=\{\vec{n}$ such that (5) is satisfied $\}$.
A dynamic scheme can charge prices based on the current state of the network, or a finite amount of past history, i.e., prediction based on past history. (For simplicity we consider pricing schemes that are insensitive to the individual holding times.) An incoming flow will be admitted if the resulting state is in $\boldsymbol{\Omega}$. Once the flow is admitted, its route (i.e., $P_{i j}^{k}$ ) is assigned based on (5), involving (in an idealized dynamic scheme) possible rearrangement of routes of all existing flows. We assume that such rearrangement can be carried out instantaneously. Thus a dynamic pricing scheme can be modeled by
$u_{i}(t)=g_{i}(\vec{n}(s), s \in[t-d, t])$, where $g_{i}$ is a function from $\boldsymbol{\Omega}^{[-d, 0]}$ to $\mathbf{R}$. Let $\vec{g}=\left\{g_{1}, \ldots, g_{I}\right\}$.
The performance objective is again the expected revenue per unit time generated by the incoming flows admitted into the system. The performance of the optimal dynamic routing scheme is given by:

$$
\begin{align*}
J^{*} \triangleq \quad \max _{\vec{g}} \mathbb{E}\left\{\sum_{i=1}^{I} \lambda_{i}\left(u_{i}(t)\right) u_{i}(t) \frac{1}{\mu_{i}}\right\}  \tag{6}\\
\text { subject to (5). }
\end{align*}
$$

The expectation is taken with respect to the steady state distribution. Note that (6) is independent of $t$ because of stationarity and ergodicity.

The set of dynamic schemes we have described may require complex capabilities (e.g., rearrangements of routes and transmitting traffic of a single flow over multiple routes) and hence may not be suitable for actual implementation. We make clear here that we do not advocate implementing such schemes but instead advocate implementing static schemes. In fact, we will show that, as the system scales, our static scheme will approach the performance of the optimal idealized dynamic scheme. The static schemes do not require the afore-mentioned complex capabilities and could be an attractive alternative for network routing.

Let $u_{i}=u_{i}\left(\lambda_{i}\right)$ and $F_{i}\left(\lambda_{i}\right)=u_{i}\left(\lambda_{i}\right) \lambda_{i}$. Analogous to Proposition 2, we can derive the following upper bound on the optimal revenue in (6). The proof is a natural extension of that of Proposition 2 and are available online in [16].

Proposition 7 If the function $F_{i}$ is concave in $\left(0, \lambda_{\max , i}\right)$ for all $i$, then $J^{*} \leq J_{u b}$, where $J_{u b}$ is defined as the solution for the following optimization problem:

$$
\begin{align*}
J_{u b} \triangleq \max _{\lambda_{i j}} & \sum_{i=1}^{I} F_{i}\left(\sum_{j=1}^{\theta(i)} \lambda_{i j}\right) \frac{1}{\mu_{i}}  \tag{7}\\
\text { subject to } & \sum_{i=1}^{I} \sum_{j=1}^{\theta(i)} \frac{\lambda_{i j}}{\mu_{i}} H_{i j}^{l} r_{i} \leq R^{l} \quad \forall l .
\end{align*}
$$

We next construct our static routing policy with probablistic routing as follows: The network charges a static price to all incoming flows, and the incoming flows are directed to alternative routes based on predetermined probabilities. Note that the static policy does not have the idealized capabilities prescribed for the dynamic schemes, i.e., all traffic of a flow has to follow the same path, and rearrangement of routes of existing flows is not allowed. Let $\left\{u_{i}^{s}, P_{i j}^{s}\right\}$ denote such a static policy, where $u_{i}^{s}$ is the price for class $i$, and $P_{i j}^{s}$ is the bifurcation probability that an incoming flow from class $i$ is directed to route $j$.

Then the optimal static policy can be found by solving:

$$
\begin{equation*}
J_{s} \triangleq \max _{\substack{s, u_{i}^{s}, P_{i j}^{s}, \sum_{j=1}^{\theta(i)}}} \sum_{i=1}^{s} \sum_{i=1}^{I} \sum_{j=1}^{\theta(i)} \lambda_{i}\left(u_{i}^{s}\right) u_{i}^{s} P_{i j}^{s} \frac{1}{\mu_{i}}\left[1-\mathbb{P}_{\text {Loss }, i j}\right], \tag{8}
\end{equation*}
$$

where $\mathbb{P}_{\text {Loss }, i j}$ is the blocking probability experienced by users of class $i$ routed to $j$.
We consider a special static policy derived from the solution of the upper bound in Proposition 7. If $\lambda_{i j}^{u b}$ is the maximal solution to the upper bound, we let $u_{i}^{s}=u_{i}\left(\sum_{j=1}^{\theta(i)} \lambda_{i j}^{u b}\right)$, and $P_{i j}^{s}=\frac{\lambda_{i j}^{u b}}{\sum_{j=1}^{\theta(i)} \lambda_{i j}^{u b}}$. The revenue with this static policy differs from the upper bound only by the term $\left(1-\mathbb{P}_{\text {Loss }, i j}\right)$, and this revenue will be less than $J_{s}$. However, under scaling (S1), we can show that, as $c \rightarrow \infty, \mathbb{P}_{\text {loss }, i j} \rightarrow 0$. Therefore, we have our invariance result (stated next).

Proposition 8 In the dynamic routing model, if the function $F_{i}$ is concave in $\left(0, \lambda_{\max , i}\right)$ for all $i$, then under the scaling (S1),

$$
\lim _{c \rightarrow \infty} J_{s}^{c} / c=\lim _{c \rightarrow \infty} J^{*, c} / c=\lim _{c \rightarrow \infty} J_{u b}^{c} / c=J_{u b} .
$$

Proof: Analogous to that of Proposition 4. Details are available online at [16].
Q.E.D.

A similar result under scaling (S2) can be stated analogous to Proposition 6.
When the routing is fixed, by replacing $\lambda_{i j}$ with $\lambda_{i}$, and $H_{i j}^{l}$ with $C_{i}^{l}$, we recover Propositions 2 and 4 from the results in this Section. When there are multiple available routes, the upper bound in Proposition 7 is typically larger than that of Proposition 2. Therefore one can indeed improve revenue by employing dynamic routing. However, Proposition 8 shows that, when the system is large, most of the performance gain can also be obtained by simpler static schemes that routes incoming flows based on pre-determined probabilities. Further, what we learn is that for large systems the capability to rearrange routes and to transmit traffic of a single flow on multiple routes does not lead to significant performance gains.

Not only can the static schemes be asymptotically optimal, they also have a very simple structure. Their parameters are determined by average conditions rather than instantaneous conditions. Collecting average information introduces less communication and processing overhead, and it is also insensitive to network delay. Hence the static schemes are much easier to implement in practice.

The asymptotically optimal static scheme also reveals the macroscopic structure of the optimal dynamic routing scheme. For example, the static price $u_{i}^{s}$ shows the preference of some classes than the others, and the static bifurcation probability $P_{i j}^{s}$ reveals the preference on certain routes than the other. While a "greedy" routing scheme tries to accommodate each individual flow, the optimal static scheme may reveal that one should indeed prevent some flows from entering the network, or prevent some routes from being used. For our future work we plan to study efficient distributed algorithms to derive these optimal static parameters.

We use the following examples to illustrate the results in this section. We first consider a triangular network (Fig. 5). There are three classes of flows, $A B, B C, C A$. There are two possible routes for each class of calls, i.e., a direct one-link path (route 1), and an indirect two-link path (route 2). Each call


Figure 5: Dynamic Routing Problem: There are 3 classes of flows, $A B, B C, C A$. For each class, there are two alternate routes. For example, for class $A B$, the direct one-link path is $A \rightarrow B$, while the indirect two-link path is $A \rightarrow C \rightarrow B$.
consumes one bandwidth unit along the $\operatorname{link}(\mathrm{s})$ and holds the $\operatorname{link}(\mathrm{s})$ for a mean time of 1 unit. Let the capacity of all links be $R$.

Let $\vec{\lambda}=\left\{\lambda_{A B, 1}, \lambda_{A B, 2}, \lambda_{B C, 1}, \lambda_{B C, 2}, \lambda_{C A, 1}, \lambda_{C A, 2}\right\}$. By Proposition 7, we can formulate the upper bound as (based on (7) ):

$$
\begin{align*}
J_{u b} & =\max _{\vec{\lambda}} \sum_{i=A B, B C, C A} \lambda_{i} u_{i}\left(\lambda_{i}\right)  \tag{9}\\
\lambda_{i} & =\lambda_{i, 1}+\lambda_{i, 2}, \quad i=A B, B C, C A,
\end{align*}
$$

subject to the following resource constraints:

$$
\begin{aligned}
& \lambda_{A B, 1}+\lambda_{B C, 2}+\lambda_{C A, 2} \leq R \\
& \lambda_{B C, 1}+\lambda_{A B, 2}+\lambda_{C A, 2} \leq R \\
& \lambda_{C A, 1}+\lambda_{A B, 2}+\lambda_{B C, 2} \leq R \\
& \lambda_{i, j} \geq 0, \quad i=A B, B C, C A, j=1,2 .
\end{aligned}
$$

Once the upper bound is solved, we can find the near-optimal static policy using the one induced by the upper bound, i.e., the price charged to class $i, i=A B, B C, C A$, is

$$
u_{i}^{s}=u_{i}\left(\lambda_{i, 1}+\lambda_{i, 2}\right)
$$

and the bifurcation probabilities are

$$
\begin{aligned}
P_{i, 1}^{s} & =\frac{\lambda_{i, 1}}{\lambda_{i, 1}+\lambda_{i, 2}} \\
P_{i, 2}^{s} & =\frac{\lambda_{i, 2}}{\lambda_{i, 1}+\lambda_{i, 2}} .
\end{aligned}
$$

Let $R=100$. We consider the following examples:

Table 4: Solution of the upper bound in the dynamic routing problem: when the price-elasticity of class $A B$ is $\lambda_{A B}(u)=500(1-u)$

|  | Class $A B$ | Class $B C$ | Class $C A$ |
| :---: | :---: | :---: | :---: |
| $\lambda_{i, 1}$ | 100 | 40.91 | 40.91 |
| $\lambda_{i, 2}$ | 59.09 | 0 | 0 |
| $\lambda_{i}$ | 159.09 | 40.91 | 40.91 |
| Price $u_{i}^{s}$ | 0.682 | 0.591 | 0.591 |
| $P_{i, 1}^{s}$ | $62.86 \%$ | $100 \%$ | $100 \%$ |
| $P_{i, 2}^{s}$ | $37.14 \%$ | 0 | 0 |

1) When the price-elasticity function of all classes are $\lambda_{A B}(u)=\lambda_{B C}(u)=\lambda_{C A}(u)=100(1-u)$, the solution of (9) gives $\lambda_{A B}=\lambda_{B C}=\lambda_{C A}=50$, and the prices for each class are $u_{A B}^{s}=u_{B C}^{s}=u_{C A}^{s}=0.5$. It also coincides with the solution of the unconstrained version of (9). This corresponds to the case of light traffic load. The price is only determined by the price elasticity of each class. There are multiple solutions for the bifurcation. One example is $\lambda_{i, 1}=50$, and $\lambda_{i, 2}=0, i=A B, B C, C A$, i.e., all calls use the direct link.
2) When we change the price-elasticity of class $A B$ to $\lambda_{A B}(u)=500(1-u)$, the solution of (9) is shown in Table 4. This corresponds to the case of heavy traffic load. The price are raised from that of the unconstrained problem in order to limit incoming traffic. All constraints are binding. Note that here in order to maximize the revenue, class $A B$ has a higher arrival rate $\lambda_{i}$ than that of class $B C$ and $C A$, and the network should allow flows from class $A B$ to use indirect two-link path, while flows from classes $B C$ and $C A$ should not be allowed to use the indirect routes.

We next use a larger network example to demonstrate the optimality of static schemes with probablistic routing. We use the BRITE topology generation tool [17] and the Barabasi-Albert model [18] to generate a random network with 100 nodes and 197 links. The Barabasi-Albert topology model is able to capture the power-law of the node connectivity in real Internet topologies. There are a total of 9900 source-destination (s-d) pairs. For each s-d pair, we use the set of minimum-hop paths as the alternate paths. The demand function for each source destination pair is the same. We formulate the upper bound for the randomly-generated network, and use standard convex optimization methods to solve the static prices and the bifurcation probabilities. We then use simulation to obtain the static revenue under the prices and the bifurcation probabilities induced by the upper bound.

We present the following result from a typical simulation. The bandwidth for each link is 1000 units. The bandwidth requirement of each flow is 1 unit and the mean holding time is 1 unit. The demand function for each s-d pair is $\lambda(u)=10(1-u)$. At this level of demand, around $22 \%$ of the links experience congestion, i.e., their respective constraints in (7) are binding. The upper bound is found
to be $2.45 \times 10^{4}$, while the static revenue obtained from the simulation is $2.40 \times 10^{4}$. The relative difference is just $2 \%$. This validates our result that the performance of static schemes is close to that of the optimal dynamic scheme and the upper bound. Among the 9900 s-d pairs, around $49 \%$ have multiple alternate routes. However, among those with multiple routes, only $30 \%$ actually use multiple routes. Hence, a large number of s-d pairs does not benefit from multiple alternative paths. The average number of routes between a s-d pair is 2.15 . Finally, note that in this example, the end-to-end demand of each source-destination pair is at most $10(1-0) / 1=10$, which is much smaller than the capacity of the links (1000 units). Hence, this simulation serves to validate our result under scaling (S2) where the number of users of each source-destination pair is much smaller than the capacity of the network. In all of our simulations, the prices induced by the upper bound turn out to be near-optimal, even although we have not been able to establish this optimality rigorously under scaling (S2). We also run simulations using other topology models and find similar results.

## 4 Conclusion, Discussion, and Future Work

In this work, we have studied pricing as a mechanism to control large networks. We show under general settings that the performance of an appropriately chosen static pricing scheme can approach that of the optimal dynamic pricing scheme when the system is large.

The above results have important implications for the design and control of large-capacity networks. Compared with the optimal dynamic scheme, the static scheme has several desirable features. The static schemes are much easier to obtain because of their simple structures. They are also much easier to execute since they do not require the collection of instantaneous load information. Instead, they only depend on some average parameters, such as the average load. Hence, they introduce less computation and communication overhead, and they are less sensitive to feedback delay. These advantages make the static scheme an attractive alternative for controlling large networks.

However, one should keep in mind that static schemes also have their disadvantage, namely, their lack of adaptivity. Static schemes could be more sensitive to modeling errors than dynamic schemes [19, 20]. If the parameter of the model is estimated incorrectly, the resulting static scheme may lead to bad performance. Further, as we discussed at the end of Section 2, the network condition may be non-stationary and even the average network parameter may change over time. The static prices that are good for one time may not be good for the next moment. Therefore, we are not advocating that in practice purely static schemes (i.e., prices being fixed for all time) be used.

It is an interesting direction for future work to study how we can exploit the result in this paper to develop practical adaptive algorithms for network control. One direction is to develop efficient algorithms that can compute the static prices based on the current dominant network condition and allow the prices to adaptively track the changes in the average network parameters. Here we briefly discuss one possible approach. Note that although the static prices are calculated by solving a global
optimization problem, i.e., the upper bound (2) or (7), it is possible to develop a distributed solution. Indeed, we can associate a non-negative Lagrange multiplier $p^{l}$ for the constraint at each resource $l$. The Lagrange multiplier $p^{l}$ can be viewed as the implicit cost that summarizes the congestion information at link $l$. Given $p^{l}$, in order to determine the price for class $i$, one only needs to know the price-elasticity of class $i$ (i.e., the function $F_{i}$ ) and the sum of the implicit costs along the path that flows of class $i$ traverse. Therefore we can decompose the global optimization problem into several subproblems for each class. We can have the core routers update these implicit costs based on the congestion level at each link and have the ingress router serve as "brokers" to probe these implicit costs and determine the price offered to users of each class $i$. The idea of this decomposition has been used in $[6,7]$ to develop distributed algorithms for optimization flow control, and it is also mentioned in [8] for computing the static prices in the single-link case.

The distributed algorithm described above can achieve adaptivity in several ways. Firstly, the edge router can use the online measurement of flow arrivals at different price levels to update its estimate of the demand function. Secondly, the core router can use the online measurement of the congestion level at each link to update the implicit costs. We have recently developed such quasi-static adaptive schemes for QoS routing [21].

It is instructive to compare such a quasi-static distributed algorithm with typical dynamic and static schemes. Note that since the distributed algorithm updates the implicit costs based on online measurements of the congestion level at the link, it can also be viewed as a dynamic scheme. However, the distributed algorithm is based on the asymptotic optimality of the static schemes. It attempts to solve for the static prices according to the current dominant network condition. Hence, we refer to the distributed algorithm as being quasi-static. On one hand, the distributed algorithm exploits the simplicity of the static scheme, thus has a simple form and is easier to implement than the optimal dynamic scheme. When the network condition is stationary, the prices computed by the distributed algorithm will converge to that of the near-optimal static scheme. On the other hand, the distributed algorithm is by definition also dynamic in that, when the network condition is non-stationary, the prices computed by the distributed algorithm will track the long term changes. Hence, the distributed algorithm is more robust than purely static schemes.

There are also possibilities of extremal changes in network conditions, such as failures of network components. When such situations occur, an appropriate immediate response is usually more important than an optimal but slower one. For such situations, other levels of network control, such as failure detection and fault recovery, are more appropriate.

Finally, we note that many results in this paper require that the function $F_{i}\left(\lambda_{i}\right)=u_{i}\left(\lambda_{i}\right) \lambda_{i}$ is concave. When concavity is missing, $J_{u b}$ is not necessarily an upper bound on the performance of the optimal dynamic scheme, and the static scheme may not be asymptotically optimal. In [8], the authors describe a "convexification" procedure, which can be used to derive an asymptotically optimal static (but time varying) pricing scheme. The resulting scheme will have two prices for each class $i$. One price is used
for fraction $\alpha_{i}$ of the time, and the other price is used for the rest fraction $1-\alpha_{i}$ of the time. The pricing scheme switches between these two prices with very high frequency. There are pitfalls with a convexification approach, as shown in [22]. In [22], the authors develop an optimal flow control mechanism for non-concave utility functions when the number of flows are fixed. We are currently exploring ways to extend such results to the scenarios with flow arrivals and departures as studied in this paper.

## A Appendix

## A. 1 Proof of Proposition 1

Proof: Let us first look at the case of a single resource with users coming from a single class $i$. To develop the result, we need to take a different but equivalent view of the original model. In the original system, the arrival rate is a function of the current price. In the new but equivalent system, the arrival rate is constant but the arrivals are "thinned" by a probability as a function of the price. Specifically, in the new model, the arrivals are Poisson with constant rate $\lambda_{0}$. Each arrival now carries a value $v$ that is independently distributed, with distribution function $\mathbb{P}\{v \geq u\}=\lambda_{i}(u) / \lambda_{0}$. The value $v$ of each arrival is independent of the arrival process and service times. If $v<u$, where $u$ is the current price charged to the incoming call at the time of arrival, the call will not enter the system. We can see that with this construction, at each time instant, the arrivals are bifurcated with probability of success equal to $\mathbb{P}\{v \geq u\}=\lambda_{i}(u) / \lambda_{0}$. Therefore the resultant arrivals (after thinning) in the new model are also Poisson with rate $\lambda_{0} \mathbb{P}\{v \geq u\}=\lambda_{i}(u)$. Thus the model is equivalent to the original model.

To show stationarity and ergodicity, we need to construct a so called "regenerative event," i.e., a restarting point after which the system behaves independently of the past. Let $d$ time units denote the length of the finite amount of past history used in the prediction ( $d=0$ if no prediction is performed.) Let $\tau_{l}^{e}, \tau_{l}^{s}$, and $v_{l}$ be the $l$-th arrival's interarrival time, service time, and value, respectively, $-\infty<l<\infty$ (note this is the arrival of the Poisson process before bifurcation). Define "epoch $l$ " to be the time of the $l$-th arrival. Let

$$
\begin{aligned}
Q_{l}= & \mathbf{1}_{\left\{\tau_{l-1}^{s} \leq \tau_{l}^{e}-d\right\}}+\mathbf{1}_{\left\{\tau_{l-2}^{s} \leq \tau_{l}^{e}+\tau_{l-1}^{e}-d\right\}} \\
& +\ldots+\mathbf{1}_{\left\{\tau_{l-k}^{s} \leq \sum_{j=0}^{k-1} \tau_{l-j}^{e}-d\right\}}+\ldots
\end{aligned}
$$

Also let $A_{l}=\left\{Q_{l}=0\right\}$. Then $A_{l}$ can be interpreted as the event that "all potential arrivals (i.e., those before bifurcation) have cleared the system $d$ time units before epoch $l$." The event $A_{l}$ is a regenerative event, that is, if event $A_{l}$ occurs, then after epoch $l$, the system will evolve independently from the past (this is true because we assume that the price is only dependent on the current state of the network, or a finite amount of past history with length $d$ ). The events $A_{l}$ are stationary, i.e., if we define $\mathbf{T}$ as the shift operator, $\mathbf{T}\left\{\left\{\tau_{l_{i}}^{e}, \tau_{l_{i}}^{s}, v_{l_{i}}\right\} \in B_{i}, i=1 \ldots k\right\}=\left\{\left\{\tau_{l_{i}+1}^{e}, \tau_{l_{i}+1}^{s}, v_{l_{i}+1}\right\} \in B_{i}, i=1 \ldots k\right\}$,
then $A_{l}=\mathbf{T}^{l} A_{0}$, and $\mathbb{P}\left\{A_{l}\right\}=\mathbb{P}\left\{A_{0}\right\}$. Note that $A_{l}$ does not depend on either $v_{l}$ or the price $u$. Now to proceed with the proof, we need the following lemma.

Lemma 9 Let the sequence of service times $\tau^{s}$ be i.i.d., and $\mathbb{E}\left[\tau^{s}\right]<\infty$, then $\mathbb{P}\left\{A_{0}\right\}>0$.
Proof: We follow [23] (P. 205). For some $a>0, m \geq 1$,

$$
\begin{aligned}
\mathbb{P}\left\{A_{0}\right\} & \geq \mathbb{P}\left\{\left\{\tau_{0}^{e} \geq a+d\right\} \bigcap_{k=1}^{k=m}\left\{\tau_{-k}^{s} \leq a\right\} \bigcap_{k=m+1}^{\infty}\left\{\tau_{-k}^{s} \leq \sum_{j=-k+1}^{-1} \tau_{j}^{e}\right\}\right\} \\
& =\mathbb{P}\left\{\tau_{0}^{e} \geq a+d\right\} \quad \prod_{k=1}^{m} \mathbb{P}\left\{\tau_{-k}^{s} \leq a\right\} \quad \mathbb{P}\left\{\bigcap_{k=m+1}^{\infty}\left\{\tau_{-k}^{s} \leq \sum_{j=-k+1}^{-1} \tau_{j}^{e}\right\}\right\} .
\end{aligned}
$$

This can be interpreted as the following: $A_{0}$ is the event that $\left\{Q_{0}=0\right\}$, i.e., all potential arrivals have cleared the system $d$ time units before epoch 0 . The event on the right hand side of the inequality above says that, of all potential arrivals before epoch 0 , the last arrival arrives before a time interval of $a+d$ $\left(\tau_{0}^{e} \geq a+d\right)$; the last $m$ arrivals all have service time less than $a$; and finally, the rest of the arrivals leave the system before epoch -1 . Obviously this is a smaller event than $A_{0}$.

From now on we will focus on this smaller event only. Now choose $a$ such that $\mathbb{P}\left\{\tau_{-k}^{s} \leq a\right\}=q>0$, we also have $\mathbb{P}\left\{\tau_{l}^{e} \geq a+d\right\}=p>0$, since the interarrival times are exponential.

Then

$$
\mathbb{P}\left\{A_{0}\right\} \geq p q^{m} \mathbb{P}\left\{\bigcap_{k=m+1}^{\infty}\left\{\tau_{-k}^{s} \leq \sum_{j=-k+1}^{-1} \tau_{j}^{e}\right\}\right\}=p q^{m} \mathbb{P}\{B\}
$$

where $B$ is the event inside the bracket. We only need to show $\mathbb{P}\{B\}>0$ for some $m$.
Choose $b<\mathbb{E}\left\{\tau_{l}^{e}\right\}$. Then

$$
\begin{aligned}
& \mathbb{P}\left\{B^{c}\right\}=\mathbb{P}\left\{\bigcup_{k=m+1}^{\infty}\left\{\tau_{-k}^{s}>\sum_{j=-k+1}^{-1} \tau_{j}^{e}\right\}\right\} \\
\leq & \mathbb{P}\left\{\bigcup_{k=m+1}^{\infty}\left\{\sum_{j=-k+1}^{-1} \tau_{j}^{e}<b(k-1)\right\} \bigcup_{k=m+1}^{\infty}\left\{\tau_{-k}^{s} \geq b(k-1)\right\}\right\} \\
\leq & \mathbb{P}\left\{\bigcup_{k=m+1}^{\infty}\left\{\sum_{j=-k+1}^{-1} \tau_{j}^{e}<b(k-1)\right\}\right\}+\mathbb{P}\left\{\bigcup_{k=m+1}^{\infty}\left\{\tau_{-k}^{s} \geq b(k-1)\right\}\right\} .
\end{aligned}
$$

Now as $m \rightarrow \infty$, the first term goes to

$$
\mathbb{P}\left\{\bigcap_{m=1}^{\infty} \bigcup_{k=m+1}^{\infty}\left\{\sum_{j=-k+1}^{-1} \tau_{j}^{e}<b(k-1)\right\}\right\}=\mathbb{P}\left\{\sum_{j=-k+1}^{-1} \tau_{j}^{e}<b(k-1) \text { i.o. }\right\}=0
$$

by Strong Law of Large Numbers (since $b<\mathbb{E}\left\{\tau_{l}^{e}\right\}$ ).

On the other hand, as $m \rightarrow \infty$, the second term goes to

$$
\mathbb{P}\left\{\bigcup_{k=m+1}^{\infty}\left\{\tau_{-k}^{s} \geq b(k-1)\right\}\right\} \leq \sum_{k=m+1}^{\infty} \mathbb{P}\left\{\tau_{-k}^{s} \geq b(k-1)\right\} \rightarrow 0
$$

since $\mathbb{E}\left\{\tau_{l}^{s}\right\}<\infty$.
Therefore we can choose $m$ large enough such that $\mathbb{P}\left\{B^{c}\right\}<1 / 2$. And

$$
\mathbb{P}\left\{A_{0}\right\} \geq p q^{m} \mathbb{P}\{B\} \geq p q^{m} 1 / 2>0
$$

Q.E.D.

Note that the above lemma shows that, in our system, regenerative events occur with positive probability for arbitrary holding time distributions (with finite mean).

Now by Borovkov's Ergodic Theorem [24], the distribution of the stochastic process $\vec{n}(t)$ (i.e., the vector of the number of flows of each class in the system) converges as $t \rightarrow \infty$ to the distribution of the stationary process. Ergodicity follows from the lemma below.

Lemma 10 The regenerative event $A_{l}$ is positive recurrent, i.e., let $X_{l}$ be the state of the system at epoch l. let $T_{1}=\inf \left\{X_{l} \in A_{l}\right\}$, then $\mathbb{E}\left\{T_{1} \mid X_{0} \in A_{0}\right\}<\infty$.

Proof: First note that

$$
\mathbb{P}\left\{X_{l} \in A_{l} \text { at least once }\right\}=\mathbb{P}\left\{\bigcup_{1}^{\infty} A_{l}\right\} .
$$

Again let $\mathbf{T}$ be the shift operator, Let $B=\bigcup_{1}^{\infty} A_{l}$, then $\mathbf{T} B \subset B$, and $\mathbb{P}\{\mathbf{T} B\}=\mathbb{P}\{B\}$, because $B$ is also a stationary event. Therefore $\mathbf{T} B$ and $B$ differ by a set of measure zero, $B$ is an invariant set. Since the arrivals are ergodic, $\mathbb{P}\{B\}=0$ or 1 . However, since $\mathbb{P}\{B\} \geq \mathbb{P}\left\{A_{0}\right\}>0$, therefore $\mathbb{P}\{B\}=1$, i.e., $\mathbb{P}\left\{X_{l} \in A_{l}\right.$ at least once $\}=1$.

By [25] (Proposition 6.38),

$$
\mathbb{E}\left\{T_{1} \mid X_{0} \in A_{0}\right\}=\frac{1}{\mathbb{P}\left\{A_{0}\right\}}<\infty
$$

Q.E.D.

Since the regenerative event is positive recurrent, the stochastic process $\vec{n}(t)$ is asymptotically stationary and the stationary version is ergodic [26].

For the case of multiple classes and multiple links, we can construct the equivalent system in the following way: Assuming there are $I$ classes, we first construct Poisson arrivals with rate $I \lambda_{0}$. Each of these arrivals is assigned to class $i$ with probability $1 / I$, and each of these assignments is independent of each other. The service time is then generated according to the service time distribution of class $i$. Each class $i$ arrival carries a value $v$ that is independently distributed, with distribution function
$\mathbb{P}_{i}\left\{v \geq u_{i}\right\}=\lambda_{i}\left(u_{i}\right) / \lambda_{0}$. The value $v$ of each arrival is independent of the arrival process and service times. If $v<u_{i}$ where $u_{i}$ is the current price for class $i$ at the time of the arrival, the call will not enter the system. Following the same idea as in the first paragraph of the proof, it is easy to show that such a constructed system is equivalent to the original system.

The initial Poisson arrivals with rate $I \lambda_{0}$ can be interpreted as "all potential arrivals from all classes." Let $\left\{\tau_{l}^{e}, \tau_{l}^{s}\right\}$ be the $l$-th arrival's interarrival time and service time respectively. It then follows that the sequence of service times $\tau_{l}^{s}$ is again i.i.d. with finite mean, and it is independent of the arrivals. Hence, we can construct the event $A_{0}$ as before, which is now the event that "all potential arrivals from all classes have cleared the system $d$ time units before epoch $l$." Again this event is the "regenerative event" for the system, and we can show that $\mathbb{P}\left\{A_{0}\right\}>0$, and $A_{0}$ is positive recurrent. Therefore, the stochastic process $\vec{n}(t)$ is asymptotically stationary and the stationary version is ergodic.
Q.E.D.

## A. 2 Proof of Lemma 3

Proof: The key idea is to use an insensitivity result from [27]. In [27], Burman et. al. investigate a blocking network model, where a call instantaneously seizes channels along a route between the originating and terminating node, holds the channels for a randomly distributed length of time, and frees them instantaneously at the end of the call. If no channels are available, the call is blocked. When the arrivals are Poisson and the holding time distributions are general, the authors in [27] show that the blocking probabilities are still in product form, and are insensitive to the call holding-time distributions. This means that they depend on the call duration only through its mean.

Our system is a special case of [27]. Let $\vec{n}=\left\{n_{j}, j=1, \ldots, I\right\}$ be the vector denoting the state of the system, and let $\rho_{j}=\lambda_{j} / \mu_{j}$. From [27], we have the blocking probability of calls of class $i$ as:

$$
\begin{equation*}
\mathbb{P}_{\text {loss }, i}^{c}=\frac{\sum_{\vec{n} \in \Gamma^{\prime}} \prod_{j=1}^{I} \rho_{j}{ }^{n_{j}} / n_{j}!}{\sum_{\vec{n} \in \Gamma_{0}} \prod_{j=1}^{I} \rho_{j}^{n_{j}} / n_{j}!} \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
\Gamma^{\prime}= & \left\{\vec{n}: \sum_{j=1}^{I} n_{j} r_{j} C_{j}^{l} \leq c R^{l} \text { for all } l \text { and there exists an } l\right. \\
& \text { such that } \left.C_{i}^{l}=1 \text { and } \sum_{j=1}^{I} n_{j} r_{j} C_{j}^{l}>c R^{l}-r_{i}\right\} \\
\Gamma_{0}= & \left\{\vec{n}: \sum_{j=1}^{I} n_{j} r_{j} C_{j}^{l} \leq c R^{l} \text { for all } l\right\} .
\end{aligned}
$$

From (10) we can see that the blocking probability is exactly the same as in the case of exponential service times. Hence, from now on we only need to look at the case of exponential service times.

Consider an infinite channel system with the same arrival rate and holding-time distribution. Let $n_{j, \infty}$ be the number of flows of class $j$ in the infinite channel system. Further let $\vec{n}_{\infty}=\left\{n_{j, \infty}, j=1, \ldots, I\right\}$ be the vector denoting the state of the infinite channel system. We can then rewrite $\mathbb{P}_{\text {loss }, i}^{c}$ as

$$
\mathbb{P}_{l o s s, i}^{c}=\mathbb{P}_{\Gamma^{\prime}}^{c, \infty} / \mathbb{P}_{\Gamma_{0}}^{c, \infty}
$$

where

$$
\mathbb{P}_{\Gamma_{0}}^{c, \infty}=\frac{\sum_{\overrightarrow{n_{\infty}} \in \Gamma_{0}} \prod_{j=1}^{I} \rho_{j}^{n_{j, \infty}} / n_{j, \infty}!}{e^{\sum_{j=1}^{I} \rho_{j}}}, \quad \mathbb{P}_{\Gamma^{\prime}}^{c, \infty}=\frac{\sum_{\overrightarrow{n_{\infty}} \in \Gamma^{\prime}} \prod_{j=1}^{I} \rho_{j}^{n_{j, \infty}} / n_{j, \infty}!}{e^{\sum_{j=1}^{I} \rho_{j}}}
$$

are the probabilities that $\left\{\vec{n}_{\infty} \in \Gamma_{0}\right\}$ and $\left\{\vec{n}_{\infty} \in \Gamma^{\prime}\right\}$ respectively in the infinite channel system.
We will use the estimate of $\mathbb{P}_{\Gamma_{0}}^{c, \infty}$ and $\mathbb{P}_{\Gamma^{\prime}}^{c, \infty}$ to bound $\mathbb{P}_{\text {loss }, i}^{c}$. In the infinite channel system, there is no constraint. Therefore the number of flows $n_{j, \infty}$ of class $j$ is Poisson (from well known $\mathrm{M} / \mathrm{M} / \infty$ result) and independent of the number of flows in other classes. In the $c$-scaled system, we can also view each $n_{j, \infty}$ as a sum of $c$ independent random variables.

Now we calculate the first and second order statistics of $n_{j, \infty}$.

$$
\mathbb{E}\left[n_{j, \infty}\right]=c \frac{\lambda_{j}}{\mu_{j}}, \quad \sigma^{\mathbf{2}}\left[n_{j, \infty}\right]=c \frac{\lambda_{j}}{\mu_{j}} .
$$

By the Central Limit Theorem, as $c \rightarrow \infty$, we have

$$
\begin{equation*}
\frac{n_{j, \infty}-c \frac{\lambda_{j}}{\mu_{j}}}{\sqrt{c}} \rightarrow N\left(0, \frac{\lambda_{j}}{\mu_{j}}\right) \quad \text { in distribution. } \tag{11}
\end{equation*}
$$

Let $x_{\infty}^{c, l}=\sum_{j=1}^{I} n_{j, \infty} r_{j} C_{j}^{l}$ be defined as the amount of resource consumed at link $l$ in the infinite channel system. We have

$$
\mathbb{E}\left[x_{\infty}^{c, l}\right]=c \sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j} C_{j}^{l}, \quad \sigma^{\mathbf{2}}\left[x_{\infty}^{c, l}\right]=c \sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j}^{2} C_{j}^{l} .
$$

Therefore

$$
\begin{align*}
& \left\{\frac{\frac{x_{\propto}^{c, l}}{c}-\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j} C_{j}^{l}}{\sqrt{\frac{1}{c}}}\right\} \rightarrow N(0, Q) \quad \text { in distribution, }  \tag{12}\\
& \text { where } Q=\left\{Q_{m n}\right\}, \quad Q_{m n}=\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j}^{2} C_{j}^{m} C_{j}^{n} .
\end{align*}
$$

Now since $\sum_{j=1}^{I} c \frac{\lambda_{j}}{\mu_{j}} r_{j} C_{j}^{l} \leq c R^{l} \quad$ for all $l$,

$$
\begin{aligned}
\mathbb{P}_{\Gamma_{0}}^{c, \infty} & =\mathbb{P}\left\{\frac{x_{\infty}^{c, l}}{c} \leq R^{l}, \text { for all } l\right\} \\
& \geq \mathbb{P}\left\{\frac{x_{\infty}^{c, l}}{c} \leq \sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j} C_{j}^{l}, \text { for all } l\right\} \\
& \geq \mathbb{P}\left\{n_{j, \infty} \leq c \frac{\lambda_{j}}{\mu_{j}}, \text { for all } j\right\} \text { (by definition of } x_{\infty}^{c, l} \text { ) } \\
& =\prod_{j=1}^{I} \mathbb{P}\left\{n_{j, \infty} \leq c \frac{\lambda_{j}}{\mu_{j}}\right\} .
\end{aligned}
$$

Therefore

$$
\liminf _{c \rightarrow \infty} \mathbb{P}_{\Gamma_{0}}^{c, \infty} \geq \liminf _{c \rightarrow \infty} \prod_{j=1}^{I} \mathbb{P}\left\{n_{j, \infty} \leq c \frac{\lambda_{j}}{\mu_{j}}\right\} \geq 0.5^{I} \quad \text { (by (11)). }
$$

Further,

$$
\begin{align*}
\mathbb{P}_{\Gamma^{\prime}}^{c, \infty} & =\mathbb{P}\left\{x_{\infty}^{c, l} \leq c R^{l}, \text { for all } l, \text { and there exists } l\right. \\
& \text { such that } \left.C_{i}^{l}=1 \text { and } x_{\infty}^{c, l}>c R^{l}-r_{i}\right\} \\
& \leq \sum_{l: C_{i}^{l}=1} \mathbb{P}\left\{x_{\infty}^{c, m} \leq c R^{m}, \text { for all } m, \text { and } x_{\infty}^{c, l}>c R^{l}-r_{i}\right\} \\
& \leq \sum_{l: C_{i}^{l}=1} \mathbb{P}\left\{c R^{l}-r_{i}<x_{\infty}^{c, l} \leq c R^{l}\right\} . \tag{13}
\end{align*}
$$

We now characterize the convergence of $\mathbb{P}\left\{c R^{l}-r_{i}<x_{\infty}^{c, l} \leq c R^{l}\right\}$ to 0 , as $c \rightarrow \infty$, for any fixed $i$ and $l$ such that $C_{i}^{l}=1$. There are two cases:

Case A: If the load at link $l$ is equal to 1 , we can view $x_{\infty}^{c, l}$ as the sum of $c$ i.i.d random variables each with mean $\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j} C_{j}^{l}=R^{l}$ and variance $\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j}^{2} C_{j}^{l}$. By invoking appropriate versions of the Local Central Limit Theorem (e.g., see Theorem 5.2 and 5.4 in Chapter 2 of [28]), we have

$$
\begin{equation*}
\limsup _{c \rightarrow \infty} \sqrt{c} \mathbb{P}\left\{c R^{l}-r_{i}<x_{\infty}^{c, l} \leq R^{l}\right\} \leq \frac{1}{\sqrt{2 \pi}} \frac{r_{i}}{\sqrt{\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j}^{2} C_{j}^{l}}} \tag{14}
\end{equation*}
$$

Therefore this probability converges to zero with speed $1 / \sqrt{c}$, as $c \rightarrow \infty$, when the load of link $l$ is equal to 1 .

Case B: If the load at link $l$ is strictly less than 1 , we can invoke Markov Inequality and use standard results on the moment generating function of Poisson random variables,

$$
\mathbb{P}\left\{c R^{l}-r_{i}<x_{\infty}^{c, l} \leq c R^{l}\right\} \leq \mathbb{P}\left\{x_{\infty}^{c, l}>c R^{l}-r_{i}\right\}
$$

$$
\begin{aligned}
& \leq \frac{\mathbb{E}\left[\exp \left\{w x_{\infty}^{c, l}\right\}\right]}{\exp \left\{w\left(c R^{l}-r_{i}\right)\right\}}=\frac{\prod_{j=1}^{I} \mathbb{E}\left[\exp \left\{w n_{j, \infty} r_{j} C_{j}^{l}\right\}\right]}{\exp \left\{w\left(c R^{l}-r_{i}\right)\right\}} \\
& =\frac{\prod_{j=1}^{I}\left[\exp \left\{\left(e^{r_{j} w}-1\right) c \frac{\lambda_{j}}{\mu_{j}} C_{j}^{l}\right\}\right]}{\exp \left\{w\left(c R^{l}-r_{i}\right)\right\}} \\
& =\exp \left\{c \Lambda_{l}(w)+w r_{i}\right\},
\end{aligned}
$$

where

$$
\Lambda_{l}(w)=\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}}\left(e^{r_{j} w}-1\right) C_{j}^{l}-w R^{l}
$$

Minimize over all $w>0$, we have

$$
\mathbb{P}\left\{c R^{l}-r_{i}<x_{\infty}^{c, l} \leq c R^{l}\right\} \leq \exp \left\{\inf _{w>0} \xi_{l}(c, w)\right\},
$$

where

$$
\xi_{l}(c, w)=c \Lambda_{l}(w)+w r_{i} .
$$

Note that $\Lambda_{l}(0)=0$ and $\Lambda_{l}^{\prime}(0)=\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j} C_{j}^{l}-R^{l}<0$, therefore $\Lambda_{l}(w)$ achieves its minimum at some $w^{*}>0$ with $\Lambda_{l}\left(w^{*}\right)<0$. Then,

$$
\inf _{w>0} \xi_{l}(c, w) \leq c \Lambda_{l}\left(w^{*}\right)+w^{*} r_{i} .
$$

For large $c$, the first term dominates, therefore

$$
\begin{equation*}
\limsup _{c \rightarrow \infty} \frac{1}{c} \log \mathbb{P}\left\{x_{\infty}^{c, l}>c R^{l}-r_{i}\right\} \leq \inf _{w>0} \Lambda_{l}(w)<0 \tag{15}
\end{equation*}
$$

Therefore, this probability converges to zero exponentially fast, as $c \rightarrow \infty$, when the load of link $l$ is strictly less than 1 .

Note that (15) implies that (14) also holds when the load of link $l$ is strictly less than 1.
In both cases, we have,

$$
\limsup _{c \rightarrow \infty} \mathbb{P}_{\Gamma^{\prime}}^{c, \infty} \leq \limsup _{c \rightarrow \infty} \sum_{l: C_{i}^{l}=1} \mathbb{P}\left\{c R^{l}-r_{i}<x_{\infty}^{c, l} \leq c R^{l}\right\}=0 .
$$

Hence,

$$
\lim _{c \rightarrow \infty} \mathbb{P}_{l o s s, i}^{c}=\lim _{c \rightarrow \infty} \mathbb{P}_{\Gamma^{\prime}}^{c, \infty} / \mathbb{P}_{\Gamma_{0}}^{c, \infty}=0
$$

By (13), the speed with which $\mathbb{P}_{\Gamma^{\prime}}^{c, \infty}\left(\right.$ and consequently $\mathbb{P}_{\text {loos }, i}^{c}$ ) converges to zero is dominated by the term with the lowest speed of convergence. When there are links $l$ such that $C_{i}^{l}=1$ and the load on $\operatorname{link} l$ is equal to 1 , the speed of convergence will be $1 / \sqrt{c}$. To be precise,

$$
\limsup _{c \rightarrow \infty} \sqrt{c} \mathbb{P}_{\Gamma^{\prime}}^{c, \infty} \leq \sum_{l: C_{i}^{l}=1} \limsup _{c \rightarrow \infty} \sqrt{c \mathbb{P}}\left\{c R^{l}-r_{i} \leq x_{\infty}^{c, l} \leq c R^{l}\right\} \leq \sum_{l: C_{i}^{l}=1} \frac{1}{\sqrt{2 \pi}} \frac{r_{i}}{\sqrt{\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j}^{2} C_{j}^{l}}}
$$

Therefore,

$$
\limsup _{c \rightarrow \infty} \sqrt{c} \mathbb{P}_{\text {loss }, i}^{c} \leq \frac{\limsup _{c \rightarrow \infty} \sqrt{c} \mathbb{P}_{\Gamma^{\prime}}^{c, \infty}}{\liminf _{c \rightarrow \infty} \mathbb{P}_{\Gamma_{0}}^{c, \infty}} \leq \frac{\sum_{l: C_{i}^{l}=1} \frac{1}{\sqrt{2 \pi}} \frac{r_{i}}{\sqrt{\sum_{j=1}^{I} \frac{\lambda_{j}}{\mu_{j}} r_{j}^{2} C_{j}^{l}}}}{0.5^{I}}
$$

which is a constant.
On the other hand, if the load on all links that class $i$ traverses is strictly less than 1 , then the speed of convergence will be exponential with rate being the largest negative exponent of all terms, i.e.,

$$
\limsup _{c \rightarrow \infty} \frac{1}{c} \log \mathbb{P}_{l o s s, i}^{c}=\limsup _{c \rightarrow \infty} \frac{1}{c} \log \mathbb{P}_{\Gamma^{\prime}}^{c, \infty} \leq \max _{l: C_{i}^{l}=1} \inf _{w>0} \Lambda_{l}(w)<0
$$

Q.E.D.

## A. 3 Proof of Proposition 6

Proof: We first focus on the $c$-th network. To simplify notation, we will drop the index $c$ when there is no source of confusion. Let $\lambda_{i}, i=1, \ldots, I$ denote the solution of the upper bound (2). Let $\epsilon$ be a positive real number smaller than 1 . Let $\lambda_{i}^{\epsilon}=(1-\epsilon) \lambda_{i}$ for all $i$. Let $u_{i}^{\epsilon}=u_{i}\left(\lambda_{i}^{\epsilon}\right)$. Then the static revenue at static prices $u_{i}^{\epsilon}, i=1, \ldots, I$ is

$$
J_{s}^{c, \epsilon}=\sum_{i=1}^{I} u_{i}\left(\lambda_{i}^{\epsilon}\right) \lambda_{i}^{\epsilon} \frac{1}{\mu_{i}}\left(1-\mathbb{P}_{\text {loss }, i}^{\epsilon}\right),
$$

where $\mathbb{P}_{\text {loss }, i}^{\epsilon}$ is the blocking probability of users of class $i$ at static price $u_{i}^{\epsilon}, i=1, \ldots, I$. Note that the function $u_{i}\left(\lambda_{i}\right)$ is decreasing, therefore,

$$
J_{s}^{c, \epsilon} \geq \sum_{i=1}^{I} u_{i}\left(\lambda_{i}\right) \lambda_{i}^{\epsilon} \frac{1}{\mu_{i}}\left(1-\mathbb{P}_{\text {loss }, i}^{\epsilon}\right)=\sum_{i=1}^{I}(1-\epsilon) u_{i}\left(\lambda_{i}\right) \lambda_{i} \frac{1}{\mu_{i}}\left(1-\mathbb{P}_{\text {loss }, i}^{\epsilon}\right) .
$$

Thus the relative difference between $J_{s}^{c, \epsilon}$ and $J_{u b}^{c}$ is

$$
\begin{align*}
\frac{J_{u b}^{c}-J_{s}^{c, \epsilon}}{J_{u b}^{c}} & \leq \frac{\sum_{i=1}^{I}\left[u_{i}\left(\lambda_{i}\right) \lambda_{i} \frac{1}{\mu_{i}}-(1-\epsilon) u_{i}\left(\lambda_{i}\right) \lambda_{i} \frac{1}{\mu_{i}}\left(1-\mathbb{P}_{\text {loss }, i}^{\epsilon}\right)\right]}{\sum_{i=1}^{I} u_{i}\left(\lambda_{i}\right) \lambda_{i} \frac{1}{\mu_{i}}} \\
& \leq \epsilon+\max _{i=1, \ldots, I} \mathbb{P}_{\text {loss }, i}^{\epsilon} . \tag{16}
\end{align*}
$$

Next we estimate $\mathbb{P}_{\text {loss }, i}^{\epsilon}$. Let $n_{j}$ be the random variable that represents the number of flows of class $j$ that are in the system. We now consider another network with the same topology and the same demand $\lambda_{i}^{\epsilon}$. However, each link in the new network has infinite capacity. Let $n_{j}^{\infty}$ be the random variable that
represents the number of flows of class $j$ that are in the infinite capacity system. By a sample path argument, $n_{j} \leq n_{j}^{\infty}$. Therefore,

$$
\begin{align*}
\mathbb{P}_{\text {loss }, i}^{\epsilon} & =\mathbb{P}\left\{\text { There exists } l \text { such that } C_{i}^{l}=1 \text { and } \sum_{j=1}^{I} n_{j} r_{j} C_{j}^{l} \geq R^{l}-r_{i}\right\} \\
& \leq \sum_{l: C_{i}^{l}=1} \mathbb{P}\left\{\sum_{j=1}^{I} n_{j} r_{j} C_{j}^{l} \geq R^{l}-r_{i}\right\} \\
& \leq \sum_{l: C_{i}^{l}=1} \mathbb{P}\left\{\sum_{j=1}^{I} n_{j}^{\infty} r_{j} C_{j}^{l} \geq R^{l}-r_{i}\right\} \tag{17}
\end{align*}
$$

In the new system with infinite capacity, $n_{j}^{\infty}, j=1, \ldots, I$ are independent Poisson random variables (by well known $M / G / \infty$ results). We can calculate their moment generating functions as

$$
\mathbb{E}\left[\exp \left(\theta n_{j}^{\infty}\right)\right]=\exp \left[\frac{\lambda_{j}^{\epsilon}}{\mu_{j}}\left(e^{\theta}-1\right)\right] \text { for } \theta>0
$$

Fix $i$ and $l$ such that $C_{i}^{l}=1$. By invoking Markov Inequality, we have,

$$
\begin{aligned}
\mathbb{P}\left\{\sum_{j=1}^{I} n_{j}^{\infty} r_{j} C_{j}^{l} \geq R^{l}-r_{i}\right\} & \leq \frac{\mathbb{E}\left[\exp \left(\sum_{j=1}^{I} \theta r_{j} n_{j}^{\infty} C_{j}^{l}\right)\right]}{\exp \left[\theta\left(R^{l}-r_{i}\right)\right]} \\
& =\exp \left[\sum_{j=1}^{I} \frac{\lambda_{j}^{\epsilon}}{\mu_{j}} C_{j}^{l}\left(e^{\theta r_{j}}-1\right)-\theta\left(R^{l}-r_{i}\right)\right] .
\end{aligned}
$$

By taking derivative with respect to $a$, it is easy to check that the function $\left(e^{\theta a}-1\right) / a$ is increasing in $a$ when $a>0$ and $\theta>0$. Now by the definition of the scale $S(c)$ of the $c$-th network,

$$
r_{j} \leq \frac{R^{l}}{S(c)} \text { for all } j \text { such that } C_{j}^{l}=1
$$

Hence,

$$
\frac{e^{\theta r_{j}}-1}{r_{j}} \leq \frac{e^{\theta R^{l} / S(c)}-1}{R^{l} / S(c)} \text { for all } j \text { such that } C_{j}^{l}=1,
$$

and

$$
\mathbb{P}\left\{\sum_{j=1}^{I} n_{j}^{\infty} r_{j} C_{j}^{l} \geq R^{l}-r_{i}\right\} \leq \exp \left[\sum_{j=1}^{I} \frac{\lambda_{j}^{\epsilon}}{\mu_{j}} r_{j} C_{j}^{l} \frac{S(c)}{R^{l}}\left(e^{\theta R^{l} / S(c)}-1\right)-\theta\left(R^{l}-r_{i}\right)\right] .
$$

Note that at static prices $u_{i}^{\epsilon}, i=1, . ., I$, the load at each link $l$ satisfies

$$
\sum_{j=1}^{I} \frac{\lambda_{j}^{\epsilon}}{\mu_{j}} r_{j} C_{j}^{l}=\sum_{j=1}^{I}(1-\epsilon) \frac{\lambda_{j}}{\mu_{j}} r_{j} C_{j}^{l} \leq(1-\epsilon) R^{l}
$$

Further, since $C_{i}^{l}=1$, we have $r_{i} \leq \frac{R^{l}}{S(c)}$ by the definition of $S(c)$. Hence,

$$
\mathbb{P}\left\{\sum_{j=1}^{I} n_{j}^{\infty} r_{j} C_{j}^{l} \geq R^{l}-r_{i}\right\} \leq \exp \left[(1-\epsilon) S(c)\left(e^{\theta R^{l} / S(c)}-1\right)-\theta\left(R^{l}-R^{l} / S(c)\right)\right] .
$$

Taking infimum over all $\theta>0$, we have

$$
\begin{align*}
\mathbb{P}\left\{\sum_{j=1}^{I} n_{j}^{\infty} r_{j} C_{j}^{l} \geq R^{l}-r_{i}\right\} & \leq \inf _{\theta>0} \exp \left[(1-\epsilon) S(c)\left(e^{\theta R^{l} / S(c)}-1\right)-\left(\theta R^{l} / S(c)\right)(S(c)-1)\right] \\
& =\exp [f(S(c))], \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
f(s)=\inf _{\theta>0}\left[(1-\epsilon) s\left(e^{\theta}-1\right)-\theta(s-1)\right] . \tag{19}
\end{equation*}
$$

Note that the inequality (18) holds for all $i$ and $l$ such that $C_{i}^{l}=1$. Substituting (18) into (17), we have,

$$
\begin{equation*}
\mathbb{P}_{l o s s, i}^{\epsilon} \leq \sum_{l: C_{i}^{l}=1} \mathbb{P}\left\{\sum_{j=1}^{I} n_{j}^{\infty} r_{j} C_{j}^{l} \geq R^{l}-r_{i}\right\} \leq \sum_{l: C_{i}^{l}=1} \exp [f(S(c))] \leq M \exp [f(S(c))], \tag{20}
\end{equation*}
$$

where $M$ is the maximum number of hops for all routes by Assumption B of scaling (S2). Note that the right hand side is uniform for all class $i$. Substituting (20) into (16), we have,

$$
\begin{aligned}
\frac{J_{u b}^{c}-J_{s}^{c, \epsilon}}{J_{u b}^{c}} & \leq \epsilon+\max _{i=1, \ldots, I} \mathbb{P}_{\text {loss }, i}^{\epsilon} \\
& \leq \epsilon+M \exp [f(S(c))] .
\end{aligned}
$$

The function $f(s)$ can be evaluated analytically. Taking derivative of the right hand side of (19) with respect to $\theta$, we can find the minimizing $\theta$ by solving

$$
(1-\epsilon) s e^{\theta}=s-1 .
$$

For $s>1 / \epsilon$, we have

$$
\theta=\ln \frac{s-1}{(1-\epsilon) s}>0,
$$

and

$$
\begin{aligned}
f(s) & =(1-\epsilon) s\left(\frac{s-1}{(1-\epsilon) s}-1\right)-(s-1) \ln \frac{s-1}{(1-\epsilon) s} \\
& =(\epsilon s-1)-(s-1) \ln \frac{s-1}{(1-\epsilon) s} .
\end{aligned}
$$

Let $s \rightarrow \infty$, we have,

$$
\lim _{s \rightarrow+\infty} \frac{f(s)}{s}=\epsilon+\ln (1-\epsilon)
$$

Since $\epsilon \in(0,1), \epsilon+\ln (1-\epsilon)<0$. Hence, $\lim _{s \rightarrow \infty} f(s)=-\infty$.

By Assumption A of scaling (S2), $S(c) \rightarrow \infty$ as $c \rightarrow \infty$. Fix $\epsilon$ and let $c \rightarrow \infty$, we have

$$
\lim _{c \rightarrow \infty} \frac{J_{u b}^{c}-J_{s}^{c, \epsilon}}{J_{u b}^{c}} \leq \lim _{c \rightarrow \infty}\{\epsilon+M \exp [f(S(c))]\}=\epsilon
$$

Note that $J_{s}^{c, \epsilon}$ is always no greater than the optimal static revenue $J_{s}^{c}$. Hence,

$$
\lim _{c \rightarrow \infty} \frac{J_{u b}^{c}-J_{s}^{c}}{J_{u b}^{c}} \leq \epsilon .
$$

This holds for any $\epsilon \in(0,1)$. Let $\epsilon \rightarrow 0$, we have

$$
\lim _{c \rightarrow \infty} \frac{J_{u b}^{c}-J_{s}^{c}}{J_{u b}^{c}}=0
$$

Finally, since $J_{s}^{c} \leq J^{*, c} \leq J_{u b}^{c}$, the result then follows.
Q.E.D.
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