
Optimal Power Flow Schedules with Reduced
Low-Frequency Oscillations

Manish K. Singh and Vassilis Kekatos
Bradley Dept. of Electrical & Computer Engnr.

Virginia Tech, Blacksburg, VA 24061, USA
{manishks, kekatos}@vt.edu

Abstract—The dynamic response of power grids to small
events or persistent stochastic disturbances influences their stable
operation. Low-frequency inter-area oscillations are of particular
concern due to insufficient damping. This paper studies the effect
of the operating point on the linear time-invariant dynamics
of power networks. A pertinent metric based on the frequency
response of grid dynamics is proposed to quantify power system’s
stability against inter-area oscillations. We further put forth an
optimal power flow formulation to yield a grid dispatch that
optimizes this novel stability metric. A semidefinite program
(SDP) relaxation is employed to yield a computationally tractable
convex problem. Numerical tests on the IEEE-39 bus system
demonstrate that the SDP relaxation is exact yielding a rank-
1 solution. The relative trade-off of the proposed small-signal
stability metric versus the generation cost is also studied.

Index Terms—optimal power flow, inter-area oscillations,
small-signal stability, semidefinite program relaxations

I. INTRODUCTION

Power systems experience fluctuations of small magnitudes
at all times, and are often exposed to large disturbances as
well. Stability, being the ability to withstand such disturbances,
is naturally an extremely sought attribute. Power system sta-
bility studies have been classified in diverse ways depending
upon the variables of interest, the magnitude of disturbances,
the considered timeframe, as well as the order and accuracy
of component modeling [1], [2], [3], [4]. In large power
transmission networks, rotor-angle stability has been widely
investigated, where transient and small-signal stability studies
explore the effect of large and small disturbances, respectively.

Transient stability studies are primarily conducted via time-
series simulations or direct methods based on energy-type
Lyapunov functions that characterize stability regions [4], [5].
Such approaches may not be practically scalable, and thus
oftentimes confine transient stability analyses to a limited set
of probable contingencies [6]. Transient stability is known to
be strongly related to the operating point, and is actually stud-
ied accordingly. Attempts have also been made at formulating
OPF problems that yield operating points with guaranteed
transient stability [6], [7].

For small-signal stability, the power network is oftentimes
approximated by a linear time-invariant (LTI) system obtained
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upon linearizing the chosen dynamical model and the power
flow equations at a given operating point. Thereafter, the
system’s small-signal stability is assessed by investigating the
eigenvalues of the related state matrix; specifically ensuring
that they possess negative real parts. Thus, the stability at
an operating point is often ensured by minimizing the spec-
tral abscissa, that is the real-part of the eigenvalue closest
to the imaginary axis [8], [9]. Instead of obtaining oper-
ating points explicitly, several works incorporate Lyapunov
function-based approaches to design stability-ensuring control
mechanisms [10], [11]. Alternatively, reference [12] seeks a
stability-promoting OPF dispatch by adjusting the reactive
power setpoints of loads. Although the approach considers
detailed power system dynamics, it engages only a subset
of loads and are adjusted by gradient updates that may miss
global optimality.

Within the purview of small-signal stability, there has been
a special focus on limiting inter-area oscillations, which often
involve groups of synchronous machines oscillating against
each other. Inter-area oscillations are known to occupy the
lower frequency spectrum of grid signals [3]. Incidents of
sustained low-frequency oscillations, oftentimes of unknown
origin, are frequently reported in large power systems [13].
If not properly controlled, inter-area oscillations can trigger
catastrophic outages such as the 1996 West Coast Blackout
in the United States [14]. While intra-area oscillations can be
damped effectively by local controllers, inter-area oscillations
are harder to control, thus exacerbating the threat [15].

Early approaches for limiting inter-area oscillations were
centered at designing power system stabilizers with local
control signals. While the early works had limited efficacy,
tremendous advancements have led to the rich field of wide-
area damping control. The state of the art involves meticulous
signal selection, control design and placement, and diverse
actuators such as FACTS devices, energy storage, wind gener-
ators, load control, and control of high-voltage direct current
lines; see [16] and references therein. A typical control design
approach undertaken in the aforementioned works involves
linearizing the dynamical system at a fixed operating point;
selecting the concerning mode(s); and designing control pa-
rameters to alter the related closed-loop poles as desired.
Despite ignoring the updates in operating point, the resulting
controls have been traditionally effective because the dominant
inter-area modes were known to not change significantly [13].

22nd Power Systems Computation Conference

PSCC 2022

Porto, Portugal — June 27 – July 1, 2022



2

With increasing agility in power grid operation however, recent
works advocate re-evaluating the linearized models based on
frequent grid updates or online system identification [16], [17].

In this work, we further emphasize on the dependence
of power system dynamic behavior on the operating point
and seek to exploit this dependence in improving small-
signal stability. Indeed, the works aiming at determining
operating points that minimize spectral abscissa capitalize on
the aforementioned dependence, albeit at high computational
cost [9]. This work focuses on determining operating points
that limit inter-area oscillations. Building on the observation
that inter-area oscillations occupy the lower end of system
frequency response, we propose a novel optimal power flow
(OPF) formulation that minimizes the energy of low-frequency
modes. The proposed indirect approach of identifying inter-
area modes via frequency response instead of the mode-
shapes obviates the need for cumbersome computation of
eigenvectors. Furthermore, the proposed approach is amenable
to a semidefinite program (SDP) relaxation, and integrates
conveniently with traditional OPFs that minimize generation
cost. Thus, we used the resulting formulation for trade-off
analysis between small-signal stability and generation cost.
Numerical tests on the IEEE 39-bus system interestingly
yielded nearly rank-1 minimizers for all instances, rendering
the SDP relaxation exact.

The rest of this work is organized as follows. Section II
reviews linearized swing dynamics. Section III studies the
frequency-domain characteristics of swing dynamics, quanti-
fies the energy of inter-area oscillations under ambient dynam-
ics, and provides an SDP representation for the new metric.
Section IV puts forth an SDP-based OPF to reduce the energy
of inter-area oscillations by adjusting the operating point.
The exactness of the relaxation and the trade-off between
generation cost and stability are evaluated through extensive
numerical tests in Section V.

Notation: lower- (upper-) case boldface letters denote col-
umn vectors (matrices). Calligraphic symbols are reserved for
sets. Symbol > (H ) stands for (complex) transposition, vectors
0 and 1 are the all-zeros and all-ones vectors or matrices.

II. POWER SYSTEM MODELING

This section reviews swing dynamics, relates internal to
external voltages, and linearizes swing equations to establish
the link between dynamics and the steady-state operating
point of the power system. A power transmission network
with N buses can be represented by an undirected connected
graph G = (N ,L), whose nodes n ∈ N := {1, . . . , N}
correspond to buses, and edges ` = (m,n) ∈ L to trans-
mission lines. Set N is a collection of generation, load,
and zero-injection buses. In high-voltage transmission sys-
tems, generator buses primarily host synchronous machines.
Load buses however oftentimes denote the connection to sub-
transmission networks, which indeed host numerous medium-
sized synchronous generators and motors, alongside other
types of loads. We therefore collectively refer to generation
and load buses as synchronous buses, collect them in S ⊂ N ,

and index them by n = 1, . . . , S. Non-synchronous buses form
set S̄ = N \ S and are indexed by n = S + 1, . . . , N .

We first review the angular dynamics associated with the
buses in S. Let the synchronous machine connected to bus n ∈
S be associated with a rotor speed δ̇n, inertia constant Mn >
0, and damping coefficient Dn > 0; see [3] for details. The
rotor speed δ̇n is the deviation from the nominal, which ideally
should be close to zero. Swing dynamics for the synchronous
machine connected to bus n predicate [3]

Mnδ̈n +Dnδ̇n = pin
n − pn (1)

where pin
n := pgn−pdn is the difference between the mechanical

power input pgn and the local power demand pdn at bus n, while
pn is the electric power flowing from bus n into the grid. It
is worth stressing that swing dynamics relate to the internal
voltages of synchronous machines denoted by en = En∠δn
for all n ∈ S . When studying dynamics, power injections pn
are typically expressed in terms of internal voltages as well.

On the contrary, OPF formulations naturally represent syn-
chronous buses using their external voltages denoted here by
vn = Vn∠θn. Voltage phasors vn are defined for all n ∈ N ,
that is for synchronous and zero-injection buses alike. In OPF
studies, power injections pn and constraints on line flows or
voltage magnitudes are all expressed as functions of vn’s.

Let v and i be the N -length vectors collecting respectively
the complex external voltages and injection currents across
all buses n ∈ N . Vector e collects the complex internal
voltages at all buses n ∈ S. Given line impedances and shunt
susceptances, one can derive the N×N bus admittance matrix
Y, satisfying Ohm’s law i = Yv.

Let us block partition Ohm’s law on buses belonging
to S and S̄. Before doing so, note that each internal bus
is connected to its associated external bus n via reactance
xn > 0. If all such reactances are collected by a diagonal
matrix as YS := dg({1/(jxn)}), then Ohm’s law can be
partitioned as [18][

YS,S YS,S̄
Y>S,S̄ YS̄,S̄

] [
vS
vS̄

]
=

[
YS(e− vS)

0

]
. (2)

Eliminating vS̄ via the so termed Kron reduction yields

vS = ΓYSe (3)

where matrix Γ := (YS,S + YS − YS,S̄Y
−1
S̄,S̄Y

>
S,S̄)−1 is

known to exist [19]. According to (3), the external voltages at
synchronous buses are linear functions of internal voltages.

The active power injection pn from bus n into the network
can be interpreted as the active flow over reactance xn between
the internal voltage en and the external voltage vn as

pn =
EnVn
xn

sin(δn − θn) =
1

xn
Im{env∗n}. (4)

Eliminating vn from (3) in (4), one obtains

pn =

S∑
m=1

EnEm
xnxm

[
Re{Γnm} cos(δn − δm)

− Im{Γnm} sin(δn − δm)
]
. (5)
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Owing to the observation that |Re(Γnm)| � | Im(Γnm)|, the
assumption of a lossless transmission system is oftentimes
invoked to approximate

pn =

S∑
m=1

EnEm
γnm

sin(δn − δm) (6)

where γnm := −(xnxm)/ Im(Γnm) > 0 serves as the effective
reactance between the synchronous machines connected to
buses m and n [18]. By symmetry, it holds that γnm = γmn.
Although (1) provides individual machine dynamics, the power
injection pn couples the system of S machines due to (6).

Let us linearize the swing dynamics of (1) at the equilib-
rium. To this end, assume constant voltage magnitudes and
consider small perturbations from the steady-state operating
schedule p̄in

n to p̄in
n +∆pin

n . Such changes induce in turn pertur-
bations from (p̄n, δ̄n) with p̄n = p̄in

n to (p̄n+∆pn, δ̄n+∆δn).
Linearizing the right-hand side of (6) and collecting variables
across all synchronous buses in vectors gives

p̄in + ∆pin − p̄−∆p = ∆pin − Lδ̄∆δ (7)

since p̄in = p̄ at equilibrium, and where Lδ̄ is the Jacobian
matrix of (6) with respect to the internal voltage angles δ
evaluated at δ̄. Its entries are

[Lδ̄]n,m =


∑
k 6=n

EnEk

γnk
cos(δ̄n − δ̄k) , m = n

−EnEm

γnm
cos(δ̄n − δ̄m) , m 6= n.

(8)

Heed that γnm > 0, and for admissible power system
operating points, it holds that |δ̄n − δ̄m| < π/2, implying
cos(δ̄n − δ̄m) > 0. Therefore, the Jacobian Lδ̄ is in fact
a Laplacian matrix with positive edge weights given by
EnEmγ

−1
nm cos(δ̄n − δ̄m) for edge (n,m) ∈ L. With the

aforementioned observation, matrix Lδ̄ can be shown to be
positive semidefinite [20].

Substituting (7) into (1) yields

Mδ̈ + Dδ̇ + Lδ̄∆δ = ∆pin (9)

where diagonal matrices M and D carrying the inertia and
damping coefficients on their main diagonals; and δ̈ and
δ̇ collect rotor accelerations (rate of change of frequencies,
ROCOF) and speeds across buses. Note the time derivatives of
δ and ∆δ coincide. Therefore, the LTI system in (9) involves
the deviations of states and inputs from their nominal values.

For notational brevity, we henceforth omit ∆’s; simplify pin

as p; and drop the dependence of Lδ̄ on δ̄ to get

Mδ̈ + Dδ̇ + Lδ = p. (10)

As evident by (10), the steady-state operating point affects
swing dynamics through the Laplacian matrix L. Matrix L
is evaluated at the equilibrium values of internal voltages.
Heed that it depends not only on the angles δn’s, but also
the magnitudes En’s of e. This matrix will later serve as the
link between swing oscillations and the OPF schedule.

III. METRICS FOR INTER-AREA OSCILLATIONS

This section decouples the swing dynamics of (10) and
studies their frequency-domain characteristics to quantify the
energy of inter-area oscillations under ambient dynamics. This
metric will be incorporated later into an OPF to yield stability-
informed schedules.

A. Decoupled Swing Dynamics

Let us study the dynamics of (10) in the frequency domain.
This not only facilitates analytical convenience, but also allows
us to explicitly focus on low-frequency inter-area oscillations.
The transfer function of the LTI system in (10) is

H(s) =
(
s2M + sD + L

)−1
(11)

with s being the complex frequency of the Laplace domain.
This transfer function simplifies significantly under the next
assumption, which is adopted frequently to approximate power
system dynamics [20], [21].

Assumption 1: The ratio of each generator’s damping coef-
ficient to its inertia is constant or D = γM for some γ > 0.

This assumption relies on the fact that both inertia and
damping coefficients of a synchronous machine scale with
the machine’s power rating [22]. Under this assumption, the
transfer function of swing dynamics can be rewritten as [21]

H(s) = M−1/2U
(
s2I + sγI + Λ

)−1
U>M−1/2

where UΛU> is the eigenvalue decomposition of the positive
semidefinite matrix

LM := M−1/2LM−1/2. (12)

The diagonal matrix Λ carries the eigenvalues of LM sorted
in increasing order as 0 = λ1 < λ2 ≤ . . . ≤ λS , and the
orthonormal matrix U carries the associated eigenvectors as
its columns.

Let us now transform the original inputs/states of (1) to the
eigeninputs/eigenstates [23], [21]

x := U>M−1/2p and y := U>M1/2δ. (13)

Then, the swing dynamics of (1) transform to

ÿ + γẏ + Λy = x. (14)

Because Λ is diagonal, the MIMO swing dynamics of (10)
decouple into S independent SISO eigensystems. Eigensystem
i is described by the differential equation

ÿi + γẏi + λiyi = xi. (15)

Its impulse response can be computed as [24]

hi(t) =
1

ri

(
ecit − edit

)
u(t) (16)

where u(t) is the unit step function and

ri =
√
γ2 − 4λi, ci =

−γ + ri
2

, di =
−γ − ri

2
.

Note that ri is imaginary when 4λi > γ2, yet hi(t) in (16)
remains real-valued.
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Focus on eigensystem i = 1 corresponding to eigenvalue
λ1 = 0. This system is only marginally stable. For this reason,
it will be excluded from future discussions. This is without
loss of generality as the contribution of this first eigensystem
is inconsequential to swing dynamics. To explain this, note
that the eigenvector associated with eigenvalue λ1 is

u1 = α1M
1/21 where α1 :=

(
1>M1

)−1/2
. (17)

This is easy to verify as LMu1 = 0 since L1 = 0. Scaling by
α1 ensures ‖u1‖2 = 1. From (13), we get that δ = M−1/2Uy,
and so the contribution of eigenstate y1(t) to all nodal angles
δ(t) is vector M−1/2u1y1(t) = α11y1(t), which is a constant
shift across all nodal angles. Because swing dynamics are
shift-invariant as L1 = 0, we can safely ignore y1(t).

We would like to focus on a reduced number of eigen-
states associated with inter-area oscillations [3]. Inter-area
oscillations occupy the lower frequency spectrum of dynamic
grid signals δ, δ̇, and δ̈, and can be observed over larger
geographical areas or even across the entire power system [3,
Ch. 12]. Different from intra-area oscillations that can be
damped effectively by local controllers, inter-area oscillations
are harder to control and are thus of particular interest [15].

0.5 1 1.5 2 2.5

Frequency [Hz]

0

0.5

1

1.5

2

2.5

3

|H
i(
j
ω
)|
2

Fig. 1. Frequency response magnitudes for the first ten eigensystems
(excluding the first marginally stable one) of the IEEE 39-bus system.

To target inter-area oscillations, we exploit key frequency-
domain properties of eigenstates. In particular, the frequency
response of the i-th eigensystem can be computed from (16)
for i = 2, . . . , S as

|Hi(jω)|2 =
1

(λi − ω2)2 + γ2ω2
. (18)

Figure 1 plots |Hi(ω)|2 for the eigensystems associated with
the ten smallest eigenvalues of matrix LM for the IEEE 39-
bus system, Kron reduced to a 29-bus system by eliminating
10 zero-injection buses. From (18), one can observe that
each eigensystem i exhibits frequency selective behavior with
its passband centered around the resonant frequency ωi =

√
λi − γ2

2 at which the frequency response magnitude reaches
its peak

|Hi(jωi)|2 =
1

γ2
(
λi − γ2

4

) .
The aforementioned observation is graphically captured in
Fig. 1, as well. Because practically λi � γ2/2 for all i ≥ 2,1

resonant frequencies can be approximated as ωi '
√
λi. At

the resonant frequency ωi, the frequency response of the i-
th eigensystem attains the value |Hi(jωi)| ' 1/(γ

√
λi). The

bandwidth of each eigensystem can be shown to scale approx-
imately with γ. In other words, the passband for eigensystem
i shifts to higher frequencies with increasing i, whereas the
frequency response gain decreases with increasing i. Due to
this frequency selective behavior, the frequency content of
eigenstate yi(t) can be approximately confined within the
frequency band

√
λi±γ. Thus, to study inter-area oscillations,

the operator can focus only on the K eigenstates falling
within the low-frequency band of interest. The eigensystems
corresponding to resonant frequencies in the band of interest
denoted by [ω, ω] comprise set E , that is

√
λi ∈ [ω, ω]

for all i ∈ E . The remaining eigensystems constitute the
complementary set Ē = N \ E . Heed that eigensystem i = 1
with λ1 = 0 belongs to Ē .

Given this grouping of eigensystems, let us collect the
eigenvector/eigenvalue pairs corresponding to E in matrices
(UE ,ΛE); and the remaining pairs in (UĒ ,ΛĒ), so that

LM = UEΛEU
>
E + UĒΛĒU

>
Ē .

We can now express the original system states as

δ = M−1/2UEyE︸ ︷︷ ︸
:=δE

+ M−1/2UĒyĒ︸ ︷︷ ︸
:=δĒ

(19)

where yE and yĒ gather the entries of y related to the
eigensystems in E and Ē , respectively. Recall that vectors yE
and yĒ carry signals with frequency content at different bands.
Each angle δn(t) is a linear function of yE(t) and yĒ(t).
In essence, vector δE can be obtained by filtering δ to keep
frequencies falling only within the band of interest. To reduce
the frequency content of δ across this band, the goal is to
suppress signal yE . Upon premultiplying (19) by U>EM1/2

and U>ĒM1/2, and due to the orthonormality of U, it is easy
to verify that

yE = U>EM1/2δ and yĒ = U>ĒM1/2δ .

We next measure the energy of yE under a meaningful
statistical model for ambient dynamics.

B. A Metric of Inter-area Oscillations
Ambient dynamics are observed when the power network

is driven by small random fluctuations in power injections
p(t) of (10). Lacking any particular statistical assumptions for
such fluctuations, we adopt a non-informative prior and model
p(t) as a zero-mean white random process2 with covariance

1In our numerical tests, we observed λ2/γ2 ' 829.
2The system response to a white random process features interesting

relations to that obtained for node-wise impulse inputs; see [22] for details.
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E[p(t+ τ)p>(t)] = αMδD(τ) for some α > 0, where δD(τ)
is the Dirac delta function. The assumption here is that the
variance of nodal power injection fluctuations scales with the
per-bus power rating [23], [24]. Using (13), the random vector
of eigeninputs x(t) is also zero-mean for all t. Its covariance
matrix can be easily found to be [21], [25]

E[x(t+ τ)x>(t)] = αINδD(τ). (20)

Without loss of generality, let us ignore α by setting it to
unity. Equation (20) implies that eigeninputs are white across
time, and uncorrelated across eigenstates. If the SISO eigen-
systems in (16) are driven by zero-mean random processes
xi(t) uncorrelated with each other, their outputs yi(t) will be
zero-mean random processes uncorrelated with each other as
well. Mathematically, matrix E[y(t+τ)y>(t)] is diagonal. Its
diagonal entries can be computed as follows [24], [26]. If an
LTI system [such as the i-th eigensystem in (15)] is driven
by a wide-sense stationary (WSS) random process xi(t), its
output is a WSS random process with covariance3

E[yi(t+ τ)yi(t)] = hi(τ) ∗ hi(−τ) ∗ E[xi(t+ τ)xi(t)]

= hi(τ) ∗ hi(−τ)

=

∫ +∞

−∞
hi(−ν)hi(τ − ν) dν.

By setting τ = 0 and upon skipping some mundane integral
evaluations, the variance of yi(t) for i ≥ 1 can be computed
as

E[y2
i (t)] =

∫ ∞
0

h2
i (ν) dν =

1

2λiγ
. (21)

We propose capturing the energy of inter-area oscillations
through the metric

fy := E[‖yE‖22] =
∑
i∈E

E[y2
i (t)] =

1

2γ
Tr(Λ−1

E ). (22)

Ideally, one could consider the metric

fδ := E[‖δE‖22] =
1

2γ
Tr(M−1/2UEΛ

−1
E U>EM−1/2)

to account for the effect of transforming yE by M−1/2UE to
obtain δE . However, incorporating fδ in an optimization seems
to be challenging. By definition δE = M−1/2UEyE and the
sub-multiplicative property of norms, metric fy can be shown
to bound fδ as

1√
Mmax

fy ≤ fδ ≤
1√
Mmin

fy

where Mmax and Mmin are the maximum and minimum inertia
coefficients accordingly.

We henceforth focus on dealing with fy . The trace operator
in (22) returns the sum of the K largest eigenvalues of L†M .
Matrix L†M in turn depends on the steady-state point of the
power system. Hence, the system operator may consider select-
ing the steady-state point of the power system to minimize the

3A random process z(t) is WSS if its mean E[z(t)] and covariance E[z(t+
τ)z(t)] do not depend on t [27, Ch. 9].

stability metric fy . To include fy into an OPF, the next result
provides an alternative parameterization of fy(LM ), which is
in fact a convex function of LM ; see the Appendix for proof.

Lemma 1: Given matrix LM , the stability metric fy can be
expressed as the optimal value of the ensuing SDP

fy(LM ) = min
s,Z�0

Tr(Z) +Ks

2γ
(23a)

s.to

[
Z + sIN W

W LM

]
� 0 (23b)

where W := IN − u1u
>
1 with u1 defined in (17).

We next show how this reformulation for fy(LM ) can be
integrated into an SDP relaxation of the OPF.

IV. INTER-AREA OSCILLATIONS-AWARE OPF

Given demands, this section devises an OPF to find an
operating point balancing between the minimum generation
cost and the stability-aware metric fy . The complex power
pn + jqn at bus n ∈ N relates to external voltages v as

pn = vHMpnv (24a)

qn = vHMqnv (24b)

where (Mpn ,Mqn) are N × N Hermitian matrices4; see
e.g., [28]. Squared voltage magnitudes and apparent line
currents can be expressed as quadratic functions of v too

V 2
n = vHMvnv (25)

|̃imn|2 = vHMimn
v (26)

where matrices Mvn and Mimn
are defined in [29].

The active power injected into bus n can be decomposed
into a dispatchable generation pgn and fixed demand pdn as
pn = pgn − pdn. Flexible demands at bus n, if any, can also
be incorporated in pgn. The reactive power injected into bus n
is decomposed similarly as qn = qgn − qdn. Recall that pgn =
pdn = qgn = qdn = 0 for all buses n ∈ S̄. Given the demands
at all buses {pdn, qdn}n∈S , the OPF problem aims at optimally
dispatching generators {pgn, qgn}n∈S while meeting resource
and network limits.

The stability-aware OPF can be formulated as

min (1− µ)

(∑
n∈S

cpnp
g
n + cqnq

g
n

)
+ µfy(LM )

over v, e,L, {pgn, qgn}n∈S
s.to (3), (8), (12) and

pg
n
≤ pgn ≤ p̄gn,∀ n ∈ S (27a)

qg
n
≤ qgn ≤ q̄gn,∀ n ∈ S (27b)

vHMpnv = pgn − pdn,∀ n ∈ S (27c)

vHMqnv = qgn − qdn,∀ n ∈ S (27d)

vn ≤ vHMvnv ≤ v̄n,∀ n ∈ N (27e)

vHMimn
v ≤ īmn,∀ (m,n) ∈ L (27f)

4Note the notational distinction from the matrix M of inertia constants.

22nd Power Systems Computation Conference

PSCC 2022

Porto, Portugal — June 27 – July 1, 2022



6

where µ ∈ [0, 1] is a trade-off parameter, and (cpn, c
q
n) are

the coefficients for generation cost at bus n. Constraints
(27a)–(27b) impose generation limits. Constraints (27c)–(27d)
enforce the power flow equations at buses with non-zero
injections. Constraints (27e)-(27f) confine voltage magnitudes
and apparent line currents within line ratings.

The standard OPF formulation corresponds to µ = 0 and
is known to be non-convex. It is also known however that
this non-convex problem can be handled via its semidefinite
program relaxation [30], which turns out to be exact under a
broad range of operating conditions [31]. The novel points in
(27) are: i) The stability-aware metric fy , which by Lemma 1
can be formulated as an SDP over the matrix variable LM or
equivalently L; ii) Matrix L depends on internal voltages e via
(8); and iii) Internal voltages e have been included as variables
and are linearly related to external voltages v through (3).

The crux of (27) seems to be the complicated nonlinear
dependence of L on the magnitudes and angles of e. Surpris-
ingly, this dependence can be dealt with an SDP relaxation:
Introduce the lifted matrix variable E := eeH . Thanks to E,
constraint (8) is equivalent to

[L]n,m =


∑
k 6=n

Re{Enk}
γnk

, m = n

−Re{Enm}
γnm

, m 6= n.

(28)

Constraint (28) relates L to the lifted variable E via linear
equality constraints.

Using Lemma 1 and the reformulation in (28), the SDP-
relaxation of (27) can be posed as

min (1− µ)

(∑
n∈S

cpnp
g
n + cqnq

g
n

)
+ µ

(
Tr(Z) + Es

2γ

)
s.to (27a)− (27b), (28), and

Tr(VMpn) = pgn − pdn,∀ n ∈ S (29a)

Tr(VMqn) = qgn − qdn,∀ n ∈ S (29b)
vn ≤ Tr(VMvn) ≤ v̄n,∀ n ∈ N (29c)
Tr(VMimn

) ≤ īmn,∀ (m,n) ∈ L (29d)

VS,S = ΓYSEYH
S ΓH , (29e)[

Z + sIN W
W M−1/2LM−1/2

]
� 0, (29f)

V � 0 (29g)

where VS,S is the submatrix of V obtained from its first
S rows and columns. Constraint (29g) implies VS,S � 0,
which combined with (29e) implies also that E � 0. As in
the standard SDP of the OPF, problem (29) is termed exact if
the optimal V and consequently E are rank-1. Our numerical
tests demonstrate that (29) is exact for all instances tested.

V. NUMERICAL TESTS

The proposed approach for generation dispatch while min-
imizing low-frequency rotor angle oscillations was tested on
the IEEE 39-bus system. All OPF instances were solved using
the MATLAB-based optimization toolbox YALMIP alongside

the SDP solver Mosek [32], [33]. Network parameters and
nominal loads were taken from the MATPOWER casefile [34].
The IEEE 39-bus system features 10 generators and 10 zero-
injection buses. After eliminating the zero-injection buses, a
Kron-reduced system with |S| = 29 buses was obtained.
Inertia coefficients for generators were taken from [35] and for
the remaining nonzero-injection buses in S were set to 10%
of the average generator inertia. The proportionality coefficient
γ was set to 0.1467 based on the ratio of average damping
to average inertia in [36]. Since the benchmark system has
identical generation cost curves across generators, a uniform
(re)active power cost cpn = 1 and cqn = 0.1 was used for all
generators. Reactive power costs were included to ensure the
exactness of the SDP relaxation [37].

For µ = 0, problem (29) solves the conventional OPF to
minimize generation cost. To verify if the relaxation remains
exact for µ > 0, we evaluated the ratio of the second
largest to the largest eigenvalue of V for all tests. We found
these ratios to be less than 10−3 for all test instances. This
indicates that (29) features nearly rank-1 V, thus rendering
the relaxation exact.

50 60 70 80 90 100 110

Loading level [%]
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0.33

0.34

0.35

0.36
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µ=0

µ=1

Fig. 2. Stability metric fy for K = 3 eigensystems for increasing load levels
attained by a cost-focused (µ = 0) and a stability-focused (µ = 1) OPF.

TABLE I
STABILITY METRIC fy FOR DIFFERENT NUMBER K OF EIGENSYSTEMS AT

50% LOADING.

fy [×10−2]

K = 1
µ = 0 19.19
µ = 1 18.03

K = 2
µ = 0 27.81
µ = 1 25.42

K = 3
µ = 0 35.30
µ = 1 31.73

K = 4
µ = 0 41.88
µ = 1 37.28

K = 5
µ = 0 46.96
µ = 1 41.85

We examined the improvement in terms of the stability
metric fy in (22) obtained while transitioning from the tra-
ditional OPF that minimizes generation cost to the proposed
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stability-improving OPF. We first considered the first K = 3
eigensystems with the lowest frequencies. Figure 2 plots fy
for µ = 0 and µ = 1, and by scaling (re)active loads from
50% to 110% of nominal values. From these test instances,
it was found that the proposed approach improves fy by up
to 11.18% over the traditional approach. Another interesting
observation from Figure 2 is that improvements in stability
are more prominent at lower loading conditions. The previous
analysis can be extended to any number K of low-frequency
eigensystems one seeks to consider. To illustrate that, Table I
reports the values of fy attained for different values of K, all
at 50% load level.

31 31.5 32 32.5

Generation cost fc

0.31

0.32

0.33

0.34
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f
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Fig. 3. Generation cost and stability trade-off at 50% loading and K = 3.

Having gained an insight in the overall room for improve-
ment in stability for different load levels and K, we then
focused on the trade-off between stability and generation cost
for a fixed loading setup. We conducted a Pareto optimality
analysis by varying µ ∈ [0, 1] with (re)active power loads
fixed at 50% of their nominal value. Figure 3 shows the
stability metric fy for K = 3 versus the total (re)active power
generation cost fc :=

∑
n∈S c

p
np
g
n+cqnq

g
n. The Pareto analysis

shows that an improvement of 10.14% in fy can be achieved
by increasing the generation cost by 4.78%. However, instead
of seeking the most stable operating point associated with
µ = 1, one can choose an intermediate operating point on the
Pareto front to significantly improve stability with marginal
increase in generation cost. For instance, the stability metric
fy can be reduced by 7.8% by increasing the generation cost
only by 0.84%. Therefore, the proposed approach provides
a flexible tool for power grid dispatchers to include stability
considerations based on willingness to spend on additional
generation cost.

VI. CONCLUSIONS

A detailed model capturing the dependence of power system
small-signal dynamics on the operating point has been put
forth. Thereafter, a novel OPF formulation for minimizing
the energy of low-frequency inter-area oscillations has been

proposed. To garner global optimality and scalability, the
proposed OPF relies on SDP relaxation, which can be conve-
niently integrated with classical OPF formulations that mini-
mize generation costs. Thanks to such integration, an insightful
investigation of the trade-off between the chosen stability
metric and generation cost was carried out for the IEEE 39-
bus benchmark system. The numerical tests interestingly reveal
that despite relying on SDP relaxation, the proposed stability-
improving OPF yields nearly rank-1 minimizers, rendering the
relaxation exact. The numerical tests further exemplify that
the developed OPF can be used to obtain an optimally stable
operating point based on the number of low-frequency modes
one intends to suppress and the acceptable deviation from
least generation cost dispatch. This work sets the foundations
for interesting research directions. Improving small-signal
stability via reactive power dispatch is a lucrative next step,
mainly due to its limited monetary requirements. Expanding
the proposed framework to include diverse stability metrics
and more detailed generator models would further help to
expand its applicability.

APPENDIX

Proof of Lemma 1: It is known that the sum of the
K largest eigenvalues of matrix X can be expressed as the
SDP [38, pp. 54]

min
s,Z�0

Tr(Z) +Ks

s.to Z + sIN � X.

To show Lemma 1, it suffices to show that constraint (23b) is
equivalent to

Z + sIN � L†M . (30)

This follows from the Schur complement of the left-hand
side of (23b) with respect to the singular block LM [39,
Sec. A.5.5]. More specifically, constraint (23b) is equivalent
to the three conditions

LM � 0

(IN − LML†M )W = 0

Z + sIN �WL†MW.

The first condition holds by definition of LM and for practical
voltage angle differences across neighboring buses.

For the second condition, let U2 be the submatrix of
U collecting the eigenvectors associated with the non-zero
eigenvalues of LM . If the non-zero eigenvalues are placed
on the main diagonal of matrix Λ2, the eigenvalue decom-
position yields LM = U2Λ2U

>
2 , L†M = U2Λ

−1
2 U>2 , and

LML†M = U2U
>
2 .

The orthonormality of eigenvectors provides that u1u
>
1 +

U2U
>
2 = IN , so W is expressed as

W = IN − u1u
>
1 = U2U

>
2 . (31)

Then, the second condition is satisfied as (IN −U2U
>
2 )W =

0. Because of (31), we obtain WL†MW = L†M , so the third
condition yields (30).
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bard, I. Hiskens, J. Kersulis, R. Kuiava, L. Lima, F. Marco,
et al., “Benchmark systems for small signal stability analysis
and control,” http://resourcecenter. ieee-pes. org/pes/product/technical-
reports/PESTR18, no. PES-TR, 2015.

[36] S. Bhela, D. Deka, H. Nagarajan, and V. Kekatos, “Designing power
grid topologies for minimizing network disturbances: An exact MILP
formulation,” in Proc. IEEE American Control Conf., (Philadelphia, PA),
pp. 1949–1956, July 2019.

[37] R. Madani, S. Sojoudi, and J. Lavaei, “Convex relaxation for optimal
power flow problem: Mesh networks,” IEEE Trans. Power Syst., vol. 30,
pp. 199–211, Jan. 2015.

[38] L. Vandenberghe and S. Boyd, “Semidefinite programming,” SIAM
Review, vol. 38, pp. 49–95, Mar. 1996.

[39] S. Boyd and L. Vandenberghe, Convex Optimization. New York, NY:
Cambridge University Press, 2004.

22nd Power Systems Computation Conference

PSCC 2022

Porto, Portugal — June 27 – July 1, 2022


