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Direct numerical simulation (DNS) and high-fidelity, implicit large-eddy simulation (HFILES) were carried out for turbulent boundary layers at Mach 2.3 and 4.9. Transition to turbulence was promoted with an artificial body force trip. Two main projects were carried out in this work. First, the effects of spatial resolution on spectra and other flow statistics were examined for the baseline Mach 2.3 turbulent boundary layer flow. The finest grid in the spatial resolution study consisted of $3 \times 10^{10}$ points, and maintained $\max(\Delta x_1, \Delta x_2, \Delta x_3) \leq 1$ everywhere. Examining velocity spectra in detail, HFILES was seen to converge seamlessly to DNS as the spatial resolution was increased. Further, turbulence statistics were found to be essentially independent of the domain width for values between two and eight times the maximum boundary layer thickness. Second, variations from the baseline flow conditions were considered, and the results compared to an algebraic model for the turbulent energy flux developed by R. Bowersox (J. Fluid Mech., vol. 633, pp. 61–70, 2009). An impressive match was obtained between the model and simulations, for a wide range of wall temperature and Mach number.

I. Introduction

This project aims to explore turbulent boundary layer flow in the context of direct numerical simulation (DNS), high-fidelity, implicit large-eddy simulation (HFILES), and Reynolds-averaged Navier-Stokes simulation (RANS). In particular, the present work focuses on assessing how well models at these different levels of approximation serve as tools for predicting the properties of turbulent boundary layer flow, and, given large-scale computing resources, whether high-resolution methods can be used in design.

Here DNS designates an approach where all significant turbulence length scales are resolved in the simulation. Implicit large-eddy simulation (ILES) is a general approach in which the additional dissipation needed to account for the unresolved scales is provided directly by the numerical scheme. The terminology HFILES is intended to be more specific than ILES; the HFILES approach uses high-order spatial differencing with filtering, and numerical dissipation is added only at the smallest spatial scales. In RANS, all turbulent fluctuations are modeled, and only the mean flow is computed. Intermediate levels of modeling, employing subgrid-scale models, are not considered here.

A. Turbulent Boundary Layer Physics

The structure of turbulence in compressible boundary layer flow cannot be considered well-understood, because neither experiments nor simulations can currently resolve the full range of space and time scales for conditions relevant for high-speed flight. Therefore, much of the understanding of turbulence in this regime comes from extrapolation of ideas developed for low-Reynolds-number, incompressible flow.

In the low-speed regime, coherent structures are believed to be the primary mechanism for the transport of mass, momentum, and energy across the boundary layer, and for the entrainment of irrotational freestream fluid into the vortical boundary layer flow. The inner part of the boundary layer ($y^+ < 100$) is characterized by alternating streaks of high and low speed fluid. These streaks are persistent in space and time, and tend to be spaced about $\Delta z^+ \approx 100$ apart in the spanwise direction. The streaks have been observed to lift up
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from the wall, oscillate, and break up between \( y^+ = 10 \) and \( y^+ = 30 \). This inner layer burst cycle is believed to be the dominant mechanism for turbulence energy production in the boundary layer.\textsuperscript{10}

Bulges are the dominant structure in the outer part of the boundary layer, from the beginning of the wake region to beyond the mean boundary layer edge \( (y/\delta \approx 1.2) \). The bulges are on the order of the boundary layer thickness in scale, and freestream fluid tends to penetrate close to the wall between the bulges. Studies of outer layer structure have found that a strong shear layer exists on the upstream side of these bulges, formed when high-speed freestream fluid impacts onto slow-moving fluid within the bulges.\textsuperscript{11}

In supersonic flow, the large-scale structures have been studied using hotwires,\textsuperscript{12–15} particle image velocimetry,\textsuperscript{16} wall pressure transducers,\textsuperscript{17} and flow visualization.\textsuperscript{18,19} The primary effect of compressibility on turbulent boundary layers is the conversion of mechanical energy to heat through compression and viscous dissipation.\textsuperscript{4,5} Near the wall, these factors cause the temperature to increase and the density to drop. The Reynolds number near the wall tends to decrease rapidly with increasing Mach number, a change that may have a strong effect on the turbulence structure in that region.\textsuperscript{4,5,20}

If the fluctuating Mach number is small, Morkovin\textsuperscript{21} proposed that the turbulence structure is similar to that of the incompressible case, with the primary difference being the property variation across the boundary layer. The principal support for this hypothesis is that a coordinate transform accounting for the fluid property variation succeeds in collapsing profiles of both mean velocity and turbulence statistics onto corresponding incompressible flow profiles.\textsuperscript{4–6,22,23} When the fluctuating Mach number is larger, the turbulence structure could be significantly modified by compressible flow phenomena like eddy shocklets and sound radiation. Such effects have been documented for turbulent free shear layers.\textsuperscript{24}

B. Compressible Turbulent Boundary Layer Simulations

A number of previous high-fidelity simulations (DNS and ILES) of compressible, wall-bounded flows\textsuperscript{25–46} have been reported in the literature. Early simulations include studies by Coleman et al.\textsuperscript{25,26} of channel flow. These studies focused on plane channels at Mach 1.5 and 3.0. Despite very strong property variations across the channel, the van Driest transformation\textsuperscript{22} was found to collapse the data very well onto incompressible channel flow results. Direct compressibility effects were found to be very small.

The first direct numerical simulation of a supersonic turbulent boundary layer was carried out by Rai et al.\textsuperscript{27} for a freestream Mach number of 2.25. The flow was spatially evolving, and tripped using a blowing and suction method. Again, scaling with local density was found to collapse the computational results onto incompressible flow data. Similar results were obtained later by Guarini et al.,\textsuperscript{28} who carried out simulations of a turbulent boundary layer at Mach 2.5 using a mathematical model that assumed slow boundary layer growth in the streamwise direction.

Maeder et al.\textsuperscript{29} expanded the Mach number range significantly, using a temporal approach to study boundary layers at Mach 3, 4.5, and 6. The results were generally consistent with local density scaling despite the higher Mach number range. Nonetheless, some deviation from the predictions of Morkovin’s hypothesis was observed for the detailed turbulence statistics.

Urbin and Knight\textsuperscript{30} adapted the rescaling-recycling technique\textsuperscript{47} to supersonic flow to carry out simulations of turbulent boundary layer at Mach 3. Comparing an implicit large-eddy simulation approach to the Smagorinsky subgrid-scale model, they obtained nearly identical results with the two approaches. Rescaling and recycling were also used by Stolz and Adams\textsuperscript{31} and Sagaut et al.,\textsuperscript{34} who considered turbulent boundary layers at Mach 2.5 and 2.3, respectively.

With a spatially evolving approach, Rizzetta and Visbal\textsuperscript{33} compared implicit large-eddy simulations to simulations with subgrid-scale models for a Mach 2.3 boundary layer, and again found little difference between the predictions of the different approaches.

Pirozzoli et al.\textsuperscript{32} carried out simulations of a spatially evolving turbulent boundary layer at Mach 2.25. The boundary layer was tripped to turbulent flow using unsteady blowing and suction. The study again confirmed that direct compressibility effects are negligible for this Mach number range, and that a modified strong Reynolds analogy holds.

Pirozzoli’s group has gone on to study Mach 2.0 boundary layers in detail.\textsuperscript{37,44,46} Excellent comparison to incompressible flow DNS was obtained using Morkovin’s scaling. They computed two-point correlations for large-scale structure shape, and the resulting structure angle compared well to the hotwire data of Spina.\textsuperscript{48} They also compared spanwise and streamwise auto-correlation to experiment, and examined velocity-temperature correlation and turbulent Prandtl number. In their highest Reynolds number simulations,\textsuperscript{46} in which \( \delta^+ \approx 4000 \), they observed a full decade of log-law in the mean velocity, a variation of peak
\( \rho \frac{u^2}{\tau_w} \), with log \( \delta^+ \), a clear \( k^{-5/3} \) inertial subrange in spectra, and a \( k^{-1} \) range in the near-wall spectra. The group has also investigated wall pressure fluctuations.\(^{30,45} \)

The research group of M. P. Martín has examined the effects of inflow conditions,\(^\text{35,36} \) wall temperature,\(^\text{39} \) Mach number,\(^\text{41} \) and high enthalpy.\(^\text{42} \) Further, Ringuette et al.\(^\text{38} \) investigated coherent structures at Mach 3, and observed the long streamwise structures reported in the experiments of Ganapathisubramani et al.\(^\text{49} \)

Lagha et al.\(^\text{43} \) studied supersonic, turbulent boundary layer flows over a very large Mach number range (2.5–20), assuming ideal gas flow and employing the rescaling-recycling technique to generate the inflow. Real gas effects were not included because the main point of the study was to assess the effect of compressibility independent of these effects. Even over this large Mach number range, they found that the main turbulence statistics, when scaled by local density, were similar to the analogous incompressible statistics. The turbulent Mach number did not exceed 0.5 as the freestream Mach number was varied from 5 to 20.

Resolution and conditions reported for these various simulations of supersonic turbulent boundary layers are given in Table 1. Typical resolution recommendations\(^\text{50,51} \) for wall-resolving large-eddy simulation are \( \Delta x_1^+ \leq 50, \Delta x_2^+ \leq 50, \) and \( \Delta t^+ < 1. \) (The conventional inner variable scaling is used here: \( \Delta t^+ = u^2/\nu \) and \( \Delta x_1^+ = u/\nu \), where \( u = \sqrt{\tau_w/\rho_w} \) is the friction velocity.) Corresponding recommendations for direct numerical simulation tighten the streamwise and spanwise resolution to the range \( 10 \leq \Delta x_1^+ \leq 20 \) and \( 5 \leq \Delta x_2^+ \leq 10. \) A wide range of spatial resolutions, spanning the range of LES and DNS, were reported for the studies listed in Table 1: \( \Delta x_1^+ = 1.3–59, \Delta x_2^+ = 0.1–3.6, \Delta x_3^+ = 1.2–29. \) The grid resolution at the boundary layer edge \( \Delta x_1^+ \) has not been well documented. The reported domain width, relative to the maximum boundary layer thickness, has ranged over \( L_3/\delta = 0.84 \) to 3.8.

Because of the cost of such simulations, only limited spatial resolution studies have been carried out in these investigations of compressible turbulent boundary layer flows. Published resolution recommendations are a best estimate based on the available data. With the exception of the temporal simulation of Maeder et al.\(^\text{29} \) at Mach 6 on a very small domain \( (2.3\delta_0 \times 3.0\delta_0 \times 1.4\delta_0) \), no study appears to have approached direct numerical simulation in the strictest sense, where the maximum mesh spacing in inner scaling is \( \Delta t^+ \approx 1. \)

To address this deficiency, the present study examined in detail the effects of spatial resolution on spectra and other flow statistics for a supersonic turbulent boundary layer flow at Mach 2.3 and \( \delta^+ \approx 600. \) The finest grid in the spatial resolution study consisted of \( 3.3 \times 10^4 \) points, and maintained \( \Delta x_1^+, \Delta x_2^+, \Delta x_3^+ \leq 1 \) everywhere on a domain with \( L_3/\delta = 2.0. \) Further, the effect of varying domain width between 2 and 8 local boundary layer thicknesses was examined. With this done, an additional project was carried out, comparing the results of simulations under different conditions to the algebraic energy flux model of Bowersox.\(^\text{52,53} \)

II. Procedure

Supersonic turbulent boundary layer flows were explored using direct numerical simulation and high-fidelity, implicit large-eddy simulation. The numerical scheme was based on sixth-order compact spatial differences, second-order implicit time advancement, and eighth-order filtering. Rectangular grids with smooth stretching were employed, and transition from laminar to turbulent flow was promoted through a trip based on an artificial body force.

A. Physical Model

The calculations were carried out using the code HOPS (Higher Order Plasma Solver), developed by the author.\(^\text{54–68} \) The code includes several physical models and numerical schemes. Here, the physical model consists of the perfect-gas, compressible-flow Navier-Stokes equations. The conservation of mass, momentum, and energy are expressed as:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_j} (\rho u_j) = 0
\]

\[
\frac{\partial}{\partial t} (\rho u_i) + \frac{\partial}{\partial x_j} (\rho u_i u_j - \Sigma_{ji}) = f_i
\]

\[
\frac{\partial E}{\partial t} + \frac{\partial}{\partial x_j} (u_j E - \Sigma_{ji} u_i + Q_j) = f_i u_i + S
\]
where \( \rho \) is the gas density, \( u_i \) is its velocity, \( \Sigma_{ij} \) is the total stress tensor, \( \mathcal{E} = \rho (\epsilon + u_i u_i / 2) \) is the total fluid energy, \( \epsilon \) is the internal energy, and \( Q_i \) is the heat flux. An optional body force \( f_i \) and energy source term \( S \) are included on the right hand side of the equations.

The total stress tensor \( \Sigma_{ij} \) is given by the usual constitutive equation for a Newtonian fluid, and the heat flux \( Q_i \) follows Fourier’s heat conduction law:

\[
\Sigma_{ij} = -p \delta_{ij} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \mu \frac{\partial u_k}{\partial x_k} \delta_{ij} \tag{4}
\]

\[
Q_i = -k \frac{\partial T}{\partial x_i} \tag{5}
\]

where \( p \) is the pressure, \( \mu \) is the viscosity, and \( k \) is the thermal conductivity. The transport coefficients were evaluated using the correlations given by White. The working fluid (air) was assumed to be a calorically and thermally perfect gas: \( \epsilon = c_v T \) and \( p = \rho R T \), where \( T \) is the temperature, \( c_v \) is the specific heat, and \( R \) is the ideal gas constant.

### B. Numerical Methods

The numerical approach was based on compact spatial differencing, filtering, and an implicit time-marching scheme. Employed in this manner as a perfect-gas, compressible-flow Navier-Stokes solver, the HOPS code is similar to the AFRL code FDL3DI. A previous publication showed good comparison between the HOPS and FDL3DI codes in a large-eddy simulation of a supersonic turbulent boundary layer flow. (See Pirozzoli for alternative approaches, and for a general review of numerical methods for high-speed flows.)

The conservation laws were solved using an approximately-factored, implicit scheme, related to those developed by Beam and Warming and Pulliam. All calculations were carried out using double-precision arithmetic. Applying the standard transformation from physical coordinates \( x_i \) to grid coordinates \( \xi_i \), the conservation equations (1)–(3) can be written in the form:

\[
\frac{\partial \mathcal{U}}{\partial t} + \frac{\partial \mathcal{E}_i}{\partial \xi_i} = \frac{\partial \mathcal{T}_i}{\partial \xi_i} + \mathcal{S} \tag{6}
\]

where the usual notation is used. For example, \( \mathcal{U} = [\rho, \rho u_1, \rho u_2, \rho u_3, \mathcal{E}]^T \) is the vector of dependent variables, \( \mathcal{E}_i \) is a flux, \( \mathcal{U} = U / J, \mathcal{E}_i = (\partial \xi_j / \partial x_j) E_j / J \), and \( J \) is the Jacobian of the grid transformation. The metrics were evaluated using the method of Thomas and Lombard.

Writing Eq. (6) as \( \partial \mathcal{U} / \partial t = R \), and discretizing in time, we have:

\[
\frac{(1 + \theta) \mathcal{U}^{n+1} - (1 + 2\theta) \mathcal{U}^n + \theta \mathcal{U}^{n-1}}{\Delta t} = R^{n+1} \tag{7}
\]

where \( \theta = 0 \) for an implicit Euler scheme and \( \theta = 1/2 \) for a three point backward scheme. We introduce subiterations such that \( \mathcal{U}^{n+1} \rightarrow \mathcal{U}^{p+1} \), with \( \Delta \mathcal{U} = \mathcal{U}^{p+1} - \mathcal{U}^p \). The right hand side \( R^{n+1} \) is linearized in the standard thin layer manner. Collecting the implicit terms on the left hand side, and introducing approximate factoring and a subiteration time step \( \Delta t \) gives:

\[
\mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_3 \Delta \mathcal{U} = -\frac{\Delta \hat{t}}{1 + \theta} \left\{ (1 + \theta) \mathcal{U}^p - (1 + 2\theta) \mathcal{U}^n + \theta \mathcal{U}^{n-1} - R^p \right\} \tag{8}
\]

where \( \mathcal{L}_i \) is a derivative operator containing source and flux Jacobians. The implicit terms were evaluated using the scalar pentadiagonal formulation of Pulliam and Chaussee. Equation (8) was solved at each subiteration, driving \( \Delta \mathcal{U} \) to zero. The spatial derivatives on the left-hand-side are evaluated using second-order central differences, and the operators incorporate the implicit damping approach described by Pulliam.

The spatial differencing scheme for the right-hand-side was based on compact differencing. In one dimension, the finite difference approximation to the first derivative \( \phi' \) is evaluated by solving a tridiagonal system of the form:

\[
\alpha \phi'_{i-1} + \phi'_{i} + \alpha \phi'_{i+1} = a \phi_{i+1} - \phi_{i-1} + b \phi_{i+2} - \phi_{i-2} / 4 \tag{9}
\]
where $\alpha$, $a$, and $b$ are constants chosen to give a certain order of accuracy and set of spectral properties for the scheme. Second derivatives were found by applying the first derivative operator twice. In the present work, a sixth-order scheme was used for interior points, dropping to fifth- and fourth-order approaching boundaries.

Numerical stability was enforced using a low-pass, Padé-type, non-dispersive spatial filter.\textsuperscript{70,78} The filtering approach replaces the computed value $\phi_i$ at a particular node with a filtered value $\overline{\phi}_i$:

$$\alpha_f \overline{\phi}_{i-1} + \overline{\phi}_i + \alpha_f \overline{\phi}_{i+1} = \sum_{n=0}^{N} \frac{a_n}{2} (\phi_{i+n} + \phi_{i-n})$$  \hspace{1cm} (10)

where the constants $\alpha_f$, $a_0$, ... $a_N$ are chosen to give appropriate filter properties. The filter was applied to the solution vector, sequentially, in each of the three computational directions, following each sub-iteration in implicit time integration. The order of the filtering operation was permuted at each time step. For the computations presented here, an eighth-order filter with $\alpha_f = 0.40$ was employed for interior points. Near boundaries, the filter order was dropped in steps of 2, with no filtering of the boundary points. The filter coefficient was increased gradually to $\alpha_f = 0.49$ at the first point off the boundary.

The code’s capabilities include the shock capturing method of Visbal and Gaitonde.\textsuperscript{71} In this approach, a simple detector, based on a WENO smoothness criterion, is used to identify discontinuities, and the numerical scheme is reduced to a third-order upwind-biased Roe scheme for the cells in the vicinity of a shock. This feature was only employed for the Mach 4.9 turbulent boundary layer flow discussed in Sec. III.B.

In the implementation of the computer code, multi-level parallelism is exploited by using vectorization, multi-threading with OpenMP commands,\textsuperscript{79} and multi-block decomposition implemented through MPI commands.\textsuperscript{80} Typical runs on the largest grid were carried out by decomposing the domain into blocks of $141^3 \approx 2.8 \times 10^6$ points, each executed with an MPI task and up to eight OpenMP threads. Additional details on these aspects of the implementation were reported in an earlier paper.\textsuperscript{61}

The largest computations (Grids 4 and 5, discussed below) were executed on 23040–46080 cores on the SGI ICE X supercomputer Spirit at AFRL, and on 46080–102400 cores on the Cray XE6 supercomputer Garnet at ERDC.

C. Flowfield

The present work investigated flat plate turbulent boundary layer flows. The baseline case was a flow at Mach 2.3, under conditions similar to those employed in several previous numerical investigations.\textsuperscript{27,32,33,81} The flow conditions are listed in Table 2. The baseline case corresponds to the adiabatic wall temperature, $T_w = T_{aw}$ (see Sec. III.A). Additional calculations (see Sec. III.B) were carried out with different wall temperatures: $T_w = 0.52 T_{aw}$ ($T_w = T_{cw}$) and $T_w = 2.0 T_{aw}$. A near-adiabatic wall case at Mach 4.9 was also considered; the conditions are listed in Table 3.

The notation used here is that $x_1$ is the coordinate in the streamwise direction, $x_2$ is the wall-normal coordinate, and $x_3$ is spanwise. In each case, the computational domain was a rectangular box, with the wall at the bottom ($x_2 = 0$) and periodic boundary conditions at the sides ($x_3$-direction). The size of the resolved region corresponds to $L_1 = 100 \delta_0$ by $L_2 = 5 \delta_0$ by $L_3 = 5 \delta_0$, where $\delta_0$ is the initial boundary layer thickness. A region of grid stretching (25 points) was added in the $x_1$- and $x_2$-directions to support the outflow boundary conditions at the top and the end of the domain. A small overlap region (5 points) in the $x_3$-direction was added to enforce periodicity.

The inflow boundary condition was provided by a similarity solution of the compressible, laminar boundary layer equations.\textsuperscript{69} The inflow profiles used for each case are shown in Fig. 1. No-slip conditions were imposed on the flat-plate surface, with zero wall-normal pressure gradient.

Transition to turbulent flow was promoted using a body-force trip method.\textsuperscript{82} An artificial body force $f_i$ was added to the momentum equation (2), and its corresponding work $f_j u_j$ was added to the total energy equation (3). The magnitude of this body force was taken to be:

$$f = \frac{2D_e}{\pi \ell_1 \ell_2 \ell_3} \sin^2 \left( \pi \frac{x_3 - X_3}{\ell_3} \right) \exp \left[ - \left( \frac{x_1 - X_1}{\ell_1} \right)^2 - \left( \frac{x_2 - X_2}{\ell_2} \right)^2 \right]$$ \hspace{1cm} (11)

The smooth variation in the form of the trip function obviated the need for grid clustering around the trip, and the sinusoidal variation in the spanwise direction was found to promote more rapid transition.
(Previous work\textsuperscript{67} used a force distribution for the trip that was triangular in the $x_1$-$x_2$-plane, and uniform in the spanwise direction.) The components of the force were:

$$f_1 = f \cos \theta$$
$$f_2 = f \sin \theta$$
$$f_3 = 0$$

Typical parameters were chosen to be $X_1 = 2.5 \delta_0$, $X_2 = 0$, $X_3 = 0$, $\ell_1 = 0.17 \delta_0$, $\ell_2 = 0.01 \delta_0$, $\ell_3 = 0.5 \delta_0$, $\theta = 179$ deg, and $D_1 = 1.5 \times 10^{-2}$. (Here $\delta_0$ is the thickness of the laminar boundary layer imposed at the inflow boundary.) For this choice of parameters, only the $x_2 \geq 0$ half of the force magnitude distribution, Eq. (11), acts on the flow.

Each calculation was carried out with a nondimensional time step of $U_\infty \Delta t/\delta_0 = 5 \times 10^{-3}$, corresponding to a time step in inner units of $\Delta t^+ = 5 \times 10^{-2}$ for the baseline Mach 2.3 flow. A previous paper\textsuperscript{68} showed that calculations employing a time step in this range are well resolved. An initial run to allow the solution to reach a statistically steady state was executed for at least 60000 time steps, that is, for $U_\infty T/\delta_0 = 300$ or three flow-through times for the domain. Statistics were recorded for at least 60000 additional iterations.

To minimize storage requirements for the larger computations, a limited subset of the data was recorded for statistical analysis. The plane $x_1/\delta_0 = 100$ was saved every 200 iterations, and a spanwise line at the boundary layer half-height ($x_1/\delta_0 = 100$, $x_2/\delta = 0.5$) was recorded for every time step. For the smaller calculations, data from the $x_2 = 0$ and $x_3/\delta_0 = 2.5$ planes were also saved.

D. Signal Analysis

To be consistent with experimental practice, the spectra and correlations were processed using the procedures described by Bendat and Piersol.\textsuperscript{83} For the auto-spectra, the data were windowed and tapered with the Hanning window to avoid side-lobe leakage, and averaged using 50\% overlap. For the auto-correlations, the data were windowed with no overlap, and zero-padded. Tapering and zero-padding were not used for periodic data in the present work, that is, for functions of the spanwise, $x_3$-direction.

To avoid aliasing, an analog low-pass filter, with a cut-off at the Nyquist frequency $f_c = 1/(2\Delta t)$, must be applied to experimental data before digitization. A stable numerical scheme obviates the need for this procedure in a simulation by suppressing small-scale oscillations. In general, the numerical results are over-resolved in time. For example, the time step for the baseline Mach 2.3 flow was $\Delta t^+ = 5.3 \times 10^{-2}$, so the Nyquist frequency in inner units was $f_c^+ = 9.4$, a region of the spectrum where there is almost no detectable energy.

For the temporal spectra and correlations, data were collected in windows of 10000 points, corresponding to $U_\infty T/\delta_0 = 50.0$. For the spanwise correlations and wavenumber spectra, the window size corresponded to the number of points in the span, less the 5 overlap points. Thus, the spanwise window size was 112–1126 points.

III. Results

Two main projects were carried out in this work. First, the effects of spatial resolution on spectra and other flow statistics were examined for the baseline Mach 2.3 turbulent boundary layer flow. This work is presented in Sec. III.A. Second, variations from the baseline flow conditions were considered, and the results compared to the turbulence model of Bowersox.\textsuperscript{52} Results of this second project are reported in Sec. III.B.

A. Effects of Spatial Resolution

Table 2 shows the flow conditions for the calculations, and Tables 4–5 show the mesh size and spatial resolution of each grid. Grid 1 meets the requirements for wall-resolving implicit large-eddy simulation, and Grids 2–4 lie in a regime usually accepted as direct numerical simulation.\textsuperscript{50} Grid 5 should correspond to direct numerical simulation in the strictest sense. Employing $3.3 \times 10^{10}$ points, this grid maintains $\text{max}(\Delta x_1^+, \Delta x_2^+, \Delta x_3^+) \leq 1$ everywhere. For comparison, the minimum value of the Kolmogorov length scale occurs at the wall, and has a value of $\eta^+ \approx 1.5$ (see Pope,\textsuperscript{84} p. 287).

Figure 2 presents a sample of the solution obtained on Grid 5. The field of view corresponds to $95 \leq x_1/\delta_0 \leq 100$, $0 \leq x_2/\delta_0 \leq 5$, and $0 \leq x_3/\delta_0 \leq 5$. The local boundary layer thickness is about $\delta = 2.5 \delta_0$,
so the field of view is a cube about 2$\delta$ on a side situated at the end of the resolved region of the mesh. At this high level of resolution, the solution looks remarkably like experimental laser scattering visualization of supersonic, turbulent boundary layer flows. High-density, freestream fluid often penetrates close to the wall (as close as $x_2/\delta = 0.05$ here), and low-density boundary layer fluid is often ejected past the mean boundary layer edge (here as far as $x_2/\delta = 1.2$). A distinct, large-scale structure angle of about 45 deg is evident in the outer part of the the boundary layer, and a shallower angle of about 10 deg is apparent closer to the wall.

Figure 3 shows samples of the instantaneous density field in the $x_1/\delta_0 = 100$ plane for Grid 1 (HFILES) and Grid 5 (DNS). This view corresponds to the end-plane of the resolved region of the computational domain; flow is into the page. The effect of resolution is very apparent. Motions in the outer layer are highly smeared in the coarse grid case, whereas the fine grid captures the sharp vortical-irrotational interface of the viscous superlayer.

Figure 4 shows the effect of spatial resolution on turbulent boundary layer profiles at $x_1/\delta_0 = 100$. Profiles of the mean streamwise velocity are shown in outer coordinates in Fig. 4a. These profiles are seen to collapse closely for Grids 2–5. Grid 1 appears to produce a transitional boundary layer flow. This is probably a result of slow streamwise development with the coarse streamwise resolution; better results would probably be obtained for this level of resolution on a longer streamwise domain.

Figure 4b shows mean velocity profiles in van Driest-transformed inner coordinates for Grids 3–5. Following Guarini et al., the composite inner layer profile of Reichardt and Finley et al. is shown for comparison:

$$u^+ = C_1 \left(1 - e^{-x_2^+} - \frac{x_2^+}{\eta_1} e^{-\kappa x_2^+}\right) + \frac{1}{\kappa} \ln(1 + \kappa x_2^+) + \frac{1}{\kappa} \left[(1 + 6\Pi) \left(\frac{x_2}{\delta}\right)^2 - (1 + 4\Pi) \left(\frac{x_2}{\delta}\right)^3\right]$$  \hspace{1cm} (13)

Here $\eta_1 = 11$, $b = 33$, $C_1 = 7.1$, $\kappa = 0.41$, and $\Pi = 0.54$. Also shown are the experimental measurements of Eléna et al. The discrepancy between computation and experiment is within the experimental uncertainty, which is about the size of the symbols on this plot.

Figure 4c shows profiles of the Reynolds normal stress $\rho u'^2$ for the simulations ($M = 2.3$, $Re_{\theta_1} = 2.0 \times 10^3$, Grids 3–5) and the experiments of Alving ($M \approx 0$, $Re_\theta = 5.0 \times 10^3$), Eléna and Lacharme ($M = 2.3$, $Re_{\theta_1} = 2.6 \times 10^4$), and Konrad ($M = 2.9$, $Re_{\theta_1} = 3.6 \times 10^4$). As expected for a plot in outer coordinates, the experimental data collapse approximately onto a common curve for $x_2/\delta > 0.2$. The computational results agree with this curve, within the reported experimental error.

Convergence of the Reynolds normal stress with grid resolution is illustrated in Fig. 4d, which shows the $\rho u'^2$ profile in inner coordinates. Differences in the peak Reynolds stress are seen for Grids 1 and 2, but the data collapse nicely for Grids 3–5.

According to Corrsin and Kistler, the viscous superlayer, or boundary between irrotational and turbulent fluid, is on the order of the Kolmogorov length scale in thickness. This small scale feature may thus be sensitive to numerical resolution near the boundary layer edge. Statistics characterizing the superlayer were analyzed to examine this possibility.

A density contour near the freestream value has often been used experimentally as a surrogate for the vortical-irrotational interface. Here we examine the intermittency and probability density functions (PDFs) of the density. The PDF of density is bimodal in the outer part of the boundary layer, with a minimum at $\rho \approx 0.975\rho_\infty$. The intermittency was thus defined with this value as the threshold: $\gamma = P[\rho < 0.975\rho_\infty]$. In other words, the intermittency is the probability that the density is less than 97.5% of the freestream density.

The intermittency profile is shown in Fig. 5a. As found in previous studies,7,11 the profile has the shape of an error function, or cumulative normal distribution. Thus the location of the superlayer has a normal (Gaussian) distribution, centered around $y/\delta = 0.9$ where $\gamma \approx 0.5$. The PDF for that station in the boundary layer is shown in Fig. 5b. Both the intermittency profile and the probability density function are seen to be relatively insensitive to grid resolution near the boundary layer edge. The statistics of superlayer location seem to be primarily fixed by large-scale boundary layer structures.

A comparison of the intermittency computed for Grid 5 to experimental data is shown in Fig. 5c. The experimental intermittency is derived from hotwire measurements7,11 and from the vaporization boundary in condensate-enhanced Rayleigh scattering.19 The shape of the curves is seen to be nearly identical. The differences between the results are primarily a result of the choice of threshold in computing intermittency. (There is no standard value in the literature for this threshold.)
Another way of characterizing intermittency is through the fractal dimension of the viscous superlayer.\textsuperscript{90} The fractal dimension of an object embedded in a two-dimensional space can be efficiently estimated using the box-counting algorithm. Here a planar region is tiled with boxes of size \( r \), and the number of boxes \( N \) that contain the boundary is counted. For a self-similar fractal, this number is \( N(r) \propto r^{-D_2} \), where \( D_2 \) is the fractal dimension.

The fractal dimension can be viewed as a measure of the degree with which the fractal fills space; the value lies in the range \( 1 \leq D_2 < 2 \). For a smooth, geometric shape, like a square, the fractal dimension is the same as the Euclidean dimension of the boundary: \( D_2 = 1 \). Through an argument based on dimensional analysis and Reynolds number independence, Sreenivasan et al.\textsuperscript{92} predicted that \( D_2 = 4/3 \) for the boundary layer vortical-irrotational interface at high Reynolds number. This prediction has been corroborated by flow visualization experiments, with caveat that results obtained with a laser sheet thicker than the Kolmogorov scale tend display artificially low fractal dimension due to spatial averaging.

The box counting algorithm was applied to the 0.975\( \rho_\infty \) contour for the data on each of the grids. The results were averaged over about 300 realizations, and are shown on a log-log plot in Fig. 5d. The computational results are seen to lie on the predicted \(-4/3\) slope for large scales, and change to \(-1\) slope at small scale. This result is exactly as expected: the interface looks smooth when viewed on small scales. Interestingly, grid resolution in the range considered here has little effect on the fractal dimension at large scale. Filtering merely smooths out some of the small scale content.

A very strict test of spatial convergence of a turbulent flow simulation is comparison of computed velocity spectra on different grids.\textsuperscript{25} A large body of spectral measurements in low-speed turbulent boundary layers is available in the literature. Since Morkovin’s hypothesis\textsuperscript{21} is expected to apply for \( M = 2.3 \), these data should be suitable for comparison to the present calculations. Saddoughi and Veeravalli\textsuperscript{93} measured velocity spectra in a low Mach number, high Reynolds number turbulent boundary layer, and compared the results to a variety of experiments spanning the range \( R_\lambda = 23 \) to 3180 (\( R_{eL} = 79 \) to 1.52 \( \times \) 10\(^6\)). (Here \( R_\lambda \) is the Reynolds number based on the Taylor microscale, and \( R_{eL} = (k^T)^2/(\epsilon \nu) = 3R^2_\lambda/20 \) is the turbulence Reynolds number.)

Pope\textsuperscript{84} (pp. 232–234) proposed a semi-empirical model of the velocity spectrum of isotropic turbulence that is in excellent agreement with the experimental data presented by Saddoughi and Veeravalli. The energy spectrum function \( E(\kappa) \) has the following properties. The integral over all wavenumbers \( \kappa = 2\pi/\lambda \) is equal to the turbulent kinetic energy:

\[
k^T = \int_0^\infty E(\kappa) \, d\kappa
\]

and the second moment of the energy spectrum function is proportional to the dissipation:

\[
\epsilon = 2\nu \int_0^\infty \kappa^2 E(\kappa) \, d\kappa
\]

Pope’s model has the following form:

\[
E(\kappa) = C \kappa^{2/3} \kappa^{-5/3} f_L(\kappa L) f_n(\kappa \eta)
\]

\[
f_L(\kappa L) = \left[ \frac{\kappa L}{\sqrt{\kappa L^2 + c_L}} \right]^{5/3 + p_0}
\]

\[
f_n(\kappa \eta) = \exp \left( -\beta \left\{ \left( \frac{\kappa \eta}{c_n} \right)^4 + c_n^{1/4} \right\} \right)
\]

where \( p_0 = 2, \, C = 1.5, \) and \( \beta = 5.2 \). The remaining constants \( c_L \) and \( c_n \) are determined for a given Reynolds number by satisfying Eqs. (14)–(15). For the present work, these values were obtained numerically using integration of the spectra with the trapezoidal rule, and applying quasi-Newton iteration to solve the resulting two nonlinear equations for \( c_L \) and \( c_n \). Figure 6a shows the model \( E(\kappa) \) spectrum for different values of the turbulence Reynolds number \( R_{eL} \). (Note that \( \kappa L = \kappa \eta R_{eL}^{3/4} \).

The corresponding one-dimensional, longitudinal spectrum (see Pope,\textsuperscript{84} pp. 226–227) can be determined from the following integral:

\[
E_{11}(\kappa_1) = \int_{\kappa_1}^\infty \frac{E(\kappa)}{\kappa} \left( 1 - \frac{\kappa_1^2}{\kappa^2} \right) \, d\kappa
\]

This integral was evaluated for the model spectrum using the trapezoidal rule, and is plotted in Fig. 6b. The flat spectrum at low wavenumber in Fig. 6b is a result of aliasing in the conversion from the three-dimensional
spectrum to one-dimensional spectrum. Under the assumption of isotropy, the spectra $E_{11}(\kappa_1)$ and $E_{33}(\kappa_3)$, which will be examined below, have the same form.

Computational results on the different grids were compared to Pope's model spectrum. To convert the computational results to the appropriate nondimensional variables, integrals of the following form were evaluated for each spectrum:

$$k^T = \frac{3}{2} \int_0^\infty E_{11}(\kappa_1) \, d\kappa_1$$

$$\epsilon = 15\nu \int_0^\infty \kappa_1^2 E_{11}(\kappa_1) \, d\kappa_1$$

Data from local conditions were employed in all the calculations. For the temporal spectra, Taylor's hypothesis was applied to convert frequency to streamwise wavenumber: $\kappa_1 = 2\pi f / U_c$. For the present flow, $U_c \approx 0.5 u_1$ was found to provide a good match between the temporal spectra and the spanwise wavenumber spectra at $x_2/\delta = 0.5$.

Figure 7 shows the effect of spatial resolution in the computations on velocity spectra extracted at $x_1/\delta_0 = 100$, $x_2/\delta = 0.5$. In these plots, the wavenumber corresponding to the local Kolmogorov scale is $\kappa_1, \eta = 2\pi \approx 6$. The black line is Pope's model spectrum. Based on Eq. (18), the Taylor microscale Reynolds number is $R_\lambda \approx 70$ and the turbulent Reynolds number is $Re_L \approx 800$.

Results are presented for the spanwise wavenumber spectrum $E_{33}(\kappa_3)$ in Fig. 7a. As the spanwise grid resolution decreases from $\Delta x_3^+ = 10$ on Grid 2 to $\Delta x_3^+ = 1$ on Grid 5, the computational spectra converge smoothly to Pope’s model spectrum. At lower frequencies there is agreement between all the curves, but at higher frequencies, the effect of spatial filtering is evident at a rapid drop-off in the magnitude of the spectrum on the coarser grids. Similar trends were observed by Rizzetta and Visbal (See Fig. 7 of Ref. 33.)

Results are presented for the temporal spectrum $E_{11}(\kappa_1)$ in Fig. 7b. For the temporal domain, the computational spectra are again seen to converge to a close match to Pope’s model spectrum as resolution is increased. In particular, smooth convergence and agreement at low wavenumber are seen for Grids 2-5. Results of marginal quality are obtained on Grid 1; this may be a result of the transitional state of this case (see Fig. 4a).

Additional calculations were carried out, maintaining the resolution of Grid 3, but varying the domain width over the range $L_3/\delta_0 = 5, 10, 15$, corresponding to $L_3/\delta = 2, 4, 8$, where $\delta_0$ is the initial boundary layer thickness and $\delta$ is the local boundary layer thickness at $x_1/\delta_0 = 100$. Figure 8 shows samples of the instantaneous density field in the $x_1/\delta_0 = 100$ plane for each of the three cases. There is no qualitative difference between the cases. Further, the boundary layer thickness is the same, as are boundary layer profiles. (The plots are omitted for brevity; see Poggie.

Figure 9 shows the effect of varying domain width on the spanwise wavenumber spectra and the temporal spectra. (Compare with Fig. 7.) The spanwise wavenumber spectra (Fig. 9a) collapse perfectly at high wavenumber, and the only effect of additional domain width is to extend the spectrum at low wavenumber. Capturing this long-wavelength content in the spanwise direction may be of interest in the simulation of unsteady separation, and warrants additional work. The temporal spectra (Fig. 9b) are indistinguishable on the three grids.

Figure 10 shows the effect of domain width on the auto-correlation of velocity $R_{11}$. The spanwise auto-correlation of velocity $R_{11}(x_3)$ (Fig. 10a) is quite small at the maximum spanwise separation: $R_{11} < 0.05$ for $x_3 = \delta$ on the baseline grid, and it is negligible on the wider grids. The temporal correlations $R_{11}(t)$ are indistinguishable on the three grids.

To summarize, basic turbulence statistics were converged for a grid resolution of $\Delta x_1^+ \leq 10$, $(\Delta x_2^+)_w < 1$, $(\Delta x_2^+)_t \leq 10$, $\Delta x_3^+ \leq 10$. The requirements for of the velocity spectra are more stringent, perhaps $\Delta x_1^+ \leq 2$, $(\Delta x_2^+)_w < 1$, $(\Delta x_2^+)_t \leq 2$, $\Delta x_3^+ \leq 1$ for strict convergence. A domain width of twice the maximum boundary layer thickness seen to be adequate, but probably should be considered the minimum acceptable width.

### B. Turbulence Models, Wall Temperature, and Mach Number

A second project was undertaken to explore turbulent boundary layer physics in the context of turbulence modeling. Of particular interest was the turbulent energy flux, and the ability to accurately predict heat transfer rates. To explore a range of conditions relevant to high-speed flight, calculations were carried out at Mach 2.3 for different wall temperatures: $T_w = 0.52 T_{aw}$, $1.0 T_{aw}$, and $2.0 T_{aw}$, and at Mach 4.9 for
Dimensional flow conditions for the Mach 2.3 adiabatic wall case are given in Table 2; only the wall temperature was varied for the remaining supersonic cases. Flow conditions for the hypersonic Mach 4.9 case are listed in Table 3. Grid resolution was maintained at a level close to the Grid 3 case discussed in Sec. III.A. Details are given in Table 6.

Before comparing to the turbulence model, we examine the HFILIES results over the range of flow conditions. Figure 11a shows profiles of the mean streamwise velocity in van Driest transformed inner coordinates. As expected, there is reasonably good collapse in these coordinates for the inner region of the profile. Figure 11b shows profiles of the Reynolds normal stress $\rho u^2$ in outer coordinates. Again, relatively good collapse is obtained, supporting Morkovin’s hypothesis. Overall, the level of collapse of the data is similar to that obtained in previous studies of Mach number and wall temperature effects.

The two near-adiabatic wall cases, $M = 2.3, T_w/T_{aw} = 1.0, \delta^+ = 560$ and $M = 4.9, T_w/T_{aw} = 0.93, \delta^+ = 730$, had nearly matching Reynolds numbers. Thus a comparison of these two cases isolates the effects of Mach number alone. To this end, Fig. 12 shows correlations for these two cases. Figures 12a and 12c show pressure correlations at the wall $(x_2 = 0)$. The change in Mach number has a relatively small effect. The correlation contours look very similar, with perhaps a slight reduction in length scale for the higher Mach number case.

The results of the simulations were compared to the turbulence model of Bowersox, implemented in a boundary layer solver. This model emphasizes internal energy as the coupling mechanism between the kinematic and thermodynamic fluctuations. For simplicity in the present description of the model, we assume an ideal gas and ignore the difference between Reynolds-averaged and Favre-averaged variables. In the Reynolds-averaged equations of motion (see Gatski and Bonnet, Sec. 3.3–3.4 and Smits and Dussauge, Sec. 3.2), the two moments that require closure models are the turbulent energy flux $\mathbf{q}_T = \rho\mathbf{u}_T\mathbf{u}_T^*$ and the Reynolds stress $\tau_{ij}^T = -\rho\mathbf{u}_i\mathbf{u}_j^*$.

First we consider the algebraic model for the energy flux. In the Bowersox model, the transport equation of the energy flux $\theta_T = \rho\mathbf{u}_T\mathbf{u}_T^*$ was simplified to:

$$a_{ik}\theta_T = b_i$$

$$a_{ik} = \left[1/T_\theta + \frac{R}{C_v}\frac{\partial u_m}{\partial x_m}\right]\delta_{ik} + \frac{\partial u_i}{\partial x_k}$$

$$b_i = \tau_{ik}^T \left( \frac{\partial h}{\partial x_k} - 1 \frac{\partial p}{\partial x_k} \right) + \frac{1}{\rho} \left( \tau_{kl}^T \frac{\partial u_l}{\partial x_k} \right) \frac{\partial p}{\partial x_i} \tau_c$$

Here, $\tau_\theta = \sigma_\theta \tau_u$ and $\tau_c = \sigma_c \tau_u$ are time scales. For a boundary layer flow, Eq. (19) reduces to:

$$\theta_1^T = \tau_{12}^T \frac{\partial h}{\partial x_2} \tau_\theta - \tau_{22}^T \frac{\partial h}{\partial x_2} \frac{\partial u_1}{\partial x_2} \tau_c^2$$

$$\theta_2^T = \tau_{22}^T \frac{\partial h}{\partial x_2} \tau_\theta$$

For the present work, adjustable constant in the time scale $\tau_\theta = \sigma_\theta \tau_u$ taken to be $\sigma_\theta = 0.28/\gamma$. The turbulence time scale was defined to be $\tau_u = k^T/\epsilon$ as in the $k-\epsilon$ model, and estimated as:

$$\tau_u = \frac{a_1/C_\mu}{\partial u_1/\partial x_2}$$

where $a_1 = 0.28$ and $C_\mu = 0.09$. At the present level of approximation, we use Eq. (20) to find $\theta_1^T$, and find the turbulent energy flux as $q_T^T = \gamma \theta_1^T$.

As part of the approximation leading to Eq. (19), the following relation was used:

$$\rho C_v \overline{T^2} = \frac{1}{2} \left( \tau_{12}^T \frac{\partial h}{\partial x_2} \right)^2 \tau_\theta \tau_c$$

where the time scale $\tau_c = \sigma_c \tau_u$ was computed using $\sigma_c = 0.72/\gamma$ and Eq. (21).

For simplicity, the Reynolds shear stress was computed using a traditional eddy viscosity model:

$$\tau_{12}^T = \mu^T \frac{\partial u_1}{\partial x_2}$$
The Reynolds normal stress \( \tau \) in the outer region, the turbulent viscosity had the form:

\[
\mu^T = \rho \left[ \kappa x_2 \left(1 - e^{-x_2^2/A^+}\right) \right]^2 \left| \frac{\partial u_1}{\partial x_2} \right|
\]  

(24)

where \( \kappa = 0.41 \) and \( A^+ = 26.0 \). This is a mixing length model, employing the van Driest damping function.\(^{22}\)

In the outer region, the turbulent viscosity had the form:

\[
\mu^T = \frac{C_C \rho U_e \delta^+_n}{1 + C_K (x_2/\delta)^{n_K}}
\]  

(25)

where \( \delta^+_n = \int_0^\infty (1 - u_1/U_\infty) \, dx_2 \) is the kinematic displacement thickness. Here \( C_C = 0.018 \), \( C_K = 1.2 \), and \( n_K = 6.0 \). Equation (25) corresponds to the Clauser\(^{46}\) model with the Klebanoff\(^{97}\) intermittency correction. A Klebanoff-type blending was used to smoothly merge Eqs. (24)-(25) at height of \( x_2 = (C/\kappa)(U_e/\bar{u}_r) \delta^+ \).

The Reynolds normal stress \( \tau_{22}^T \) was computed from:

\[
\frac{\tau_{12}^T}{\tau_{22}^T} = -\frac{C}{1 - e^{-x_2^2/A^+}}
\]  

(26)

where \( C = 0.68 \) and \( A^+ = 26.0 \).

A comparison of the predictions of the simulations and the turbulence model is given in Figs. 13–16. Figure 13 shows the mean streamwise velocity profiles in outer coordinates. Agreement between the two approaches is seen to be excellent in all cases. A similar level of agreement is seen in plots (Fig. 14) of the Reynolds shear stress \( \rho \bar{u}_1 \bar{u}_2 \). Relative to the simulations, the turbulence model is seen to produce slightly lower values of the peak Reynolds stress.

The core of the Bowersox model is the prediction of the turbulent energy flux through the reduced form of the energy flux transport equation (19). Results for the streamwise and spanwise components of the energy flux are presented in Figs. 15–16.

Figure 15 compares the streamwise turbulent energy flux \( \rho \bar{u}_1 T^T \) predicted by the large-eddy simulations to that predicted by the Bowersox model. For the cold wall case (Fig. 15a), this quantity is positive near the wall, but changes sign in the outer part of the boundary layer. For higher wall temperatures (Figs. 15b-d), \( \rho \bar{u}_1 T^T \leq 0 \) across the whole profile.

A change of sign is also seen in the corresponding profiles of the transverse turbulent energy flux \( \rho \bar{u}_2 T^T \) (Figure 16). For the cold wall case (Figure 16a), the transverse energy flux is negative near the wall, and positive near the boundary layer edge. For the remaining cases, we find \( \rho \bar{u}_2 T^T \geq 0 \) over the whole profile.

Figure 17 shows the intensity of temperature fluctuations \( \rho T^2 \). The turbulence model employed Eq. (22) to predict this quantity. Interestingly, two maxima are present in these profiles. One occurs close to the wall, and the other near the boundary layer edge. The two peaks are most prominent in the cold-wall case.

It is impressive how well the algebraic energy flux model matches the large-eddy simulations for such low Reynolds numbers, and for such a wide range of wall temperatures. Even when there are quantitative differences, the curves match qualitatively. In particular, similar maxima and minima are present.

IV. Conclusions

Direct numerical simulations (DNS) and high-fidelity, implicit large-eddy simulations (HFILES) were carried out for turbulent boundary layers at Mach 2.3 and 4.9. Transition to turbulence was promoted with an artificial body force trip. Two main projects were carried out in the work reported here.

First, the effects of spatial resolution on spectra and other flow statistics were examined for a Mach 2.3, adiabatic wall, turbulent boundary layer flow. Examining velocity spectra in detail, HFILES was seen to converge seamlessly to DNS as the spatial resolution was increased. Further, turbulence statistics were found to be essentially independent of the domain width for values between two and eight times the maximum boundary layer thickness.

Second, variations from the baseline flow conditions were considered, and the results compared to an algebraic model for the energy flux developed by R. Bowersox. An impressive match was obtained between the model and simulations, for a wide range of wall temperature and Mach number.
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<table>
<thead>
<tr>
<th>Reference</th>
<th>$M_\infty$</th>
<th>$Re_{\theta i}$</th>
<th>$\delta^+$</th>
<th>$T_w/T_{aw}$</th>
<th>$L_3/\delta$</th>
<th>$\Delta x_1^+$</th>
<th>$(\Delta x_2^+)_{w}$</th>
<th>$(\Delta x_2^+)_{e}$</th>
<th>$\Delta x_3^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coleman et al.$^{25, 26}$</td>
<td>1.5–3.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rai et al.$^{27}$</td>
<td>2.3</td>
<td>1.0</td>
<td>3.8</td>
<td>27</td>
<td>0.95</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Guarini et al.$^{28}$</td>
<td>2.5</td>
<td>850</td>
<td>1.0</td>
<td>8.9</td>
<td>0.48</td>
<td>3.0–6.0</td>
<td>500–1200</td>
<td>17–39</td>
<td>0.1–0.2</td>
</tr>
<tr>
<td>Urbin and Knight$^{30}$</td>
<td>3.0</td>
<td>1.0</td>
<td>0.87–3.5</td>
<td>11–56</td>
<td>0.9–1.7</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Maeder et al.$^{29}$</td>
<td>3.0–6.0</td>
<td>500–1200</td>
<td>0.95–0.96</td>
<td>1.3–2.9</td>
<td>$\sim$ 0.4</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Stolz and Adams$^{31}$</td>
<td>2.5</td>
<td>2200–4900</td>
<td>1.1</td>
<td>41–59</td>
<td>2.7–3.6</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Pirozzoli et al.$^{32}$</td>
<td>2.3</td>
<td>2300</td>
<td>1.0</td>
<td>2.1</td>
<td>15</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Rizzetta and Visbal$^{33}$</td>
<td>2.3</td>
<td>1900</td>
<td>1.0</td>
<td>3.8</td>
<td>84</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Sagaut et al.$^{34}$</td>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xu and Martin$^{35}$</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Martin$^{36}$</td>
<td>3.0–6.0</td>
<td>330–400</td>
<td>1.0</td>
<td>1.7–2.3</td>
<td>7.2–8.0</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Pirozzoli et al.$^{37}$</td>
<td>2.0</td>
<td>860</td>
<td>360</td>
<td>1.0</td>
<td>2.9</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Ringuette et al.$^{38}$</td>
<td>2.9–3.0</td>
<td>330–480</td>
<td>1.0</td>
<td>2.2–2.3</td>
<td>8.0–9.3</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Duan et al.$^{39}$</td>
<td>5.0</td>
<td>1500</td>
<td>390–800</td>
<td>0.18–1.0</td>
<td>1.8–2.6</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Duan et al.$^{41}$</td>
<td>0.3–12</td>
<td>1500–1600</td>
<td>380–570</td>
<td>2.4–2.9</td>
<td>6.8–8.4</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Lagha et al.$^{43}$</td>
<td>2.5–20</td>
<td>300–340</td>
<td>1.0</td>
<td>2</td>
<td>8</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Lagha et al.$^{43}$</td>
<td>5.0</td>
<td>380</td>
<td>0.47–5.4</td>
<td>2</td>
<td>8</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
<tr>
<td>Pirozzoli et al.$^{44, 46}$</td>
<td>2.0</td>
<td>720–16000</td>
<td>250–4000</td>
<td>1.0</td>
<td>5.2–6.5</td>
<td>17–39</td>
<td>0.1–0.2</td>
<td>10–24</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Resolution and conditions reported in the literature for ILES and DNS of supersonic turbulent boundary layers.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_0$</td>
<td>0.610 mm</td>
</tr>
<tr>
<td>$U_\infty$</td>
<td>588 m/s</td>
</tr>
<tr>
<td>$p_\infty$</td>
<td>23.8 kPa</td>
</tr>
<tr>
<td>$T_\infty$</td>
<td>170 K</td>
</tr>
<tr>
<td>$T_w$</td>
<td>323 K</td>
</tr>
<tr>
<td>$M$</td>
<td>2.25</td>
</tr>
<tr>
<td>$U_\infty\delta_0/\nu_\infty$</td>
<td>$1.5 \times 10^4$</td>
</tr>
</tbody>
</table>

Table 2. Flow conditions for Mach 2.3 turbulent boundary layer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_0$</td>
<td>4.00 mm</td>
</tr>
<tr>
<td>$U_\infty$</td>
<td>795 m/s</td>
</tr>
<tr>
<td>$p_\infty$</td>
<td>4.98 kPa</td>
</tr>
<tr>
<td>$T_\infty$</td>
<td>65.5 K</td>
</tr>
<tr>
<td>$T_w$</td>
<td>321 K</td>
</tr>
<tr>
<td>$M$</td>
<td>4.9</td>
</tr>
<tr>
<td>$U_\infty\delta_0/\nu_\infty$</td>
<td>$1.9 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 3. Flow conditions for Mach 4.9 turbulent boundary layer.

![Graphs](a) Streamwise velocity.  
(b) Wall-normal velocity.  
(c) Temperature.

Figure 1. Laminar boundary layer profiles used for inflow boundary conditions. Flow conditions correspond to Tables 2–3, with varying wall temperature.
Figure 2. Sample density field $\rho/\rho_\infty$ for the turbulent boundary layer at $M = 2.3$ on Grid 5 ($\Delta x_1^+ = 1$, $\Delta x_2^+ = 0.9$, $\Delta x_3^+ = 1$). The field of view is a cube with side of about $2\delta$. Local conditions at $x_1/\delta_0 = 100$: $Re_\theta = 2000$, $C_f = 2.3 \times 10^{-3}$, $\delta^+ = 570$. 
<table>
<thead>
<tr>
<th>Grid</th>
<th>$N_1$</th>
<th>$N_2$</th>
<th>$N_3$</th>
<th>$N$</th>
<th>$L_1/\delta_0$</th>
<th>$L_2/\delta_0$</th>
<th>$L_3/\delta_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>526</td>
<td>151</td>
<td>130</td>
<td>1.0</td>
<td>$1.0 \times 10^7$</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>2278</td>
<td>1277</td>
<td>117</td>
<td>1.0</td>
<td>$3.4 \times 10^8$</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>4026</td>
<td>276</td>
<td>255</td>
<td>1.0</td>
<td>$2.8 \times 10^8$</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>3W</td>
<td>4026</td>
<td>276</td>
<td>505</td>
<td>1.0</td>
<td>$5.6 \times 10^8$</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>3VW</td>
<td>4026</td>
<td>276</td>
<td>1005</td>
<td>1.0</td>
<td>$1.1 \times 10^9$</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>11287</td>
<td>1277</td>
<td>568</td>
<td>1.0</td>
<td>$8.2 \times 10^9$</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>22548</td>
<td>1277</td>
<td>1131</td>
<td>1.0</td>
<td>$3.3 \times 10^{10}$</td>
<td>100</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4. Properties of the computational meshes for $M = 2.3$, $T_w = T_{aw}$ cases.

<table>
<thead>
<tr>
<th>Grid</th>
<th>$M_\infty$</th>
<th>$Re_{\theta_1}$</th>
<th>$\delta^+$</th>
<th>$T_w/T_{aw}$</th>
<th>$L_3/\delta$</th>
<th>$\Delta x_1^+$</th>
<th>$(\Delta x_2^+)_{w}$</th>
<th>$(\Delta x_2^+)_{e}$</th>
<th>$\Delta x_3^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.3</td>
<td>1900</td>
<td>640</td>
<td>1.0</td>
<td>2.0</td>
<td>45</td>
<td>0.9</td>
<td>19</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>2.3</td>
<td>2000</td>
<td>560</td>
<td>1.0</td>
<td>2.0</td>
<td>10</td>
<td>0.9</td>
<td>0.9</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>2.3</td>
<td>2000</td>
<td>560</td>
<td>1.0</td>
<td>2.0</td>
<td>6</td>
<td>0.5</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>3W</td>
<td>2.3</td>
<td>2000</td>
<td>560</td>
<td>1.0</td>
<td>4.0</td>
<td>6</td>
<td>0.5</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>3VW</td>
<td>2.3</td>
<td>2000</td>
<td>570</td>
<td>1.0</td>
<td>8.0</td>
<td>6</td>
<td>0.5</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>2.3</td>
<td>2000</td>
<td>570</td>
<td>1.0</td>
<td>2.0</td>
<td>2</td>
<td>0.9</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2.3</td>
<td>2000</td>
<td>570</td>
<td>1.0</td>
<td>2.0</td>
<td>1</td>
<td>0.9</td>
<td>0.9</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5. Resolution and conditions for present simulations with $M = 2.3$, $T_w = T_{aw}$, nondimensionalized using conditions at the reference station $x_1/\delta_0 = 100$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$T_w/T_{aw}$</th>
<th>$Re_{\theta_1}$</th>
<th>$\delta^+$</th>
<th>$L_3/\delta$</th>
<th>$\Delta x_1^+$</th>
<th>$(\Delta x_2^+)_{w}$</th>
<th>$\Delta x_3^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3</td>
<td>0.52</td>
<td>3500</td>
<td>1200</td>
<td>2.2</td>
<td>14</td>
<td>0.5</td>
<td>11</td>
</tr>
<tr>
<td>2.3</td>
<td>1.0</td>
<td>2000</td>
<td>560</td>
<td>2.0</td>
<td>6</td>
<td>0.5</td>
<td>5</td>
</tr>
<tr>
<td>2.3</td>
<td>2.0</td>
<td>1000</td>
<td>250</td>
<td>2.0</td>
<td>2</td>
<td>0.2</td>
<td>2</td>
</tr>
<tr>
<td>4.9</td>
<td>0.93</td>
<td>4000</td>
<td>750</td>
<td>2.8</td>
<td>11</td>
<td>0.4</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 6. Properties of the computational mesh for different cases, nondimensionalized using conditions at the reference station $x_1/\delta_0 = 100$. For each case the size of the mesh was $4026 \times 276 \times 255$ for a total of $2.8 \times 10^8$ points.
Figure 3. Sample density fields ($\rho/\rho_\infty$) in the $x_1/\delta_0 = 100$ plane for the turbulent boundary layer at $M = 2.3$. 

(a) Grid 1: $\Delta x_1^+ = 45, \Delta x_2^+ = 0.9 - 19, \Delta x_3^+ = 9$.

(b) Grid 5: $\Delta x_1^+ = 1, \Delta x_2^+ = 0.9, \Delta x_3^+ = 1$. 
Figure 4. Effect of spatial resolution on boundary layer profiles.
(a) Intermittency profiles through the boundary layer (threshold 0.975ρ∞).

(b) Probability density function of density at y/δ = 0.9.

(c) Computed intermittency profile compared to hotwire measurements\superscript{7,11,91} and condensate-enhanced Rayleigh scattering data.\superscript{19}

(d) Boxcounting algorithm applied to 0.975ρ∞ contour.

Figure 5. Effect of spatial resolution on intermittency of the density field.
Figure 6. Pope’s model spectrum\textsuperscript{84} for isotropic turbulence.

Figure 7. Effect of spatial resolution on spectra at $x_1/\delta_0 = 100$, $x_2/\delta = 0.5$ for the turbulent boundary layer at $M = 2.3$. The wavenumber corresponding to the Kolmogorov length scale is $\kappa_1\eta = 2\pi \approx 6$. 

\( \kappa_1 \eta \approx 6 \)
Figure 8. Effect of domain width: sample density fields ($\rho/\rho_\infty$) in the $x_1/\delta_0 = 100$ plane for the turbulent boundary layer at $M = 2.3$.

Figure 9. Effect of domain width on velocity spectra at $x_1/\delta_0 = 100$, $x_2/\delta = 0.5$ for the turbulent boundary layer at $M = 2.3$. The wavenumber corresponding to the Kolmogorov length scale is $\kappa_\eta = 2\pi \approx 6$. 

(a) Longitudinal wavenumber spectrum $E_{33}(\kappa_3)$.

(b) Longitudinal temporal spectrum $E_{11}(\kappa_1)$. 

(a) Baseline case: $L_3 = 5\delta_0 = 2\delta$.

(b) Wide domain: $L_3 = 10\delta_0 = 4\delta$.

(c) Very wide domain: $L_3 = 20\delta_0 = 8\delta$. 

Pope (2000)
Figure 10. Effect of domain width on velocity correlations at $x_1/\delta_0 = 100$, $x_2/\delta = 0.5$ for the turbulent boundary layer at $M = 2.3$. 

Figure 11. Test of van Driest\textsuperscript{22} and Morkovin\textsuperscript{21} scaling.
(a) Streamwise mass flux correlations in end plane $x_1/\delta_0 = 90$. $M = 2.3$, $T_w/T_{aw} = 1.0$, $\delta^+ = 560$. Reference point: $(90\delta_0, 0.5\delta, 2.5\delta_0)$.

(b) Wall pressure correlations. $M = 2.3$, $T_w/T_{aw} = 1.0$, $\delta^+ = 560$. Reference point: $(90\delta_0, 0.25\delta_0)$.

(c) Streamwise mass flux correlations in end plane $x_1/\delta_0 = 90$. $M = 4.9$, $T_w/T_{aw} = 0.93$, $\delta^+ = 730$. Reference point: $(90\delta_0, 0.5\delta, 2.5\delta_0)$.

(d) Wall pressure correlations. $M = 4.9$, $T_w/T_{aw} = 0.93$, $\delta^+ = 730$. Reference point: $(90\delta_0, 0.25\delta_0)$.

Figure 12. Spatial correlations: Mach number effect.
(a) $M = 2.3, \frac{T_w}{T_{aw}} = 0.52, \delta^+ = 1200$.

(b) $M = 2.3, \frac{T_w}{T_{aw}} = 1.0, \delta^+ = 560$.

(c) $M = 2.3, \frac{T_w}{T_{aw}} = 2.0, \delta^+ = 250$.

(d) $M = 4.9, \frac{T_w}{T_{aw}} = 0.93, \delta^+ = 730$.

Figure 13. Profiles of mean streamwise velocity.
Figure 14. Profiles of Reynolds shear stress.

(a) $M = 2.3$, $T_w/T_{aw} = 0.52$, $\delta^+ = 1200$.

(b) $M = 2.3$, $T_w/T_{aw} = 1.0$, $\delta^+ = 560$.

(c) $M = 2.3$, $T_w/T_{aw} = 2.0$, $\delta^+ = 250$.

(d) $M = 4.9$, $T_w/T_{aw} = 0.93$, $\delta^+ = 730$. 
Figure 15. Streamwise turbulent energy flux.

(a) $M = 2.3, \frac{T_w}{T_a} = 0.52, \delta^+ = 1200.$

(b) $M = 2.3, \frac{T_w}{T_a} = 1.0, \delta^+ = 560.$

(c) $M = 2.3, \frac{T_w}{T_a} = 2.0, \delta^+ = 250.$

(d) $M = 4.9, \frac{T_w}{T_a} = 0.93, \delta^+ = 730.$
Figure 16. Transverse turbulent energy flux.
Figure 17. Temperature fluctuations.

(a) $M = 2.3, T_w/T_{aw} = 0.52, \delta^+ = 1200.$

(b) $M = 2.3, T_w/T_{aw} = 1.0, \delta^+ = 560.$

(c) $M = 2.3, T_w/T_{aw} = 2.0, \delta^+ = 250.$

(d) $M = 4.9, T_w/T_{aw} = 0.93, \delta^+ = 730.$