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Modeling the Effects of Weak Ionization

Supersonic Flow and Shock Waves

Jonathan Poggie*
US Air Force Research Laboratory
Wright-Patterson AFB, OH /5/33-7913

Preliminary results are presented on the use of electromagnetic energy addition for
hypersonic flow control. Several well-known analytical solutions of the equations of gasdy-
namics and magnetogasdynamics were used to study (separately) the relative importance
of exothermic reactions, axial temperature variation, and an imposed magnetic field in
the glow discharge tube experiments of Ganguly et al.! Of the three effects addressed,
thermal nonuniformity appears to have the most influence on the experimental results.
A detonation model can probably be ruled out for two reasons. First, insufficient energy
is available from electron-ion recombination reactions to drive the detonation. Second,
the detonation model predicts an increase in shock density ratio with increasing heat
release, in contrast to the apparent drop seen in the experiments. In a similar manner,
an ideal magnetohydrodynamic shock model can probably be ruled out for lack of ad-
equate electrical conductivity and of a sufficiently strong imposed magnetic field. This
conclusion does not, however, exclude other electromagnetic phenomena, and the issue
of the apparent shock splitting has not been addressed here. A combination of careful
temperature measurements and numerical simulations is required to determine whether
thermal effects or physics inherent to the plasma are dominant in these experiments. It
is evident, however, that all three of the mechanisms examined show promise for use in

on

hypersonic flow control.

Nomenclature
Roman Symbols

A,B,C coefficients of quadratic equation
sound speed

magnetic field strength

constant pressure specific heat
constant volume specific heat
enthalpy

nondimensional heat release parameter
current

Riemann invariants (u £ 2a/(y — 1))
width of detonation wave system
Mach number

pressure

heat release parameter

magnetic pressure parameter
radial distance

ideal gas constant

(= 208.13 m?/s?/K for argon)
time

entropy

temperature

velocity

specific volume

shock or detonation speed
position
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Greek Symbols

vy adiabatic exponent
(= 1.67 for argon)

o permeability of free space
(47 x 1077 N/A?)

p density

o electrical conductivity

Subscripts

d detonation

f formation

I incident wave

R reflected wave

T transmitted wave

Introduction

XTENSIVE experimental research has examined

the effects of introducing weak, nonequilibrium
ionization (fractional ionizations on the order of 10~%
to 107%) upstream of a shock. The speed, strength,
and structure of the shock may be affected. In partic-
ular, reductions in heat transfer and drag have been
claimed, based on the results of tests on wind tun-
nel models. (For recent, detailed bibliographies, see,
for example, the conference proceedings of the Weakly
Tonized Gas Workshops,?? the dissertation of Hilbun,*
and the paper by Adamovich et al.®) These experi-
mental results have revived interest in using electro-
magnetic effects to control the flow over hypersonic
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Fig. 1 Schematic diagram of experiments in glow
discharge tube. From Ganguly et al.'

air vehicles, where conventional means of control have
a substantial penalty in increased heat transfer and
vehicle weight.5

There is, however, continuing controversy over the
causes and interpretation of the phenomena observed
in the experiments.?® Researchers have variously at-
tributed the changes in flow structure to a plasma-
induced change in sound speed,” streamer structures
in microwave discharges,® exothermic recombination
reactions in the shock,®!" and temperature variation
upstream of the shock.'? Adamovich et al.’® have ad-
dressed the issue of the apparent shock splitting seen
in the experiments, and have studied the conditions
required for a steady-state, two-shock system to exist.

The present paper represents part of an ongoing
study of the use of electromagnetic energy addition
as a means for controlling the flow over a hypersonic
vehicle. Preliminary work has addressed the implica-
tions of various mechanisms proposed to explain the
experimental results. A wide variety of experiments
in plasma aerodynamics have been reported, but here
we will focus on a case first investigated by Klimov et
al.,'3 in which a shock was generated with an electri-
cal discharge and propagated down a tube through an
ionized region.

Ganguly et al' recently carried out a set of
well-documented experiments on this problem. A
schematic diagram of the experimental apparatus is
shown in Fig. 1. The tests were carried out in a 50 mm
diameter Pyrex tube, which was roughly 1 m long and
filled with argon gas. The pressure was fixed at about
4 kPa (30 torr) using a regulated purge flow. Accord-
ing to Hilbun,* the mean velocity in the tube was on
the order of 1 m/s. A shock was generated at the
spark gap (left side of diagram, 272 mm from the start
of the glow discharge) with an energy release of about
100 J. Downstream of the spark gap, a pair of 30 mm
diameter cylindrical electrodes, separated by 300 mm,
were used to generate a longitudinal plasma, with the
cathode on the left in the diagram. The discharge was
operated at constant current in the range 0 mA to
140 mA using a 10 kV, 300 mA direct current power
supply.

The arrival of the shock pulse was recorded using
a laser deflection technique at two stations located
302 mm and 422 mm from the spark gap in the pos-

itive column of the glow discharge. The lasers, slits,
and photodetectors are shown schematically in Fig. 1.
As the laser beam passes through the experimental ap-
paratus, it is deflected by changes in index of refraction
brought about by density variations. The slits in front
of the photodetectors cut out a portion of the deflected
beam so that the amount of light reaching the pho-
todetectors is a function of the beam deflection. Thus,
the signal recorded by the photodetectors corresponds
to the derivative of density along the direction normal
to the slits (i.e., along the tube), averaged over the
optical path.

This averaging in the transverse direction has led
to a controversy about whether to accept the appar-
ent shock splitting observed by Ganguly et al. at face
value® or to attribute it to an averaging of a nonuni-
form flow by the optical diagnostic technique.* For the
present work, it will be assumed that only one shock is
present in the pulse. The validity of this assumption
will be examined by comparison of the calculations
with the experimental data.

Calculated velocities will be compared to the aver-
age shock pulse velocity derived from measurements
at two photodetector stations. It should be noted that
the velocity of the shock pulse in the experiments is
not expected to be constant over the relatively large
distance between the detectors. Indeed, the pulse
generated by a spark typically slows down as it ex-
pands and distributes its energy over a larger volume.
The average velocity should, however, be suitable for
comparison with the order of magnitude calculations
described below.

An arrival time at each of the two photodetector
stations was determined from the first rise above the
ambient signal discernible by eye in the time-series
plots in Ganguly et al.! The average velocity of the
shock pulse between the two stations was determined
by dividing the distance between stations (120 mm) by
the difference in arrival time. The results are shown in
Fig. 2 as a function of discharge current. The average
velocity is seen to rise from an initial value of about
470 m/s with no current flowing to about 640 m/s at
I =140 mA.

An increase in shock velocity with increased cur-
rent is expected because of the increase in the neutral
gas temperature from Joule heating in the region be-
tween the two electrodes. An assessment of the non-
thermal effects present in the experiments depends on
how accurately the temperature field in the experiment
is known. Unfortunately, temperature measurements
are not available for the glow discharge experiments,
so a temperature calculation is necessary to quan-
titatively compare shock speed computations to the
experiments.

To this end, Hilbun? carried out a steady-state, ax-
isymmetric heat conduction computation with a Joule
heating source term. He solved a nonlinear ordinary
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Fig. 2 Average shock pulse velocity derived from

laser deflection measurements in the glow discharge
tube. Derived from the data of Ganguly et al.’
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Fig. 3 Calculated temperature, averaged across
the tube cross-section, for the glow discharge ex-
periments. Data from Hilbun.*

differential equation using a fourth order Runge-Kutta
shooting method to obtain the radial temperature pro-
file in the region of the glow discharge and the corre-
sponding average across the cross-section. Although
this model neglects, among other things, convection
and radiation, it had to be used in the calculations for
lack of direct measurements.

The computed temperature, averaged across the
cross-section of the tube, is shown as a function of
discharge current in Fig. 3. The mean temperature in-
creases from an assumed room temperature of 300 K
with current off to nearly 800 K at the maximum cur-
rent of 140 mA.

The following sections will examine the relative im-
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Fig. 4 Detonation/expansion system on a space-
time diagram. Origin represents point where inci-
dent shock ignites detonation. Conditions: argon

with 77 =600 K and ¢q = 20 kJ/kg.

portance in the glow discharge experiments of exother-
mic reactions, axial temperature variation, and an
imposed magnetic field. For each of these mechanisms,
an analytical model will be used to make an order of
magnitude estimate of the conditions that would be
required for that mechanism (acting alone) to explain
the experimental observations. This work is intended
to provide a theoretical context for discussion of the
relative importance of these three effects, and to iden-
tify a path for more detailed numerical simulations.

Exothermic Reactions

One proposed explanation for the effects observed
in the plasma aerodynamics experiments is heat re-
lease through exothermic reactions as the gas relaxes
from a nonequilibrium state.®~!1>13:14 The basic idea
is that increased species concentration downstream of
the shock causes recombination reaction rates to be
greatly increased, driving the state closer to equilib-
rium and releasing chemical energy. In order for this
explanation to be plausible, sufficient energy must be
stored in the excited gas and adequate time must be
available to release it. In the present section, these
questions will be addressed for the glow discharge
tube experiment by using a one-dimensional analyt-
ical model to make order of magnitude estimates of
the required energy and time.

Here it will be assumed that the problem of the
shock propagating in a glow discharge is analogous
to a shock-ignited detonation:'® the spark generates
a shock pulse that enters the ionized region, ignites an
exothermic reaction, and develops into a detonation
moving at constant velocity W trailed by an unsteady
expansion wave. The detailed solution to this problem
was apparently first considered by Taylor.!® It is es-
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Fig. 5 Density profiles through a detona-
tion/expansion wave system traveling in argon.

sentially a standard centered expansion fan with one
uniform region replaced by the detonation wave.

Following Taylor, we solve the one-dimensional Eu-
ler equations for homentropic flow using the method of
characteristics (see Thompson!'”). The form assumed
for the detonation/expansion system is shown on the
space-time diagram of Fig. 4. The origin corresponds
to the point of ignition of the detonation. The detona-
tion wave is indicated by a heavy line in the diagram
with slope 1/W. It compresses the initially undis-
turbed gas from State 1, where the velocity u is zero,
to State 2, which is the beginning of the expansion.
For a steady detonation, the first characteristic of the
expansion wave (State 2) is required to move at the
detonation velocity: us + ag = W. The resulting flow
then expands continuously down to State 3, where the
velocity must return to zero to match the boundary
condition at the closed end of the tube. The expan-
sion is a simple region,'” so that the J* characteristics
appear in the figure as straight lines from the origin
with constant slope 1/(u + a).

Using the fact that the J~ characteristics have the
same value everywhere (J~ = u—2a/(y—1) = const),
and using the conditions downstream of the detonation
(State 2) as a reference, we solve for the sound speed
as a function of position and time:

The pressure and density ratios can be found from the
assumption of isentropic flow: p/p; = (a/ay)*/(—1
and p/p2 = (a/az)?’ =Y. The velocity is given by:

y—1W 2 =z
2)

v+ Last
The jump conditions across the detonation are now
needed to complete the solution.

U
_:_1+ R
as v+ 1as

As a simple model for the detonation, we will use
the well-known approximation of an ideal gas normal
shock in which the difference in zero-point enthalpy
q = hg1 — hyo is taken to be a known constant.!”'9
The adiabatic exponent ~ is assumed to be remain
constant across the shock. With the absolute enthalpy
as h = CpT + hy, the difference in enthalpy between
the upstream and downstream states becomes:

hg —h1 = —q+0p(T2 _Tl) (3)

The introduction of these assumptions and the ideal
gas equation of state into the usual normal shock jump
conditions for mass, momentum, and energy conserva-
tion (see Thompson!'7) leads to a Hugoniot equation
of the form:

P2 y+1 Ug] {7%—11)2 ]
LN DY (RN A ) N 4
p1 y—1 v / vy—1wum )

where H = ¢p;1/p1 is a nondimensional heat release
parameter. The corresponding Rayleigh line has the

form:
D2 9 [ U2
—=1—-9M;|{—=-1 5
21— (2-1) )

where My = W/a, is the detonation Mach number.
For the present problem of a wave system propagating
in a tube of reactive material, we take the the up-
stream thermodynamic state as specified and calculate
the detonation Mach number. Assuming a Chapman-
Jouget detonation, where the Rayleigh line is tangent
to the Hugoniot curve, there is a unique solution to
this problem. By equating the derivatives of Eq. (4)
and Eq. (5), and manipulating the results, we can find
the specific volume ratio for the Chapman-Jouget det-
onation that occurs for a given level of heat release:

v2 v—1 1 \/ v—1
—=1+—-H——/2v——H+ (y—1)2H? (6
= —H -\ [n I H 128 (6)
This specific volume ratio can be substituted back into
the Hugoniot equation (4) to obtain the corresponding
pressure ratio. The detonation Mach number is:

2
~1
M2 o= 1+ —H+
v+1 v—1
T oyl g (y—1)2H2 (7
e ARV E

Figure 5 shows the density profile through the det-
onation and expansion wave system for three values
of the nondimensional heat release parameter. The
density profile can be interpreted as a ‘snapshot’ of a
sawtooth waveform traveling from left to right. As the
wave system overtakes the undisturbed gas, a particle
of fluid first encounters the jump in density at the deto-
nation front (right side of each waveform). From there
the fluid is carried to the right until the flow expands
down to zero velocity at the end of the expansion (left
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Fig. 6 Detonation Mach number as a function

of upstream temperature and heat release. Sym-
bols: average Mach number derived from the data
of Ganguly et al.' using the temperature calcula-
tions of Hilbun.*
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Fig. 7 Detonation density ratio as a function of
temperature and heat release.

side of each waveform). The wave system leaves be-
hind a region of still gas with higher pressure and lower
density than the ambient conditions upstream.

With the upstream conditions held constant, the
Mach number, pressure ratio, and density ratio of the
detonation increase with increasing dimensional chem-
ical energy release (Eqs. (6) and (7)). These changes
lead to the increases in the speed, width, and ampli-
tude of the density waveform visible in the figure.

The predicted detonation Mach number from
Eq. (7) is shown in Fig. 6 as function of upstream tem-
perature for different levels of the dimensional heat re-
lease parameter. As noted above, the detonation Mach

number increases with heat release if the upstream
temperature is held fixed. For a constant value of
the dimensional heat release, however, the nondimen-
sional heat release parameter decreases with increasing
temperature. Thus the detonation Mach number de-
creases with increasing temperature for a given level
of heat release, although the dimensional velocity does
increase.

The average velocities between the two photodetec-
tor stations, converted to Mach numbers according to
Hilbun’s predictions of the temperature averaged over
the cross-section, are shown as square symbols in the
figure. Increasing temperature corresponds to increas-
ing current in the experiment (see Fig. 3).

The experimental data appear to be consistent
with a detonation sustained by a heat release of 15-
20 kJ/kg, independent of the current. If the det-
onation were sustained by the energy stored in the
nonequilibrium plasma, one would expect increased
heat release with increased current in the glow dis-
charge.

Note also the case with no plasma, indicated by
a hollow symbol in the figure. No detonation will
exist for this case; it represents the incident, spark-
driven shock. The only requirement for this case in the
present model is that the dimensional velocity of the
detonation be higher than that of the incident shock
so that the detonation pulse can develop. This is sat-
isfied for the present data, but it is interesting that the
zero-current case appears to lie on the same curve as
the other data. The trend looks thermal.

A decrease in the amplitude of the laser deflection
signal with increased discharge current was observed
in the experiments. This decrease in amplitude could
be caused by both a decrease in the derivative of the
density along the axial direction and by the averaging
of a nonuniform density field across the transverse di-
rection.? If the former effect is the most significant, it
indicates a decrease in shock strength with increased
discharge current. The model predicts a decrease in
detonation density ratio with increased temperature
at fixed heat release (Fig. 7), but an increase in den-
sity ratio with increased heat release at fixed upstream
temperature. As mentioned above, one would expect
in the context of the detonation model that more en-
ergy would be available to drive the detonation as the
discharge current was increased.

The exothermic reactions must complete rapidly for
a steady detonation wave system to exist. An upper
bound on the required time is the residence time of a
particle in the wave system.

At a given instant in time, the wave system has a
distinct width L, the distance from the detonation to
the trailing edge of the expansion. The detonation
travels with speed W, while the trailing edge travels
with the local sound speed a3. Using us = W —a, and
Eq. (1), it can be shown that L = (v + 1)/2 uat.
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The path of a particle starting at a position zy can
be found by solving the equation dz/dt = u(z,t), using
the velocity giving by Eq. (2). The solution z(zo,t)
can be used to determine the time interval between
when the detonation initially crosses a given fluid par-
ticle and when the particle exits the wave system. The
time interval At is:

a+1
zo | [y+1 ~y—-1W] 7
At=—<( |— - ——— -1

As an example, consider an initial particle position
of £ = 100 mm, an upstream temperature of 73 =
600 K, and a heat release of ¢ = 20 kJ /kg (see Fig. 4).
In this case, the detonation reaches the particle at
about 160 us, where the width of the ‘sawtooth’ is
about 20 mm, and the residence time is about 50 us.
The reaction must take place within the detonation in
a fraction of this time, say on the order of 10 us or
less. Otherwise, the reaction zone will be so thick that
interaction with the wall boundary layer will quench
the detonation.!'8

Thermal Effects

This section will address the issue of thermal nonuni-
formity along the axial direction in the glow discharge
tube experiments. The electric current flowing be-
tween the two electrodes in the experiments generates
heat (Joule heating) that is carried away by conduction
and convection due to the slow purge of the work-
ing fluid. These processes should produce a roughly
axisymmetric temperature distribution T'(x,r) in the
tube.

With detailed measurements of the temperature
field, it should be possible to do a fairly accurate nu-
merical simulation of the baseline thermal effects, as
Hilbun? did with a calculated temperature distribu-
tion. Here we will not attempt to replicate Hilbun’s
computation, but rather to understand the phenomena,
associated with thermal inhomogeneity. For simplic-
ity, the thermal variations will be modeled as a contact
surface located at the right of the first electrode (lump-
ing all the z-dependence at the contact surface, and
averaging out the r-dependence). The trailing expan-
sion system of the spark-driven shock will be neglected.
Some of the realism of the model is lost with these
assumptions, but they make it possible to utilize ana-
lytical solutions.

As a first model, we will assume that the only ther-
mal nonuniformity is in the axial direction, and con-
sider the case of a plane shock impinging at normal
incidence on a plane contact surface. Early theoret-
ical treatments of this problem were carried out by
Paterson®® and by Courant and Friedrichs.2! A de-
tailed experimental and theoretical study was done by
by Ford and Glass.??:23

The problem is illustrated in the space-time diagram
of Fig. 8. The numbers designate regions of uniform
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Fig. 8 Space-time diagram for normal reflection

of a shock at a contact surface in argon (M; = 1.47,
T5 =300 K, 71 =600 K).

Reflected
Shock

State 4
Solution:
States 2/3

Incident
Shock

Reflected
Expansion

Transmitted
Shock

P/p,

States 1/5

0 | | | |
0 0.2 0.4 0.6 0.8 1

u/a,

Fig. 9 Pressure-velocity diagram for normal re-
flection of a shock at a contact surface in argon

(M; =1.47, T,/Ts = 2).

flow. For ¢t < 0, the incident shock propagates to the
right in the diagram toward a stationary contact sur-
face which separates two still fluids at a given pressure
(regions 1 and 5). Behind the shock lies a region (4) of
uniform rightward flow at higher pressure. At ¢t = 0,
the shock hits the contact surface, generating trans-
mitted and reflected waves. The transmitted wave is
always a shock, but the reflected wave can be either
a shock or a centered expansion fan, depending on
the generalized acoustic impedance ratio of the con-
tact surface. For the case under consideration here,
where the gas on both sides of the contact surface is
the same and the temperature is higher on the right,
the reflected wave is an expansion. The initial and final
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Fig. 10 Contact surface model of glow discharge
experiment. Solid line: transmitted wave speed
for M; = 147 and T5 = 300 K in argon. Symbols:
Data of Ganguly et al.' reduced according to the
calculations of Hilbun.*

characteristics of the expansion fan are shown in the
figure, bounding a nonuniform region that separates
regions 3 and 4.

Two new regions (2 and 3) appear between the re-
flected and transmitted waves. Again, the pressure
and velocity both match across the contact surface.
The flow in these regions carries the contact surface to
the right.

The problem was solved by applying the secant
method to finding the roots of the implicit equations
of Ford and Glass.?® A sample result is indicated by a
circle in Fig. 9, along with a graphical solution. State
1, state 5, and the strength of the incident shock are
taken as given. The problem is solved by choosing a
reflected expansion and a transmitted shock such that
the pressure and velocity match on both sides of the
contact surface.

The incident shock connects state 5 to state 4.
These states are shown in the diagram as square sym-
bols connected by a curve representing all the possible
downstream states of right-running shocks with up-
stream state 5. In a similar fashion, all the possible
transmitted shocks are shown originating at state 1
(coincident with state 5 on the diagram). From state
4 are shown all the possible reflected expansions and
reflected shocks. The solution, representing states 2
and 3, is found at the intersection of the curves for the
transmitted shock and reflected expansion. The com-
puted solution, marked by a circle, lies at that point.
The transmitted shock has a higher velocity (Fig. 8)
and a lower strength (Fig. 9) than the incident shock,
consistent with the observations in the glow discharge
experiments.

Fig. 10 shows the application of the model to the

experiment of Ganguly et al.,! again using average
velocities and the calculated temperature profile, av-
eraged over the tube cross-section.* The point cor-
responding to a temperature of 300 K represents the
case with zero current in the experiment. Here there
is no contact surface because there is no axial temper-
ature variation, so this point was used to determine
the strength of the incident shock. For completeness,
temperatures both lower (reflected shock) and higher
(reflected expansion) are shown. Despite the simpli-
fying assumptions made in the present analysis, the
contact surface model seems to be a fair estimate of
the trends seen in the experimental data.

Applied Magnetic Field

Purely electromagnetic effects are another possi-
ble mechanism for the results observed in the glow
discharge tube experiments. Both Hilbun* and
Adamovich et al.’ have examined the issue of charge
separation in the shock, and have concluded that this
mechanism has little effect on the flow for the weak
ionization present in the experiments. Here we address
another possibility: the effect of an imposed magnetic
field, such as that generated by the current flowing in
the glow discharge.

The issue of an imposed magnetic field has been
examined experimentally. Gorshkov et al.?* extended
the work of Klimov et al.'® to include an applied mag-
netic field. They observed a reduction in shock wave
velocity with increased strength of a transverse mag-
netic field. A longitudinal field had almost no effect
on the shock.

The additional complexity introduced by the mag-
netic body force makes it difficult to carry out an
analysis similar to those described above for exother-
mic reactions and axial temperature variation. Here
we will simply use the shock Mach number based on
the average velocity in the experiments of Ganguly et
al. and determine whether a plausible value for the im-
posed magnetic field can cause a significant reduction
in the density ratio across the shock.

We will take as a model problem a plane magne-
tohydrodynamic shock wave in which the magnetic
field is oriented perpendicular to the flow direction.
(These assumptions restrict the possible solutions to
the ‘fast’ shock, excluding the ‘slow’ shock and the
Alfvén shock.) The electrical conductivity will be
taken to be infinite (ideal magnetohydrodynamics).
The jump conditions for ideal magnetohydrodynamic
shocks were first derived by de Hoffmann and Teller,?®
and are treated in detail in standard references on
magnetohydrodynamics.?6-28

The equation of mass conservation remains the same
as for an ordinary gasdynamic shock:

p2(W —uz) = ;W 9)

where state 1 represents the undisturbed fluid, state 2
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lies behind the shock, W is the shock speed, and us
is the particle speed behind the shock. The magnetic
body force adds a term to the momentum equation
that is equivalent to an additional effective pressure

B?/(2p0):

P2+ p2(W — u2)® + B3 /(2p0) =
p1+mW? + B} /(2p0) (10)

Similarly, a new term B?/(puo) appears in the energy
jump relation:

ha + (W —u2)?*/2 + B3 /(p2p10) =
hi +W?/2+ B} /(p1 o) (11)

An entirely new jump condition is derived from the
magnetic induction equation:

(W - ’LL2)B2 = WB1 (12)

As for an ordinary gasdynamic shock, the velocity in
the shock reference frame decreases across a magne-
tohydrodynamic shock, so Eq. (12) requires that the
magnetic field increase. A corresponding current sheet
must exist coincident with the shock in order to satisfy
Ampere’s law. The jump conditions are supplemented
by the second law restriction that the entropy cannot
decrease across the shock: s > sq.

Assuming an ideal (p = pRT), thermally perfect
(h = CpT) gas, and manipulating Eq. (9) through
Eq. (12), we find a quadratic equation for the density
ratio across the shock:

P2 ? P2 _
A(E) +B<E>+0_O (13)
where
A=Q2-7) (14)
B=7(Q+1)+yM{(y—1)/2 (15)
C=—-yMi(y+1)/2 (16)

and Q = B?/(2uop:) is the ratio of the effective mag-
netic pressure to the gas pressure on the upstream side
of the shock. The shock density ratio is seen to be a
function of the Mach number M; and the nondimen-
sional magnetic field strength Q.

For v < 2, which is satisfied for ideal gases, there is
one positive and one negative root of Eq. (13). Only
the positive root is physically relevant.?8

To make at least a qualitative comparison with the
glow discharge tube experiments, we take argon at
p1 = 4 kPa, and consider Mach numbers in the range
observed in the experiments: 1.2 < M; < 1.5. Fig-
ure 11 shows the effect of varying the upstream mag-
netic field strength. A significant decrease in the shock
density ratio is obtained for an imposed magnetic field
strength on the order of 1072 T.

1.8

0 10 20 30 40 50 60
B, (mT)
Fig. 11 Density ratio across a magnetohydrody-

namic shock as a function of magnetic field strength
for several different Mach numbers (p, = 4 kPa).

One possible objection to the magnetohydrody-
namic shock model is that, for relatively low values
of the electrical conductivity, the magnetic Reynolds
number of the flow will be low, and the problem will
more closely resemble a gasdynamic shock embedded
in a magnetohydrodynamic channel flow. The basic
parameter in question is the thickness of the magneto-
hydrodynamic shock relative to the dimensions of the
experiment.

The problem of magnetohydrodynamic shock for a
transverse magnetic field was solved by Marshall,?”
but an order of magnitude estimate of the thickness
of the transition layer for the magnetic field is simply
1/(1ooW).25 The conductivity required to obtain a
thickness on the order of 10 mm with W = 600 m/s
is on the order of ¢ = 10°/(Q-m), a rather large
value. This issue merits detailed study with finite-
conductivity numerical calculations.

Summary and Concluding Remarks

Several well-known analytical solutions of the equa-
tions of gasdynamics and magnetogasdynamics were
used to study the effects of exothermic reactions, axial
temperature variation, and an imposed magnetic field
in the glow discharge tube experiments of Ganguly et
al! The work addressed some of the same issues as
some other recent studies,*® but from a different per-
spective.

Two somewhat questionable methods of reducing
the experimental data had to be used so that they
could be compared to the present calculations. First,
the mean temperatures computed by Hilbun* were
used for lack of detailed temperature measurements.
Second, an average velocity was constructed using
data from two widely-separated (120 mm apart) sta-
tions. These assumptions are believed to introduce
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error comparable to that inherent in applying the ide-
alized analytical models used in the calculations. The
results presented here should therefore be viewed as
order of magnitude estimates. More detailed experi-
ments are currently underway, so these issues can be
addressed in future work.

The first issue examined was the effect of the
exothermic reactions that occur as the nonequilib-
rium, ionized gas relaxes downstream of the shock.
The experimental data appear to be consistent with a
steady-state detonation sustained by a heat release on
the order of 10 kJ /kg in less than 10 us, independent of
the current. If a detonation were driven by relaxation
from a nonequilibrium state, the heat release would
be expected to increase with increasing current in the
glow discharge and the concomitant increase in the en-
ergy supplied to the nonequilibrium state. Further, an
energy release on the order of 10 kJ/kg seems exces-
sively large given the limited amount of energy that
could be stored in the weakly ionized gas. With an
ionization energy of 38 MJ/kg (15.8 eV /atom) and a
fractional ionization of 107, less than 40 J/kg would
be available to drive the detonation. For the detona-
tion model to apply, the required energy would have to
be stored in some form other than the chemical energy
of ionization.

A qualitative difference between the detonation
model and the experimental results was also present.
All other things being equal, increasing energy release
increases the speed and strength of a detonation pulse
in a shock tube. In contrast, increased speed but
apparently decreased strength of a shock pulse were
observed as the current, and presumably the energy
available for release, were increased in the glow dis-
charge experiments.

It should be noted that the one-dimensional model
used here does not include the complex cellular struc-
ture and turbulence that are often present in detona-
tions traveling in combustible materials. These phe-
nomena are obviously beyond the scope of the models
used in this paper, but they can be treated through
numerical simulation.

The issue of thermal nonuniformity was addressed
through a model in which the axial temperature vari-
ation was lumped as a contact surface at the start
of the glow discharge. The contact surface model
showed qualitative agreement with the observed reduc-
tion in shock strength and impressively good quanti-
tative agreement with the reduced experimental data.
The issue of thermal nonuniformity needs to be re-
viewed in more detail, however. The model assumed a
flat shock incident on a flat contact surface. In the
experiments, the spark-generated shock was almost
certainly accompanied by a trailing expansion fan, and
the temperature must have varied smoothly in the ra-
dial and and axial directions. The results also depend
on the mean temperature, which was calculated and

not measured.

In ongoing work, thermal variations are being ex-
plored more fully through numerical solutions of the
two-dimensional Euler equations. Combined with
careful temperature measurements in the glow dis-
charge, this approach should be able to accurately
treat the baseline thermal effects present in the ex-
periments.

Finally, the issue of an imposed magnetic field was
examined with a magnetohydrodynamic shock model.
A magnetic field strength on the order of 10 mT
(100 G) had significant effect on the shock density ra-
tio. The required magnetic field is controlled primarily
by the ambient pressure, which sets the magnitude of
the nondimensional parameter (). The current in the
glow discharge should set up a region of approximately
circumferential magnetic field lines, which are tangent
to the shock as assumed in the model, but this field is
probably not as strong as 10 mT. For comparison, a
current of 100 mA through a straight wire induces a
magnetic field of B = pol/(27r) & 1 uT at r = 30 mm
from the wire. Further, the electrical conductivity in
the glow discharge is probably not high enough to sup-
port a magnetohydrodynamic shock. This issue needs
to be reexamined with finite-conductivity numerical
calculations.

Of the three effects addressed in this paper, thermal
nonuniformity probably has the most influence on the
experimental results. The detonation model can be
ruled out unless there is both a source of energy other
than electron-ion recombination to drive the detona-
tion and the inference from the laser deflection signal
of reduced shock density ratio is incorrect. In a similar
manner, the magnetohydrodynamic shock model can
be ruled out for lack of adequate electrical conduc-
tivity and of a sufficiently strong imposed magnetic
field. This conclusion does not rule out other elec-
tromagnetic phenomena, however. The issue of the
apparent shock splitting has not been addressed here.
A combination of careful temperature measurements
and numerical computations should be able to deter-
mine whether thermal effects are the whole story or
physics inherent to the plasma are important.

All three physical mechanisms examined in this pa-
per do show promise for use in hypersonic flow con-
trol. Considerably greater amounts of energy can be
stored in nonequilibrium air than in the weak ioniza-
tion present in the argon experiments. The laser spike
concept, an example of straight heat addition, has al-
ready been demonstrated,?? 3! as has a low magnetic
Reynolds number magnetohydrodynamic flow control
system.3? A clear path has been identified for future
work, and electromagnetic energy addition shows great
promise for controlling of hypersonic flow.
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