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Abstract

Multi-Agent Coordination: Theory and Applications

by

Jianghai Hu

Doctor of Philosophy in Electrical Engineering

University of California at Berkeley

Professor Shankar Sastry, Chair

We study the problem of optimal multi-agent coordination and related applications.

The dissertation consists of three parts. In the first part, the problem of optimal

coordinated motions for multiple agents moving on a plane is studied. In the second

part, we study the optimal resolution maneuvers for multiple aircraft flying in three

dimensional airspace. In the last part, the problem of optimal collision avoidance

and formation switching on Riemannian manifold is studied. In all three parts, the

motions of the participating agents need to satisfy some separation constraints, while

the underlying space that the agents move on is two dimensional Euclidean space,

three dimensional Euclidean space, and general Riemannian manifolds, respectively.

We try to find the optimal coordinated motions that minimize a certain energy cost

function. Various necessary conditions for the optimal solutions are obtained and

numerical alogithms are proposed to compute them.
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Chapter 1

Background

In this dissertation we study the optimal coordinated motion planning prob-

lem for multiple agents moving in various spaces. We shall review in this chapter the

background materials of some of the applications that motivate this research.

The most important motivating application is air traffic management. Air

travel has experienced a dramatical increase in the last few decades, and this trend

is projected to continue or accelerate in the near future despite the recent setback

to air industry. On the other hand, in spite of technological advances, the air traffic

control system currently in use has remained largely the same semi-automatic process

as when it was installed in the early 1970’s. This system is ill-equipped for the growth

in air traffic, as is evidenced by the frequent ground holdings and airborne delays

due to congestion in the skies. Therefore, it has become an urgent task to automate

the current air traffic control system.

The main concern of any automated Air Traffic Management (ATM) sys-

tems is guaranteeing safety. This is achieved by avoiding the occurrence of conflicts,
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i.e., of those situations where two aircraft come closer to each other than a minimum

allowed horizontal separation r and a minimum allowed vertical separation h at the

same time. Currently r is set equal to 5 nautical miles (nmi) in en-route airspace, and

3 nmi inside the Terminal Radar Approach Control facilities (TRACONs), whereas

h is 2000 feet (ft) above the altitude of 29, 000 ft (FL290), and 1000 ft below FL290.

Conflict avoidance is typically decomposed into two phases:

– conflict detection, where potential conflicts that may arise in the future are

detected by predicting the aircraft future motions based on the available infor-

mation on their current positions, headings, and flight plans;

– conflict resolution, where the flight plans of the aircraft involved in the detected

conflicts are re-planned to prevent the conflicts from actually occurring.

Some of the work on conflict detection, particularly those based on probabilistic

methods, can be found in [16, 29, 57, 59, 73], to name a few. In this dissertation, we

shall focus on the conflict resolution problem.

The existing approaches to aircraft conflict resolution can be classified ac-

cording to various criteria. The interested reader is referred to the up-to-date sur-

vey [39] on the different conflict resolution approaches proposed in the literature. In

the following we shall review briefly some of the most relevant ones.

Based on the level of coordination or, alternatively, on the level of mutual

trust among participating aircraft, conflict resolution methods can be classified as

noncooperative and cooperative [58].

In the noncooperative case, the aircraft involved in the encounter do not

exchange information on their intentions and do not trust one another at all, hence
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the worst case approach is adopted. In the solution proposed in [70, 71], the two-

aircraft conflict resolution problem is formulated as each aircraft playing a zero-

sum noncooperative game against disturbances that model the uncertainty in the

other aircraft intentions, with the value function being the aircraft separation. The

differential game methodology is also used in [69] for determining the safe region for

aircraft approaching closely spaced parallel runways.

At the other extreme with respect to the noncooperative case, there is the

cooperative conflict resolution scenario, where the current positions and intentions

of the aircraft are assumed to be perfectly known to a supervising central controller.

Each aircraft completely trusts the central controller (and hence all the other air-

craft), and is ready to follow its advice. The cooperative conflict resolution problem

is typically formulated as an optimization problem, where the central controller de-

signs the flight plans of all the aircraft so as to avoid conflicts and at the same time

minimize a certain cost function. Contributions in the literature belonging to this

class include [47, 18, 25, 48, 74], to mention only a few.

In between the extremes of noncooperative and cooperative conflict resolu-

tion there are the probabilistic conflict resolution approaches. In these approaches,

the aircraft positions are assumed to be distributed according to certain probabilis-

tic laws, thus modeling not only the effect of disturbances on aircraft motions but

also the fact that each aircraft has only partial confidence in the information on the

intentions of other aircraft. References in this category include, for example, [16, 38]

for the two aircraft case, and [23, 60] for the multiple aircraft case.

Based on whether vertical maneuvers are employed or not, conflict resolu-

tion methods can be classified as three-dimensional (3D) or two-dimensional (2D),
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with the latter being a particular case of the former. Typically conflicts are resolved

by resorting to three different kinds of aircraft actions (or any combination of them):

turn, climb/descend, and accelerate/decelerate, which affect the aircraft heading, al-

titude, and speed, respectively. Resolution strategies adopting one or more of these

actions are analyzed and compared in terms of cost and efficacy in [37]. It is found

that climb/descend is the most efficient action for resolving short-term conflicts,

since the horizontal separation requirement is much more stringent than the vertical

one. In fact, vertical maneuvers are used to resolve imminent conflicts in the Traffic

Alert and Collision Avoidance System (TCAS [61]) currently operating on board of

all commercial aircraft carrying more than thirty passengers. However, compared

with horizontal maneuvers, excessive changes of altitude are likely to cause more dis-

comfort to passengers, and are not as compatible with the current vertically layered

structure of the airspace. These facts together with the relative simplicity of deal-

ing with the two dimensional case have caused most of the approaches proposed in

the literature to focus on 2D conflict resolution, assuming level flight and horizontal

resolution maneuvers.

It is important to consider conflict resolution problem for multiple aircraft,

not just for two aircraft. Conflict situations involving more than two aircraft may ac-

tually occur in areas with high traffic density, and resolving them is intrinsically more

difficult than dealing with the two aircraft case. For example, it may happen that

by solving a two-aircraft conflict without taking into consideration the surrounding

aircraft, a new conflict with a third aircraft is generated (domino effect). Only a few

of the existing treatments on conflict resolution deal with the multiple aircraft case.

Some of them [23, 35, 60] use the potential and vortex field method to determine co-
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ordinated maneuvers. However, the maneuvers thus generated are not guaranteed to

be safe. Another approach consists in formulating multiple aircraft conflict resolution

as a constrained optimization problem with a suitable cost function to be optimized

under the conflict-free constraint. The contributions [5, 18, 25, 28, 47, 48, 56] belong-

ing to this category differ in the choice of model and cost function, and also in the

computational method adopted to solve the resultant optimization problem, e.g., lin-

ear programming [56] , genetic algorithms [47], semidefinite programming combined

with a branch-and-bound search [18], and sequential quadratic programming (SQP)

using linear approximation of the feasible region [48]. Solutions using computational

geometric approaches are presented in [9, 10, 32].

The problems studied in Chapter 2 and Chapter 3 are the optimal coopera-

tive conflict resolution involving multiple aircraft in 2D and 3D airspace, respectively.

In fact, in Chapter 2, we formulate the conflict resolution problem for multiple air-

craft flying at the same altitude as a special instance of a more general problem,

the optimal coordinated motion planning for multiple agents moving on a plane, to

include other relevant applications such as path planning of mobile robots, collision

avoidance of naval or ground based vehicles [49], etc. For example, for multiple

cooperating mobile robots moving in a common workspace, the requirement that

there is no collision among them can be reformulated as that their joint maneuver

be conflict-free, with r being twice the robot radius. The problem of multiple robot

motion planning with static or dynamic obstacles has been well studied in the liter-

ature (see e.g. [4, 15, 19, 40, 66], and the survey [31]). However, a large portion of

them focus on the feasibility and the algorithmic complexity aspects of the problem.

Some of them indeed deal with multiple robots case using certain optimality criteria.
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To name a few, [5] studies the problem of time-optimal cooperative motions of mul-

tiple Dubin vehicles moving at constant speed with bounded curvature, while in [41],

each robot minimizes its own independent cost function by using techniques from

multi-objective optimization and game theory. [11] addresses the problem of opti-

mal motion planning for multiple nonholonomic manipulators transporting a grasped

object.

In Chapter 4, we study an even more general problem, the optimal collision

avoidance (OCA) and optimal formation switching (OFS) problems on Riemannian

manifolds. The goal is still to find the motions than can guide a group of agents

from a starting configuration to a desired destination configuration in an optimal

way, subject to certain separation constraints. However, instead of two dimensional

or three dimensional Euclidean spaces, the space that the group of agents move on

is a Riemannian manifold. The difference between the OCA and the OFS problems

is that for the latter the participating agents may assume only a subset of all the

possible formation patterns.

In addition to being a generalization of aircraft conflict resolution, the OCA

and the OFS problems also find applications in a host of other fields. Examples

include a team of mobile robots cooperating to carry a common object [11], a multi-

link reconfigurable robot performing configuration switchings, a group of surveillance

cameras monitoring a museum at night, a cluster of communication satellites cover-

ing earth surface, etc. Another example is multi-user wireless communication, where

each user has to be assigned a (possibly time-varying) subspace in the signal space,

and sufficient separation among these subspaces should be maintained for satisfac-

tory signal-to-noise ratio. In this case the appropriate Riemannian manifold is a
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Grassmann manifold [75]. In this dissertation we only consider problem with holo-

nomic constraints, as opposed to the numerous papers dealing with nonholonomic

constraints (see e.g. [5, 8, 34, 36, 68, 72]). Other relevant work includes, for exam-

ple, [17, 42], where the problems of stable and optimal coordinate control of vehicle

formations are studied.

This dissertation is organized as follows. First in Chapter 2 we study the

optimal conflict-free motion planning problem for multiple agents moving on a plane.

After a formal classification of conflict-free maneuvers into homotopy types by using

the notion of pure braids group, we propose various necessary conditions for the

optimal solutions. In particular, the optimal conflict-free maneuvers for the two-

agent case are derived. For the general case of more than two agents, we propose a

stochastic algorithm to choose homotopy types, and a convex optimization algorithm

to solve for solutions in each homotopy type, which combined form a randomized op-

timization algorithm. In Chapter 3, the problem of multi-aircraft conflict resolution

in three dimensional airspace is considered. By generalizing the results in Chapter 2,

we derive a convex optimization algorithm that can obtain multi-legged approxi-

mated solutions for multi-aircraft encounters. Practical constraints such as maximal

turning angle and aircraft speed are also considered. In Chapter 4, we study the the

optimal collision avoidance and optimal formation switching problems on Rieman-

nian manifolds, and derived various necessary conditions for the optimal solutions

under some symmetry assumption. These conditions generalize those obtained in

the previous two chapters. Finally in Chapter 5 we summarize the dissertation and

point out some future directions.
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Chapter 2

Optimal Conflict-Free

Maneuvers on a Plane

2.1 Introduction

In this chapter, the problem of designing optimal coordinated maneuvers for

multiple agents moving on a plane is studied. The joint maneuver has to be chosen so

as to guide each agent from its starting position to its target position, while avoiding

conflicts, that is, situations where the Euclidean distance between any two agents is

smaller than some fixed threshold r > 0. Among all the conflict-free joint maneuvers,

we aim at determining the one with the least overall cost. Here the cost of a single

agent’s maneuver is its energy, and the overall cost is a weighted sum of the maneuver

energies of all individual agents, with the weights representing the priorities of the

agents. A precise formulation of the problem is given in Section 2.3.

This problem is of great interest since it is actually encountered in many
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different practical areas, such as aircraft conflict resolution, robot motion planning,

navigation of ground based or naval vehicles, etc. The existing methods are surveyed

briefly in Chapter 1. The distinguishing feature of our approach to coordinated mo-

tion planning consists in the interpretation of maneuvers as braids. Besides giving

a complete homotopic classification of conflict-free maneuvers, it also provides us

insights on the derivation of optimality conditions. Although the space-time repre-

sentation of motions is not new in the literature (see e.g. [15, 64]), to our knowledge,

however, it has never been used to such an extent in the optimality analysis of coor-

dinated motions.

This chapter is organized as follows. In Section 2.2, we introduce a formal

classification of conflict-free maneuvers into homotopy types by using the notion

of pure braids group. The problem under study is then defined in Section 2.3.

Inspired by the braid representation of conflict-free maneuvers, we define various

transformations of joint maneuvers that preserve the minimum separation condition.

Such transformations are used in the variational analysis in Section 2.4 to derive local

and global necessary conditions on optimal conflict-free maneuvers. In particular, the

optimal conflict-free maneuvers for the two-agent case are derived in Section 2.4.2.

In Section 2.5 we analyze an interesting example of three-agent encounter. Two

mechanical interpretations of the problem are given in Section 2.6.

As the number of agents increases, it is difficult in practice to derive analyt-

ically the optimal conflict-free maneuvers. By focusing on those maneuvers specified

by a set of waypoints, we are able to use convex optimization techniques to obtain

multi-legged approximated solutions to the constrained optimization problem within

each homotopy type (Section 2.7). A stochastic algorithm is proposed in Section 2.7.4
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to address the problem of selecting the homotopy type, thus leading to a randomized

convex optimization algorithm.

2.2 Classification of conflict-free maneuvers

In this section we introduce a qualitative classification of conflict-free ma-

neuvers involving multiple agents moving on the plane. Roughly speaking, two

conflict-free maneuvers are classified as of the same “type” if there exists a continuous

conflict-free deformation of one to the other. Thus switching between conflict-free

maneuvers of different types cannot be done smoothly without causing a conflict.

This implies, in practice, that it is preferable for the agents in the encounter to avoid

“changes of mind” by determining through negotiation or arbitration a particular

type of conflict-free maneuvers at an early stage and sticking to it throughout the

whole encounter.

Consider k agents (numbered from 1 to k) moving in R
2, where each agent,

say agent i, starts at position ai ∈ R
2 at time t0, and ends in position bi ∈ R

2 at

time t1. Let T , [t0, t1] be the time interval of the encounter. Denote by Pi ,

{αi ∈ C(T, R2) : αi(t0) = ai, αi(t1) = bi} the set of maneuvers for agent i consisting

of all the continuous maps from T to R
2 that take the values ai and bi at times t0

and t1, respectively. Define P(a,b) ,
∏k

i=1 Pi, where a , 〈ai〉ki=1 = (a1, . . . , ak)

and b , 〈bi〉ki=1 = (b1, . . . , bk) are ordered k-tuples representing the joint starting

and destination positions of the k agents, respectively. Each element α = 〈αi〉ki=1 =

(α1, . . . , αk) ∈ P(a,b) is called a joint maneuver (k-maneuver or simply maneuver

when there is no ambiguity) for the k-agent system. The minimum separation over

encounter (MSE) for a joint maneuver α is defined to be the minimum Euclidean
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distance between any pair of agents during the whole time interval T , i.e.,

∆(α) , min
1≤i<j≤k

inf
t∈T

‖αi(t) − αj(t)‖.

The set of conflict-free maneuvers is then defined as

P(r,a,b) , {α ∈ P(a,b) : ∆(α) > r}

for some r ≥ 0. In practice, for example, r could be the radius of the protection

zone surrounding an aircraft or twice the radius of a circular robot. We assume that

the minimum distance between any pair in 〈ai〉ki=1 and any pair in 〈bi〉ki=1 is strictly

greater than r. Hence P(r,a,b) is nonempty.

We distinguish different maneuvers in P(r,a,b) according to the following

equivalence relation.

Definition 1 (r-homotopy) Two maneuvers in P(r,a,b) are r-homotopic if there

exists a continuous deformation of one to the other in P(r,a,b), or equivalently, if

there exists a continuous deformation of one to the other in P(a,b) such that the

joint maneuvers obtained throughout the deformation are conflict-free.

The objective of this section is to characterize the structure of the equiva-

lence classes of P(r,a,b) induced by the r-homotopy relation. With this purpose in

mind, we now recall the concept of braids ([6, 54]).

Definition 2 (Braids) A braid joining a = 〈ai〉ki=1 to b = 〈bi〉ki=1 is a k-tuple

〈γi〉ki=1 of continuous curves in R
2 × T ⊂ R

3 satisfying the following conditions:

• Each point (ai, t0), i = 1, . . . , k, is joined by exactly one curve in 〈γi〉ki=1 to one

of the points (bj , t1), 1 ≤ j ≤ k;
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• The plane t = τ intersects each curve at exactly one point for all τ ∈ T ;

• γi ∩ γj = ∅ whenever i 6= j.

In the following, we shall occasionally use the term k-braid to indicate the

number of curves in the braid. The set of all braids joining a to b is denoted by

B(a,b). If i and j are required to be identical in the first condition of Definition 2,

the corresponding braid is called a pure braid. The set of all pure braids joining a to b

is denoted by PB(a,b). An example of a pure 3-braid is shown in the right-hand-side

of Figure 2.1.

There is a simple equivalence relation defined on B(a,b) and hence on

PB(a,b) as well ([54]).

Definition 3 (String isotopy) Two braids in B(a,b) are said to be string isotopic

if the k curves of one of them can be continuously deformed to those of the other in

such a way that the k curves in R
2 × T obtained throughout the deformation satisfy

all the conditions in Definition 2.

The reason for introducing the notion of braids is that there exists a natural

one-to-one correspondence between joint maneuvers in P(0,a,b) and pure braids in

PB(a,b). To see this, for each α = 〈αi〉ki=1 ∈ P(0,a,b), let α̂i be the curve in R
2×T

joining (ai, t0) to (bi, t1) defined as the image of the map t 7→ (αi(t), t), t ∈ T . Then,

it is clear from the definition of P(0,a,b) that the k-tuple 〈α̂i〉ki=1 of curves is indeed

a pure braid in PB(a,b), which we shall denote by α̂ (see Figure 2.1 for a 3-maneuver

in P(0,a,b) and its braid representation). The map α 7→ α̂ can be verified to be a

bijection between P(0,a,b) and PB(a,b). Furthermore, the following result is an

immediate consequence of the above definitions.
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Figure 2.1: A 3-maneuver in P(0,a,b) and its braid representation.

Proposition 1 (Equivalence of 0-homotopy and string isotopy) α and β in

P(0,a,b) are 0-homotopic if and only if α̂ and β̂ are string isotopic in PB(a,b).

As a result of Proposition 1, there is a one-to-one correspondence between

the 0-homotopy classes of P(0,a,b) and the (string) isotopy classes of PB(a,b).

We next show that the isotopy classes of braids with identical starting and

ending points, say, B(a,a), form a group under a suitable product operation. For

each α̂ ∈ B(a,b) and β̂ ∈ B(b, c), define the product γ̂ , α̂ · β̂ as the braid

γ̂ ∈ B(a, c) obtained by first concatenating the k curves of α̂ with those of β̂,

and then renormalizing the t axis linearly such that the resultant k curves connect

〈(ai, t0)〉ki=1 to 〈(ci, t1)〉ki=1 via 〈(bi,
t0+t1

2 )〉ki=1. Note that the ending points of α̂ and

the starting points of β̂ have to coincide for the product to be well defined. It can

be easily checked that this product operation preserves string isotopy, i.e., if α̂ ′ is

string isotopic to α̂ in B(a,b) and β̂′ is string isotopic to β̂ in B(b, c), then α̂′ · β̂′ is

string isotopic to α̂ · β̂ in B(a, c). Therefore, it induces a product operation on the

isotopy classes of braids. This induced product operation makes the isotopy classes

of B(a,a) into a group, with the inverse operation being the reflection of the k curves
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across the plane t = t0+t1
2 . We denote this group by Bk. Similarly the isotopy classes

of pure braids PB(a,a) form under the same induced product operation a group,

which we denote by PBk. PBk is a normal subgroup of Bk. Readers are referred

to [22] or [54] for a detailed derivation of the above claims.

Now if we fix a braid β̂ in PB(b,a), then α̂ 7→ α̂ · β̂ defines a map from

PB(a,b) to PB(a,a). Since this map preserves string isotopy, it induces a map from

the isotopy classes of PB(a,b) to the isotopy classes of PB(a,a), i.e., PBk. The

induced map is easily verified to be a bijection. This fact combined with the result

in Proposition 1 implies that there exists a bijection between the 0-homotopy classes

of P(0,a,b) and the elements of PBk.

The above conclusions remain valid for the case of an arbitrary r > 0.

Hence,

Theorem 1 (Classification of conflict-free k-maneuvers) There exists a one-

to-one correspondence between the r-homotopy classes of conflict-free maneuvers in

P(r,a,b) and the elements of the group of pure k-braids PBk.

In Remark 1 of Section 2.3, we will give an alternative interpretation of the

above result. For a discussion on the use of braid groups to classify motions on a

graph, see [1].

The group PBk is described by a set of generators together with a set of

relations defined on them ([54, 55]). Therefore, Theorem 1 completely characterizes

the structure of the homotopy types of conflict-free maneuvers for k-agent encounters.

On the other hand, the characterization is unsatisfactory in practical terms since the

description of PBk is very complicated. However, when k is small, the result in

Theorem 1 may have simple interpretations. Consider for example the two-agent
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Figure 2.2: A two-agent encounter. Left: Maneuver 1 - Right: Maneuver 2.

encounter shown in Figure 2.2. Theorem 1 says that each maneuver in P(0,a,b) is

0-homotopic to maneuver 1, or maneuver 2, or one of the following two maneuvers:

• Maneuver 1 followed by the motions where agent 2 stays at b2, and agent 1

starts from b1, circles around agent 2 counterclockwise n times for some integer

n ≥ 1 and returns to b1.

• Maneuver 2 followed by the motions where agent 2 stays at b2, agent 1 starts

from b1, circles around agent 2 clockwise n times for some integer n ≥ 1 and

returns to b1.

The angle one agent turns with respect to the other during T plays a decisive role

in determining the homotopy type of the conflict-free 2-maneuvers. Maneuver 1 and

maneuver 2 are representatives of the only two types for which the absolute values

of this angle do not exceed 360◦. We shall call such types fundamental. Then there

are exactly two fundamental types for any 2-agent encounter.

It is tempting to extend this definition to the k-agent case, and conclude that

there are exactly 2
k(k−1)

2 fundamental types of conflict-free maneuvers, since there

are two fundamental types for each of the k(k−1)
2 agent pairs. Unfortunately this is
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Figure 2.3: Two 3-maneuvers with the same turning angles but of different types.

not the case. Shown in Figure 2.3 are the plots of two conflict-free maneuvers for a

3-agent encounter that have the same turning angle within the range (−360◦, 360◦)

between any pair of agents, but in fact belong to different types.

2.3 Optimal conflict-free maneuvers

In this section, the problem of finding optimal conflict-free maneuvers for

multi-agent encounters is formulated. To ensure that the problem is well defined

and admits a solution, we modify some of the notations introduced in the previous

section. In particular, the set of maneuvers for agent i, Pi, is redefined to be the set

of all continuous and piecewise C2 maps1 from T to R
2 that take the values ai and

bi at times t0 and t1, respectively. The set of joint maneuvers P(a,b) and the MSE

∆(α), α ∈ P(a,b), are defined as in Section 2.2, whereas P(r,a,b) is redefined to

1Piecewise C2 means that there is a finite subdivision of T such that the map is continuously
differentiable till the second order on each (open) subinterval. In the sequel when we use α̇i(t), α̈i(t),
we shall mean at those t where they are well defined, i.e., except at a finite set of time instants t.
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be the set of all joint maneuvers with a MSE greater than or equal to r. Note that

the results in Section 2.2 on the qualitative classification of conflict-free maneuvers

still hold for the newly defined P(r,a,b) by the compactness of T .

Consider a maneuver of a single agent, say αi ∈ Pi, i ∈ {1, . . . , k}. The

energy of αi is defined as

J(αi) =
1

2

∫ t1

t0

||α̇i(t)||2 dt. (2.1)

Let lαi
be the arc length of the curve αi, i.e., lαi

=
∫ t1
t0

||α̇i(t)|| dt. Then the applica-

tion of Cauchy-Schwarz inequality to equation (2.1) yields ([50]):

J(αi) ≥
1

2

l2αi

(t1 − t0)
, (2.2)

where the equality holds if and only if ‖α̇i(t)‖ is constant. This implies that if

agent i is forced to move along some fixed curve and if we ignore the presence of

other agents temporarily, then of all the different parameterizations, the one with a

constant speed has the minimal energy, and the minimal energy is proportional to

the square of the curve length. Therefore, in the presence of static obstacles, the

maneuver of agent i with the least energy is the shortest curve between its starting

and ending positions parameterized proportionally to the arc length. In particular,

if there are no obstacles, the energy-minimizing maneuver of agent i is the constant

speed motion along the line segment from ai to bi. It follows from this discussion

that the energy-minimizing maneuvers tend to be straighter and smoother, which

has practical implications, for example, in terms of passenger comfort, brake erosion,

fuel consumption, etc.

The (weighted) energy of a joint maneuver α = 〈αi〉ki=1 ∈ P(a,b) is defined
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as

J(α) ,

k
∑

i=1

λiJ(αi), (2.3)

where λ1, . . . , λk are k positive numbers adding up to 1 (i.e.,
∑k

i=1 λi = 1) represent-

ing the priorities of the agents.

Our goal is to find the conflict-free maneuver with the least energy, i.e.,

minimize J(α) subject to α ∈ P(r,a,b). (2.4)

If α is required to belong to a certain type in P(r,a,b), then we get a restricted

version of problem (2.4). All the necessary conditions obtained in the next section

remain valid for the restricted problem, with the only exception of Proposition 4.

Remark 1 (Geodesics in a manifold with boundary) Problem (2.4) can also

be formulated in an alternative way. By viewing α ∈ P(a,b) as a curve in R
2k,

and a,b as two points in R
2k, a conflict-free maneuver in P(r,a,b) corresponds to

a curve in R
2k joining a to b and avoiding the obstacle W defined by

W = {〈pi〉ki=1 ∈ R
2k : pi ∈ R

2, 1 ≤ i ≤ k, and ‖pi − pj‖ < r for some i 6= j}.

If the coefficients λi, i = 1, . . . , k, are identical, then the energy of a joint maneuver

is proportional to the energy of the corresponding curve in R
2k. Therefore, problem

(2.4) is equivalent to finding the curve in R
2k \ W joining a to b with the least

energy, which is necessarily a minimizing geodesic of R
2k \ W connecting a to b.

Note that R
2k \W is a manifold with nonsmooth boundary whose fundamental group

is isomorphic to PBk by Theorem 1. The general case of arbitrary 〈λi〉ki=1 can

be reduced to this special case by scaling the pi axes of R
2k by a factor of

√
λi,

i = 1, . . . , k. The interested readers are referred to [30] for further details.
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2.4 Analytical results

This section is devoted to the analytical derivation of optimal solutions to

problem (2.4), a variational problem with complicated and nonsmooth constraints.

Inspired by the braid representation introduced in Section 2.2, we propose various

transformations of joint maneuvers that preserve the MSE, and use these trans-

formations in the variational analysis to obtain necessary conditions for optimal

conflict-free maneuvers.

2.4.1 λ-alignment of optimal conflict-free maneuvers

As explained in Section 2.2, each conflict-free maneuver α ∈ P(r,a,b) has

a natural braid representation α̂ ∈ PB(a,b), whose k strings are determined by

the images of the maps t 7→ (αi(t), t), t ∈ T , i = 1, . . . , k. Furthermore, α̂ satisfies

the r-separation property in that the intersection of α̂ with the plane t = τ for

any τ ∈ T consists of k points whose pairwise minimum distance is at least r.

All the operations on conflict-free maneuvers we shall introduce in the following

preserve this separation property in the braid representation, hence they are indeed

transformations of conflict-free maneuvers.

We first introduce the tilt operation. For each w ∈ R
2, denote by b+w the

k-tuple 〈bi + w〉ki=1.

Definition 4 (Tilt operator Tw) The tilt operator Tw : P(r,a,b) → P(r,a,b +

w) is a map such that for any α ∈ P(r,a,b), β = Tw(α) is defined by

βi(t) = αi(t) +
t − t0
t1 − t0

w, t ∈ T, i = 1, . . . , k.
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Figure 2.4: Tilt operation Tw on a 2-maneuver.

It is easily seen that Tw is MSE-preserving in the sense that α and Tw(α) have the

same MSE. Hence Tw maps P(r,a,b) into P(r,a,b + w). In fact, Tw is a bijection

from P(r,a,b) to P(r,a,b + w) since Tw ◦ T−w = T−w ◦ Tw = id. In the braid

representation, β̂ is obtained by tilting α̂ linearly, hence the name for the operator

Tw. More precisely, in order to get β̂ from α̂, the plane t = t0 is kept invariant

(shifted by 0), the plane t = t1 is shifted by w, and each intermediate plane t = τ ,

τ ∈ (t0, t1), is shifted by an amount determined by the linear interpolation of 0 and

w according to the position of τ in T . Figure 2.4 illustrates the effect of the Tw

operator on the braid representation of a 2-maneuver.

The importance of introducing Tw lies in the following result.

Proposition 2 Suppose that α∗ is a conflict-free maneuver in P(r,a,b) with the

least energy. Fix w ∈ R
2. Then β∗ = Tw(α∗) is a conflict-free maneuver in P(r,a,b+

w) with the least energy.

Proof: For any β ∈ P(r,a,b + w), let α = T−w(β). Then α ∈ P(r,a,b) and J(β)
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can be expressed as

J(β) =
1

2

∫ t1

t0

k
∑

i=1

λi‖β̇i(t)‖2 dt =
1

2

∫ t1

t0

k
∑

i=1

λi

∥

∥α̇i(t) +
w

t1 − t0

∥

∥

2
dt

=
1

2

∫ t1

t0

k
∑

i=1

λi‖α̇i(t)‖2 dt +

∫ t1

t0

wT

t1 − t0

k
∑

i=1

λiα̇i(t) dt +
‖w‖2

2(t1 − t0)

= J(α) +
wT [

∑k
i=1 λi(bi − ai) + w/2]

t1 − t0
. (2.5)

Note that the second term in the last equation of (2.5) is a constant independent

of β. Denote it by C. It follows by equation (2.5) and the optimality of α∗ that

J(β) ≥ J(α∗) + C, ∀β ∈ P(r,a,b + w), with the equality if α = α∗, i.e., β = β∗.

Consider arbitrary starting and destination positions a and b, and set b′ ,

b + w where w =
∑k

i=1 λi(ai − bi). Then a and b′ are λ-aligned in the sense that

they have the same λ-centroid, i.e.,

k
∑

i=1

λiai =
k

∑

i=1

λib
′
i. (2.6)

By Proposition 2, solutions to problem (2.4) for general a and b can be obtained

from solutions to problem (2.4) for λ-aligned a and b′ by applying the tilt operator

T−w with w =
∑k

i=1 λi(ai − bi). This is the reason why we can focus on the special

case of λ-aligned a and b.

The next transformation we shall introduce is the drift operation. Let γ :

T → R
2 be a continuous and piecewise C2 map such that γ(t0) = γ(t1) = 0.

Definition 5 (Drift operator Dγ) The drift operator Dγ : P(r,a,b) → P(r,a,b)

is a map such that for any α ∈ P(r,a,b), β = Dγ(α) is defined by

βi(t) = αi(t) + γ(t), t ∈ T, i = 1, . . . , k.
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In the braid representation, β̂ is obtained from α̂ by drifting each plane t = τ , τ ∈ T ,

by an offset γ(τ) ∈ R
2. It can be verified that Dγ is MSE-preserving and a bijection

of P(r,a,b) onto itself since Dγ ◦D−γ = D−γ ◦Dγ = id. By using the drift operator,

we can prove the following result.

Proposition 3 Suppose that a and b are λ-aligned and α∗ ∈ P(r,a,b) is an optimal

solution to problem (2.4). Then

k
∑

i=1

λiα
∗
i (t) =

k
∑

i=1

λiai =

k
∑

i=1

λibi, ∀t ∈ T.

Proof: For each s ∈ R define βs , Dsγ(α∗). Note that βs ∈ P(r,a,b) and β0 = α∗.

Moreover,

J(βs) =
1

2

∫ t1

t0

k
∑

i=1

λi‖α̇∗
i (t) + sγ̇(t)‖2 dt

= J(α∗) +
s2

2

∫ t1

t0

‖γ̇(t)‖2 dt + s

∫ t1

t0

γ̇(t)T
k

∑

i=1

λiα̇
∗
i (t) dt .

The difference J(βs) − J(α∗) is a quadratic function of s, which, by the optimality

of α∗, must be nonnegative for all s. Hence we have
∫ t1
t0

γ̇(t)T
∑k

i=1 λiα̇
∗
i (t) dt = 0,

which must hold for any choice of γ such that γ(t0) = γ(t1) = 0. Since a and b are

λ-aligned, we can choose γ(t) =
∑k

i=1 λiα
∗
i (t)−

∑k
i=1 λiai. Given that α∗ is piecewise

C2, this leads to
∑k

i=1 λiα̇
∗
i (t) = 0 for almost all t ∈ T , and hence, by integration, to

the desired conclusion.

We can now use Proposition 2 to get the formulation of Proposition 3 for

arbitrary a and b.
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Corollary 1 Suppose that α∗ ∈ P(r,a,b) is an optimal solution to problem (2.4).

Then
k

∑

i=1

λiα
∗
i (t) =

k
∑

i=1

λiai +
t − t0
t1 − t0

(
k

∑

i=1

λibi −
k

∑

i=1

λiai), ∀t ∈ T.

In other words, the λ-centroid of 〈α∗
i (t)〉ki=1 moves from the λ-centroid of a at time

t0 to the λ-centroid of b at time t1 with constant velocity.

Remark 2 A geometric interpretation of Corollary 1 can be given as follows. Sup-

pose for simplicity that the λi’s are identical. Let W be the obstacle in R
2k defined

as in Remark 1. An important observation is that W is cylindrical in the direc-

tion of the 2-dimensional subspace N spanned by vectors (1, 0, 1, 0, . . . , 1, 0)T and

(0, 1, 0, 1, . . . , 0, 1)T in R
2k, in the sense that for any x ∈ R

2k, x ∈ W if and only if

x + N ⊂ W . Let V be the orthogonal complement of N in R
2k. Then a and b are

λ-aligned if and only if a and b are on the same V -slice in R
2k, i.e., if and only if

a − b ∈ V . The conclusions of Proposition 2 and Corollary 1 say that for a and b

that are not necessarily λ-aligned, the shortest geodesic in R
2k \ W from a to b can

be decomposed into two parts: its projection onto N , which is a constant speed mo-

tion along the straight line from πN (a) to πN (b), where πN : R
2k → N denotes the

orthogonal projection map onto N ; and its projection onto V , which is the shortest

geodesic in V ∩ W c connecting πV (a) and πV (b), where πV : R
2k → V denotes the

orthogonal projection map onto V . Since V is of dimension 2k − 2, this effectively

reduces the dimension of the problem by 2.
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2.4.2 Optimal conflict-free maneuvers for two agents

We now show that the solution to problem (2.4) in the case when there are

only two agents follows directly from Corollary 1.

Assume that a = (a1, a2) and b = (b1, b2) are λ-aligned, and denote by

c their common λ-centroid. If α∗ = (α∗
1, α

∗
2) ∈ P(r,a,b) is an optimal solution to

problem (2.4), then, by Proposition 3, the λ-centroid of α∗
1(t) and α∗

2(t) is equal to

c for any t ∈ T , or equivalently,

α∗
1(t) − c = −λ2

λ1
(α∗

2(t) − c), ∀t ∈ T. (2.7)

From equation (2.7), it then follows that the energies of α∗
1 and α∗

2 are related by

λ2
1J(α∗

1) = λ2
2J(α∗

2), and that the separation constraint ‖α∗
1(t)−α∗

2(t)‖ ≥ r is equiv-

alent to ‖α∗
1(t) − c‖ ≥ λ2r. Therefore, problem (2.4) can be reduced to

minimize J(α1) subject to α1 ∈ P1 and α1 : T → Bc(c, λ2R), (2.8)

where Bc(c, λ2R) denotes the complement in R
2 of the open disk of radius λ2r cen-

tered at c. Thus the problem becomes finding the minimum energy maneuver for a

single agent in the presence of the static obstacle B(c, λ2R).

By assumption, both a1 and b1 belong to Bc(c, λ2R) since otherwise the

problem is infeasible. From the discussion at the beginning in Section 2.3, we know

that the optimal solution to problem (2.8) is a constant speed motion along the

shortest curve joining a1 to b1 while avoiding the obstacle B(c, λ2R). Let ∂B be the

boundary of the disk B(c, λ2R). The geometric construction of the shortest curve

within a given fundamental type is shown in Figure 2.5. The curve is composed of

three pieces: first from a1 to p1 ∈ ∂B along a straight line tangent to ∂B, then from

p1 to q1 along ∂B, and finally from q1 to b1 along another straight line tangent to
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Figure 2.5: An optimal 2-maneuver and its braid representation.

∂B. Here choosing a fundamental type is equivalent to choosing a side of the cylinder

in the braid representation. The globally optimal solution α∗
1 is the one of the two

locally optimal solutions with shorter arc length (or either one of them if they have

the same length). α∗
2 is then obtained from α∗

1 by equation (2.7). This is for the λ-

aligned case. Denote by γ∗
i (a,b), i = 1, 2, the obtained optimal maneuvers. For the

general case when a and b are not necessarily λ-aligned, we have by Proposition 2

Theorem 2 (Optimal conflict-free 2-maneuver) If k = 2, then the optimal so-

lution α∗ ∈ P(r,a,b) to problem (2.4) is given by:














α∗
1(t) = γ∗

1(a,b + w)(t) − t−t0
t1−t0

w

α∗
2(t) = γ∗

2(a,b + w)(t) − t−t0
t1−t0

w

, ∀t ∈ T, (2.9)

where w = λ1a1 − λ1b1 + λ2a2 − λ2b2.

Consider the case when the priority of agent 1 is much higher than that
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Figure 2.6: Optimal 2-maneuvers (r = 30). Left: λ1 = λ2 = 0.5, Right: λ1 = 0.8,
λ2 = 0.2.

of agent 2, which can be modeled by λ2 ' 0. In the λ-aligned case, this implies

a1 ' b1 ' c, and that the radius of the disk B(c, λ2R) is about 0. Therefore, γ∗
1 is

nearly a zero motion. For general a and b, it follows from Theorem 2 that the optimal

maneuver for agent 1 is almost a constant speed motion along the line segment from

a1 to b1. Hence, as expected, agent 2 is the one assuming most of the responsibility

of avoiding conflicts.

Shown in Figure 2.6 are the plots of optimal conflict-free maneuvers for a

typical 2-agent encounter with two different sets of priorities. The circles represent

the positions of the two agents at evenly distributed time instants. The plots show

that, in the case when a and b are not λ-aligned, the speeds of the agents in the

optimal maneuvers are not constant. As the priority of agent 1 increases, however,

its optimal maneuver gets closer to the constant speed motion along the straight line

connecting a1 to b1.
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2.4.3 Twist optimality

Another MSE-preserving operator can be introduced as follows. Suppose

that θ : T → R is a continuous and piecewise C2 map satisfying θ(t0) = 0, θ(t1) = 2nπ

for some n ∈ Z.

Definition 6 (Twist operator Rθ) The twist operator Rθ is defined as the map

from P(r,a,b) to P(r,a,b) such that for any α ∈ P(r,a,b), β = Rθ(α) is given by

βi(t) = T [θ(t)]αi(t), t ∈ T, i = 1, . . . , k,

where T [θ(t)] is the matrix corresponding to a rotation of θ(t) counterclockwise:

T [θ(t)] =







cos[θ(t)] − sin[θ(t)]

sin[θ(t)] cos[θ(t)]






.

The constraints on θ(t0) and θ(t1) ensure that Rθ(α) and α have the same starting

and ending positions. It is easy to see that Rθ is MSE-preserving and hence has

its image in P(r,a,b). Figure 2.7 shows the effect of Rθ (n = 0) on the braid

representation of a 2-maneuver.

By considering the perturbed maneuvers generated by Rθ, we have
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Proposition 4 Suppose that α∗ ∈ P(r,a,b) is an optimal solution to problem (2.4).

Then for any q ∈ R
2,

1

2

k
∑

i=1

λi(α
∗
i (t) − q)tT (π/2)α̇∗

i (t) = C, ∀t ∈ T, (2.10)

where C is a constant in [−π
z , π

z ], with z , 2
∫ t1
t0

[
∑k

i=1 λi‖α∗
i (t) − q‖2

]−1
dt.

Proof: Consider first the case when q = 0. For each α ∈ P(r,a,b), let β = Rθ(α).

Then for i = 1, . . . , k,

β̇i(t) = T [θ(t)]α̇i(t) +

(

d

dt
T [θ(t)]

)

αi(t) = T [θ(t)]α̇i(t) + θ̇(t)T [θ(t) + π/2]αi(t).

Since T [θ(t)] and T [θ(t)+π/2] are orthonormal and T t[θ(t)+π/2] = T [−θ(t)−π/2],

we have

‖β̇i(t)‖2 = ‖α̇i(t)‖2 + ‖αi(t)‖2|θ̇(t)|2 + 2θ̇(t)αt
i(t)T (−π/2)α̇i(t), i = 1, . . . , k .

Integrating and summing over i, we can write the cost difference ∆J(θ) as

∆J(θ) = J(β) − J(α) =

∫ t1

t0

[f1(t)|θ̇(t)|2 + 2f2(t)θ̇(t)] dt , (2.11)

where f1 and f2 are functions defined by

f1(t) ,
1

2

k
∑

i=1

λi‖αi(t)‖2, f2(t) ,
1

2

k
∑

i=1

λiα
t
i(t)T (−π/2)α̇i(t), ∀t ∈ T . (2.12)

Note that we use the notation ∆J(θ) to indicate its dependence on θ. We next

compute the optimal twist θ∗ such that ∆J(θ) is minimized. θ is subject to the

constraint that θ(t0) = 0, θ(t1) = 2nπ for some fixed n ∈ Z. For θ̇, this translates

into
∫ t1
t0

θ̇(t) dt = 2nπ. We can then write the Lagrangian function for this variational
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problem as

L(θ̇, µ) , ∆J(θ) + µ

[
∫ t1

t0

θ̇(t) dt − 2nπ

]

=

∫ t1

t0

{

f1(t)

[

θ̇(t) +
f2(t) + µ

2

f1(t)

]2

− [f2(t) + µ
2 ]2

f1(t)

}

dt − 2µnπ ,

where µ is the Lagrangian multiplier. Thus θ̇∗(t) = −[f2(t) + µ∗/2]/f1(t) where,

since
∫ t1
t0

θ̇(t) dt = 2nπ, µ∗ is given by:

µ∗ = −2

[
∫ t1

t0

f2(t)

f1(t)
dt + 2nπ

]/
∫ t1

t0

1

f1(t)
dt.

Then, we have the following expression for θ̇∗(t):

θ̇∗(t) = −f2(t)

f1(t)
+

[
∫ t1

t0

f2(t)

f1(t)
dt + 2nπ

]/[

f1(t)

∫ t1

t0

1

f1(t)
dt

]

.

Substituting this into equation (2.11), we get the minimal ∆J(θ):

∆J(θ∗) =

[∫ t1

t0

f2(t)

f1(t)
dt + 2nπ

]2/∫ t1

t0

1

f1(t)
dt −

∫ t1

t0

f2
2 (t)

f1(t)
dt .

If α = α∗ is an optimal maneuver, then ∆J(θ∗) ≥ 0. Hence,

[∫ t1

t0

f2(t)

f1(t)
dt + 2nπ

]2

≥
∫ t1

t0

1

f1(t)
dt ·

∫ t1

t0

f2
2 (t)

f1(t)
dt . (2.13)

In the case when n = 0, the equality holds in equation (2.13) since the lower

bound ∆J(θ∗) ≥ 0 can be strictly achieved by choosing θ∗(t) ≡ 0. Therefore,

[∫ t1

t0

f2(t)

f1(t)
dt

]2

=

∫ t1

t0

1

f1(t)
dt ·

∫ t1

t0

f2
2 (t)

f1(t)
dt .

Applying the Cauchy-Schwarz inequality to functions 1/
√

f1(t) and f2(t)/
√

f1(t), we

have that the above equality holds if and only if f2(t)/
√

f1(t) = C/
√

f1(t) for some

constant C, i.e., if and only if f2(t) ≡ C. In this case, equation (2.13) degenerates

into:

(Cz + 2nπ)2 ≥ C2z2, ∀n ∈ Z ,



30

with z =
∫ t1
t0

1/f1(t) dt, or equivalently, nπCz + n2π2 ≥ 0 for all n ∈ Z. This is

possible if and only if −π ≤ Cz ≤ π, thus completing the proof for the case q = 0.

The general case when q 6= 0 can be reduced to the above case by first

noticing that the optimality of α∗ in P(r,a,b) implies the optimality of α∗ − q =

〈α∗
i − q〉ki=1 in P(r,a − q,b − q), and then applying the results proved for the case

q = 0 to the optimal maneuver α∗ − q.

If n 6= 0, then the operator Rθ changes the homotopy type of conflict-free

maneuvers in P(r,a,b), thus enabling us to compare the performance of conflict-free

maneuvers of different types. In this sense, the result in Proposition 4 is global. We

illustrate this statement by the following example.

Example 1 Assume that k = 2 and λ1 = λ2 = 1
2 . Let t0 = 0 and t1 = τ for

some τ ∈ (0, 2π). Set a1 = r
2(1, 0)t, b1 = r

2 (cos τ, sin τ)t, a2 = −a1 and b2 =

−b1. Consider the conflict-free maneuvers α and β in P(r,a,b) defined by α1(t) =

r
2(cos t, sin t)t, α2(t) = −α1(t), and β1(t) = r

2 (cos( τ−2π
τ t), sin( τ−2π

τ t))t, β2(t) =

−β1(t), for all t ∈ [0, τ ]. The two agents under maneuver α (β) rotate around the

origin at constant angular velocity counterclockwise (clockwise) during [0, τ ]. Note

that β can be obtained from α by applying the twist operator Rθ with θ(t) = −2πt/τ

satisfying θ(τ) = −2π, and that α and β belong to different types. Since a and

b are λ-aligned, the results in Section 2.4.2 imply that α and β are the optimal

solutions to problem (2.4) restricted to the two fundamental types. The global optimal

solution is the one of them with smaller arc length, which can be easily seen to be

α if τ ∈ (0, π) and β if τ ∈ (π, 2π). This conclusion can also be reached directly by

an application of Proposition 4. In fact, if we choose q = 0 and compute C and z

defined in Proposition 4 with α in the place of α∗, we get C = r2/8 and z = 8τ/r2,
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and the inequality |C| ≤ π/z becomes τ ≤ π, which implies that α is not globally

optimal for τ ∈ (π, 2π). If we compute C and z with β in the place of α∗, we get

C = r2(τ − 2π)/8τ and z = 8τ/r2, and the inequality |C| ≤ π/z becomes τ ≥ π.

Hence β is not globally optimal for τ ∈ (0, π).

Note that by choosing different q ∈ R
2, Proposition 4 provides a family of

inequalities of the form −π
z ≤ C ≤ π

z that an optimal solution α∗ to problem (2.4)

must satisfy, where C and z are functions of q and α∗. In the case when a and b

are λ-aligned, by Proposition 3, we have
∑k

i=1 λiq
tT (−π/2)α̇∗

i (t) ≡ 0. Hence the

inequality becomes

∣

∣

∣

∣

1

2

k
∑

i=1

λiα
∗
i (t)

tT (−π/2)α̇∗
i (t)

∣

∣

∣

∣

≤ π

2

{
∫ t1

t0

[ k
∑

i=1

λi‖α∗
i (t) − q‖2

]−1

dt

}−1

.

The most restrictive bound is obtained by setting q equal to the common λ-centroid

of a and b, which minimizes the right-hand-side of the above equation. Moreover,

one can derive further optimality conditions by applying Proposition 4 to Tw(α∗) for

any w ∈ R
2, since by Proposition 2 Tw(α∗) is optimal in P(r,a,b + w).

2.4.4 Analysis by partial operators

Further optimality conditions can be derived by considering those trans-

formations that change the maneuvers of only a subset of the k agents (partial

operators).

Let α be an arbitrary conflict-free maneuver in P(r,a,b). At each time

t ∈ T , we can construct an undirected graph Gα(t) as follows: Gα(t) has k vertices,

numbered from 1 to k, corresponding to the k agents, and an edge connects vertices

i and j if and only if ‖αi(t) − αj(t)‖ = r. If there does exist an edge between vertex
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i and vertex j in Gα(t), we say that agent i and agent j contact at time t. Gα(t)

is called the formation pattern of α at time t. For a general definition of formation

pattern, see Chapter 4.

We start from a very special case. Assume that α is a conflict-free maneuver

in P(r,a,b) such that during the whole encounter the distance of agent 1 from

any of the other agents is strictly greater than r except possibly from agent 2, i.e.,

‖α1(t) − αi(t)‖ > r, ∀t ∈ T , i = 3, . . . , k. We shall introduce operators that leave

αi unchanged for i = 2, . . . , k and perturb α1 slightly, so that the perturbed α1 has

the same minimum distance from α2 in the time interval T . If such a perturbation is

small enough, then the perturbed α1 does not cause a conflict between agent 1 and

any of the agents with index i ≥ 3, given that their original minimum distance in

the time interval T was strictly greater than r.

Let h : T → T be a reparameterization of T , i.e., a bijection such that both

h and h−1 are continuous and piecewise C2, and h(t0) = t0 and h(t1) = t1.

Definition 7 (Partial slide operator L12
h ) L12

h : P(r,a,b) → P(a,b) is a map

such that for any α ∈ P(r,a,b), β = L12
h (α) is defined by:















β1(t) = α1[h(t)] − α2[h(t)] + α2(t), t ∈ T,

βi(t) = αi(t), t ∈ T, i = 2, . . . , k.

(2.14)

Note that inf t∈T ‖β1(t)−β2(t)‖ = inf t∈T ‖α1(t)−α2(t)‖. Also for h sufficiently close

to the identity map, the minimum distance in the time interval T between β1 and βi

is greater than r for i ≥ 3 by our assumption on α, implying that β ∈ P(r,a,b).

Figure 2.8 shows how β is constructed geometrically. First, the operator

Dᾱ2−α2 is performed on (α1, α2) to “straighten” the string corresponding to α2, where
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Figure 2.8: Slide operation L12
h on braids.

ᾱ2 denotes the constant velocity motion along the straight line between a2 and b2.

Next, the operator Ta2−b2 is applied to the resulting 2-maneuver to get a 2-maneuver

γ = (γ1, γ2) with γ1 = α1 −α2 + a2 and γ2 ≡ a2. Then, γ is reparameterized by h to

obtain η = (η1, η2) with η1 = (α1 ◦h)− (α2 ◦h)+a2 and η2 ≡ a2. Finally, the reverse

procedures of the second and first steps are applied subsequently to obtain (β1, β2)

from η. Roughly speaking, β̂ is obtained by “sliding” α̂1 along α̂2, hence the name

“slide operator” for L12
h . Note that the superscript and the subscript in L12

h indicate

respectively the two strings the operator works on and the reparameterization used.

By using the partial slide operator to generate the perturbation in the

variational analysis, we get (see [22] for the detailed proof):

Proposition 5 Suppose that α∗ ∈ P(r,a,b) is an optimal solution to problem (2.4),

and that there exists a subinterval (t′0, t
′
1) ⊂ T such that ‖α∗

1(t) − α∗
i (t)‖ >r, i =

3, . . . , k, for all t ∈ (t′0, t
′
1). Then α∗ satisfies

α̈∗
1(t)

t[α̇∗
1(t) − α̇∗

2(t)] ≡ 0, ∀t ∈ (t′0, t
′
1). (2.15)

Instead of sliding α1 along α2, we can rotate it. Let θ : T → R be a

continuous and piecewise C2 map with θ(t0) = θ(t1) = 0.
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Definition 8 (Partial rotation operator R12
θ ) The partial rotation operator R12

θ

is a map from P(r,a,b) to P(a,b) such that for any α ∈ P(r,a,b), β = R12
θ (α) is

defined by:














β1(t) = T [θ(t)][α1(t) − α2(t)] + α2(t), t ∈ T,

βi(t) = αi(t), t ∈ T, i = 2, . . . , k.

In the braid representation, β̂ is obtained by rotating the string α̂1 around

the string α̂2. If θ is close enough to the zero map, β = R12
θ (α) ∈ P(r,a,b). Similarly

to the proof of Proposition 5, by using the partial rotation operator, we get ([22]):

Proposition 6 Under the hypotheses of Proposition 5, α∗ satisfies

α̈∗
1(t)

tT (−π/2)[α∗
1(t) − α∗

2(t)] ≡ 0, ∀t ∈ (t′0, t
′
1). (2.16)

It can be verified that the optimal solution for the two agents case obtained

in Theorem 2 indeed satisfies both conditions (2.15) and (2.16). Moreover, if one of

the two agents has a predetermined maneuver throughout T , equations (2.15) and

(2.16) will govern the motion of the other agent. Note also that if in addition ‖α∗
1 −

α∗
2‖ = r on (t′0, t

′
1), then these two equations are equivalent, since in this case ‖α∗

1 −

α∗
2‖2 ≡ r2 implies that (α̇∗

1−α̇∗
2)

t(α∗
1−α∗

2) ≡ 0, i.e., α̇∗
1−α̇∗

2 and T (π/2)(α∗
1−α∗

2) have

the same direction. The intuitive understanding is that, in the braid representation,

the slide and rotation operations of a string on the surface of a cylinder lead to the

same orthogonal perturbation.

The above idea can be carried out even further. Suppose that the formation

pattern of an optimal maneuver α∗ ∈ P(r,a,b) remains constant on some subinterval

(t′0, t
′
1) ⊂ T . We can perturb α∗ by sliding (rotating) slightly the maneuvers of a

subset of the k agents with respect to that of agent i in the time subinterval (t ′0, t
′
1).
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To ensure that the perturbed joint maneuver belongs to P(r,a,b), any agent in this

subset should have a minimum distance strictly greater than r from any of the agents

not belonging to the subset, except possibly from agent i, in the time interval (t ′0, t
′
1).

Since α∗ is optimal, its energy cannot be decreased by such a perturbation. By using

the same arguments leading to Proposition 5 and Proposition 6, we then have ([22])

Proposition 7 Suppose that α∗ ∈ P(r,a,b) is an optimal solution to problem (2.4),

and that its formation pattern remains constant on some subinterval (t′0, t
′
1) ⊂ T .

Pick any agent, say, agent i, and let I ⊂ {1, 2, . . . , k}\{i} be a subset of the remaining

agents that corresponds to a maximal connected component of the graph obtained by

removing node i and all the edges connected with it from the formation pattern during

(t′0, t
′
1). Then for all t ∈ (t′0, t

′
1),

∑

j∈I
λjα̈

∗
j (t)

t(α̇∗
j (t) − α̇∗

i (t)) ≡ 0,

∑

j∈I
λjα̈

∗
j (t)

tT (π/2)(α∗
j (t) − α∗

i (t)) ≡ 0.

(2.17)

Note that (2.15) and (2.16) are special cases of (2.17) when i = 2 and I = {1}.

Remark 3 All the optimality conditions we have obtained so far admit mechanical

interpretations, as will be shown in Section 2.6. However, it should be pointed out

that in general they cannot completely characterize the optimal maneuver with an

arbitrary formation pattern. A complete set of local optimality conditions can be

derived by considering all possible local perturbations of maneuvers that preserve

the formation pattern, or, in the light of Remark 1, by writing down the geodesics

equation in a suitable Riemannian manifold.
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2.4.5 Regularity of optimal conflict-free maneuvers

The regularity of optimal conflict-free maneuvers is a tricky issue. For

example, it is already not a trivial problem to prove that, for each optimal α∗,

there exists a finite subdivision of T such that the formation pattern Gα∗(t) remains

constant during each subinterval and contiguous subintervals correspond to different

formation patterns. It is proved in [2] that, in a Euclidean space under the presence of

open obstacles with locally analytic boundary, a geodesic can have, in any segment

of finite arc length, only a finite number of switch points where it switches from

an interior segment to a segment on the boundary of an obstacle or vice versa.

Unfortunately, this result does not apply in our case, since the obstacle W as defined

in Remark 1 has nonsmooth boundary.

On the other hand, it can be proved that an optimal α∗ is always C1,

i.e., there is no sharp turns in the optimal conflict-free maneuvers. In fact, this

follows from a general result proved in [24], which states that if a manifold M with

(nonsmooth) boundary is a subset of R
n obtained by removing from R

n a finite union

of open convex subsets, each of which has a smooth boundary, then any geodesic of

M is of class C1. Note that the convex subsets are not required to be disjoint for

this conclusion. In our case, by Remark 1, the obstacle is the union of k(k−1)
2 convex

cylinders in R
2k.

2.5 An interesting example

In this section we will show by a simple example how the optimality condi-

tions obtained in Section 2.4 can be used to determine the optimal maneuver with a
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particular formation pattern. This example will also serve as a counterexample to the

conjecture that for each multi-agent encounter, there is a unique optimal conflict-free

maneuver within each homotopy type, which is true for k = 2 by Theorem 2.

Consider three agents with equal priorities λ1 = λ2 = λ3 = 1
3 and r =

1. Suppose that α∗ is an optimal conflict-free maneuver for some starting position

a = (a1, a2, a3) and destination position b = (b1, b2, b3) that are λ-aligned with

the common λ-centroid at the origin, and that on some subinterval of T (which

we may assume without loss of generality to be T itself), its formation pattern

Gα∗(t) is constant with edges between vertices 1 and 3 and between vertices 2 and

3, but no edges between vertices 1 and 2. Then, by Corollary 1 and Proposition 7,

α∗ = (α∗
1, α

∗
2, α

∗
3) must satisfy for t ∈ T















































∑3
i=1 α∗

i (t) = 0,

α̈∗
1(t)

tT (π/2)(α∗
1(t) − α∗

3(t)) = 0,

α̈∗
2(t)

tT (π/2)(α∗
2(t) − α∗

3(t)) = 0,

‖α∗
1(t) − α∗

3(t)‖ = ‖α∗
2(t) − α∗

3(t)‖ = 1.

(2.18)

We now show that equation (2.18) is equivalent to the geodesics equation

of a suitable Riemannian manifold ([12]). Hence, for any set of initial conditions

α∗
i (t0), α̇

∗
i (t0), i = 1, 2, 3, it has a unique solution for t sufficiently close to t0.

First, notice that α∗ as a curve in R
6 lies in the submanifold N of R

6

determined by the first and the last equations of (2.18), namely the set of all those

points (x1, y1, x2, y2, x3, y3) in R
6 such that

∑3
i=1 xi =

∑3
i=1 yi = 0, (x1 − x3)

2 +

(y1 − y3)
2 = 1 and (x2 − x3)

2 + (y2 − y3)
2 = 1. N is a compact two-dimensional
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Figure 2.9: T
2
0 as a subset of T

2 in the (θ1, θ2) coordinate.

submanifold of R
6 and admits a global coordinate (θ1, θ2) defined by

θ1 = arctan
y1 − y3

x1 − x3
, θ2 = arctan

y2 − y3

x2 − x3
.

(θ1, θ2) takes values in the rectangle [0, 2π] × [0, 2π] with opposite edges identified,

i.e., the 2-torus T
2. In order to satisfy our assumption that the distance between

agent 1 and agent 2 is greater than r during T , α∗ must lie in an open subset N0

of N consisting of all those points (x1, y1, x2, y2, x3, y3) in N such that (x1 − x2)
2 +

(y1 − y2)
2 > 1. In the (θ1, θ2) coordinate, N0 corresponds to an open subset T

2
0

of T
2 obtained by removing from T

2 the shaded region shown in Figure 2.9. Hence

topologically N0 is homeomorphic to S1×(0, 1), an untwisted ribbon whose boundary

consists of two disjoint circles.

Each (θ1, θ2) ∈ T
2 determines a unique point f(θ1, θ2) in N by

f(θ1, θ2) =
1

3
(2 cos θ1 − cos θ2, 2 sin θ1 − sin θ2,− cos θ1 + 2 cos θ2,

− sin θ1 + 2 sin θ2,− cos θ1 − cos θ2,− sin θ1 − sin θ2)
t,

(2.19)

which is an embedding of T
2 (respectively, T

2
0) into R

6 whose image is N (respectively,

N0).
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By using f as the coordinate map, it can be verified that in the (θ1, θ2)

coordinate, equation (2.18) is reduced to the following second order ODE:














2θ̈1 − cos(θ1 − θ2)θ̈2 = sin(θ1 − θ2)(θ̇2)
2

2θ̈2 − cos(θ1 − θ2)θ̈1 = − sin(θ1 − θ2)(θ̇1)
2.

(2.20)

Equation (2.20) is the geodesics equation of T
2 with a suitably chosen met-

ric. In fact, let R
6 be equipped with the standard Riemannian metric. N as a

submanifold inherits from R
6 a metric by restriction. Let g be the corresponding

metric on T
2 obtained by pulling back the metric on N via f , so that f becomes

an isometry. It will be proved in the following that (2.20) is indeed the equation

for geodesics of T
2 under the metric g. As a result, each solution α∗ of equation

(2.18) is a geodesic of N , which is not surprising by Remark 1. Since T
2 (hence N)

is compact, a solution to equation (2.18) is defined for all duration of time, provided

that it stays inside N0. Equation (2.20) can be solved by two integrals (see [24] for

details).

Deeper optimality conditions of conflict-free maneuvers can be obtained in

this interpretation. To this end, we first compute several geometrical quantities of

the Riemannian manifold (T2, g).

2.5.1 Geometry of (T2, g)

At each point (θ1, θ2) ∈ T
2, a basis ∂

∂θ1
and ∂

∂θ2
of the tangent space of T

2

is mapped by the differential of the coordinate map f defined in (2.19) to














df( ∂
∂θ1

) = 1
3 (−2 sin θ1, 2 cos θ1, sin θ1,− cos θ1, sin θ1,− cos θ1, )

T ,

df( ∂
∂θ2

) = 1
3 (sin θ2,− cos θ2,−2 sin θ2, 2 cos θ2, sin θ2,− cos θ2)

T ,

(2.21)
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which form a basis of the tangent space of N at f(θ1, θ2). Here we have identified the

tangent space of R
6 at f(θ1, θ2) with R

6 itself, thus the tangent space of N at f(θ1, θ2)

becomes a subspace of R
6. The standard metric of R

6 induces by f isometrically the

metric g on T
2 of the form:

g =







g11 g12

g21 g22






=

1

3







2 − cos(θ1 − θ2)

− cos(θ1 − θ2) 2






, (2.22)

where gij , 〈 ∂
∂θi

, ∂
∂θj

〉 for i, j = 1, 2. The inverse of g can be written as

g−1 =







g11 g12

g21 g22






=

3

4 − cos2(θ1 − θ2)







2 cos(θ1 − θ2)

cos(θ1 − θ2) 2






.

The covariant derivative ∇ of T
2 with respect to the Levi-Civita connection

is defined by ([12])

∇ ∂
∂θi

∂

∂θj
=

2
∑

m=1

Γm
ij

∂

∂θm
, ∀1 ≤ i, j ≤ 2,

where Γm
ij , 1 ≤ i, j,m ≤ 2, are the Christoffel symbols that can be computed by

Γm
ij =

1

2

2
∑

l=1

{∂gjl

∂ξi
+

∂gli

∂ξj
− ∂gij

∂ξl
}glm, 1 ≤ i, j,m ≤ 2.

It is easy to verify that

Γ1
11 = −Γ2

22 =
sin(θ1 − θ2) cos(θ1 − θ2)

4 − cos2(θ1 − θ2)
, Γ2

11 = −Γ1
22 =

2 sin(θ1 − θ2)

4 − cos2(θ1 − θ2)
,

and Γm
12 = Γm

21 = 0 for m = 1, 2. The equations for geodesics in T
2 are ξ̈m +

∑

i,j Γm
ij ξ̇iξ̇j = 0, m = 1, 2, which yield

[4 − cos2(θ1 − θ2)]θ̈1 = − sin(θ1 − θ2) cos(θ1 − θ2)(θ̇1)
2 + 2 sin(θ1 − θ2)(θ̇2)

2,

[4 − cos2(θ1 − θ2)]θ̈2 = −2 sin(θ1 − θ2)(θ̇1)
2 + sin(θ1 − θ2) cos(θ1 − θ2)(θ̇2)

2.
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The above equations are readily seen to be equivalent to equation (2.20).

Next, we will compute the curvature of T
2. Let R be the curvature tensor

of T
2. Let Rijml be its value in basis ∂

∂θ1
, ∂

∂θ2
defined by ([12])

Rijml , 〈R(
∂

∂θi
,

∂

∂θj
)

∂

∂θm
,

∂

∂θl
〉

= 〈(∇ ∂
∂θj

∇ ∂
∂θi

−∇ ∂
∂θi

∇ ∂
∂θj

+ ∇[ ∂
∂θi

, ∂
∂θj

])
∂

∂θm
,

∂

∂θl
〉,

for all 1 ≤ i, j,m, l ≤ 2. Then Rijml =
∑2

s=1 Rs
ijmgsl, where Rs

ijm can be computed

by

Rs
ijm =

2
∑

p=1

Γp
imΓs

jp −
2

∑

p=1

Γp
jmΓs

ip +
∂

∂θj
Γs

im − ∂

∂θi
Γs

jm.

In our case, calculation shows that

R1
121 = R2

122 =
−3 cos2(θ1 − θ2)

[4 − cos2(θ1 − θ2)]2
, R2

121 = R1
122 =

−6 cos(θ1 − θ2)

[4 − cos2(θ1 − θ2)]2
,

and Rs
21m = −Rs

12m, Rs
11m = Rs

22m = 0 for all 1 ≤ m, s ≤ 2. Hence,

R1212 =
− cos(θ1 − θ2)

4 − cos2(θ1 − θ2)
.

Therefore, the sectional curvature of T
2 is

K =
R1212

g11g22 − g2
12

=
−9 cos(θ1 − θ2)

[4 − cos2(θ1 − θ2)]2
. (2.23)

K depends only on θ1 − θ2 since the map (θ1, θ2) 7→ (θ1 + ξ, θ2 + ξ) mod 2π is an

isometry of T
2 for each ξ. In the special case when θ1 − θ2 = π, we have K = 1.

Now consider the curve θ in T
2 defined by θ(t) = (θ1(t), θ2(t)) = (t, π + t)

for t ∈ [0, τ ], where τ is positive. θ is a trivial solution to (2.20), hence a geodesic of

T
2 that is contained completely in T

2
0. θ determines a 3-maneuver α∗ = f ◦ θ, i.e.,

α∗
1(t) = (cos t, sin t)t, α∗

2(t) = (− cos t,− sin t)t, α∗
3(t) = (0, 0)t, t ∈ [0, τ ]. (2.24)
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In the motions specified by α∗, agent 3 stays at the origin, while agent 1 and agent

2 are at unit distance from agent 3 but on the opposite side of it so that three of

them are always collinear, and both agent 1 and agent 2 rotate at the same constant

angular velocity around agent 3. α∗ thus defined is a solution to equation (2.18).

An application of Proposition 4 implies that α∗ is no longer optimal if τ > π, for

otherwise a better maneuver can be obtained by rotating agent 1 and agent 2 the

opposite way around agent 3. The following proposition improves this result.

Proposition 8 Maneuver α∗ defined by (2.24) is not optimal if τ >
√

2
2 π.

Proof: Since f is an isometry, we need only to prove that the geodesic θ is no

longer distance-minimizing between its end points θ(0) = (0, π) and θ(τ) = (τ, π+ τ)

once τ > τ0 =
√

2
2 π. To this end, it suffices to prove that θ(τ0) is a conjugate point

of θ(0) along θ, in other words, there exists a nontrivial Jacobi field X along θ that

vanishes at both θ(0) and θ(τ0) ([33]).

Define two vector fields along θ by X1 = ∂
∂θ1

+ ∂
∂θ2

and X2 = ∂
∂θ1

− ∂
∂θ2

.

Then, it is easy to verify that X1 and X2 are orthogonal, and that X1 coincides with

the velocity field θ̇ of the geodesic θ. Moreover, using the Christoffel symbols, we

conclude that ∇θ̇X2 ≡ 0; hence, X2 is parallel along θ.

A Jacobi field X along θ and orthogonal to θ̇ is necessarily of the form

X(t) = h(t)X2(t) for some function h defined on [0, τ ], and satisfies the Jacobi

equation ∇θ̇∇θ̇X + R(θ̇, X)θ̇ = 0, where R is the curvature tensor of T
2. Since

∇θ̇∇θ̇X = ḧX2 and R(θ̇, X)θ̇ are both orthogonal to θ̇, the Jacobi equation is equiv-

alent to 〈ḧX2, X2〉 + 〈R(θ̇, hX2)θ̇, X2〉 = 0. By (2.23), the sectional curvature K of

T
2 along θ is constant 1. Using the relation 〈R(θ̇, hX2)θ̇, X2〉 = hK[〈θ̇, θ̇〉〈X2, X2〉 −

〈θ̇, X2〉2], we have ḧ + 2h = 0. A solution of h vanishing at 0 is h(t) = sin(
√

2t), so
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X(t) = sin(
√

2t)X2(t) is an Jacobi field along θ vanishing at t = 0 and t =
√

2
2 π = τ0.

Therefore, θ(τ0) is a conjugate point of θ(0) along θ.

A more intuitive way of obtaining the conclusion of Proposition 8 is through

variational analysis of α∗ using perturbations of the following form. Recall that

θ(t) = (θ1(t), θ2(t)) = (t, π + t), t ∈ T = [0, τ ] is the curve in T
2
0 that α∗ corresponds

to. Let ξ1 : T × (−ε, ε) → R be a proper variation of the map θ1 : T → R, i.e., ξ1 is

a smooth map such that ξ1(t, 0) = θ1(t), ξ1(0, s) = θ1(0), ξ1(τ, s) = θ1(τ) for t ∈ T

and s ∈ (−ε, ε), where ε is a small positive number. Let ξ2 : T × (−ε, ε) → R be

a proper variation of the map θ2 : T → R. Consider joint maneuvers βs defined in

(θ1, θ2) coordinate by (ξ1(·, s), ξ2(·, s)) for s ∈ (−ε, ε), which all start from α∗(0) and

end in α∗(τ). In the braid representation, β̂s is obtained from α̂∗ by rotating the

strings α̂∗
1 and α̂∗

2 by certain angles with respect to the string α̂∗
3 and then re-align

the three strings to the origin. βs is conflict-free if the variations ξ1 and ξ2 are small

enough. Then, a necessary condition for α∗ to be optimal is that the energy of βs is

minimized at s = 0 for all possible ξ1 and ξ2. After a lengthy calculation, this will

lead to the conclusion of Proposition 8.

If we consider only conflict-free maneuvers with this particular formation

pattern, then it is proved in [30] that, after τ passes the critical value
√

2
2 π, the optimal

conflict-free maneuver from α∗(0) to α∗(τ) bifurcates from α∗ into two conflict-free

maneuvers with identical energy. Shown in the first row of Figure 2.10 are the plots

of α∗ for some τ >
√

2
2 π. The middle column is its plot in (θ1, θ2) coordinate, and

the right column is its braid representation. In the second and third rows, we plot by

numerical simulations the two bifurcated optimal conflict-free maneuvers with this

formation pattern, which in (θ1, θ2) coordinate are mirror image of each other with
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Figure 2.10: Bifurcation of minimizing geodesics in T
2. Left column: 3-maneuvers;

Middle column: (θ1, θ2) phase plots; Right column: braids.
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respect to the line θ1− θ2 = π
2 . For more details on the above claims and the general

problem of conjugate points in manifolds with boundary, see [30].

One can also consider k ≥ 3 agents with equal priorities, which are originally

in a straight line with distance between successive agents being 1, and which rotate at

a constant angular velocity around their centroid. This defines a geodesic in a certain

submanifold of R
2k as we have discussed before. The maximal angle they can rotate

before the first conjugate point of this geodesic is encountered in the submanifold is

denoted by τ ∗
k . It can be expected that τ ∗

k decreases with k. In [27] we prove that

τ∗
k =

π
√

k(k−1)
2 − 1

.

It is worthwhile at this point to summarize the optimality conditions we

have derived so far. All of them, with the exception of Proposition 4 and Proposi-

tion 8, are local in the sense that they can be obtained by using spike-like pertur-

bations in the variational analysis, which only change maneuvers in a neighborhood

of a fixed time epoch. Proposition 8 is semi-global in that its conclusion can only

be reached by perturbations that change maneuvers throughout a subinterval of the

encounter with positive length. Proposition 4 is a global one, in the sense that it en-

ables us to compare the performance of maneuvers belonging to different homotopy

types.

2.6 Two mechanical analogies

We now give two mechanical analogies of our results. Note that they serve

only as analogies to gain more insights into the results obtained, and are not rigorous

proofs themselves.
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First, consider the following experiment. Instead of k agents, we have k

particles of mass λ1, . . . , λk on a horizontal plane with no external forces acting on

them. At time t0, they are at the initial positions a1, . . . , ak with certain initial

velocities. Each particle i moves with constant velocity until the distance between

it and some other particle j becomes r. Then a rigid rod of zero mass is introduced

between particle i and particle j to prevent their distance from further decreasing,

and the two particles move together with the rod at velocities determined by the

law of conservation of momentum and angular momentum. We refer to the above

process where a rigid rod is introduced between two particles as a (two-particle) join.

There are two types of joins: tangential and non-tangential. A join is tangential if

the time derivative of the distance between the two particles at the time of join is

zero, otherwise the join is non-tangential. It is evident that some kinetic energy is

lost for a non-tangential join since there is a collision between the two particles along

the direction of the rod. As time goes on, more particles can join to form larger

groups. In addition to joins, a group of particles connected by rods can split at any

time, in the sense that some or all of the rods disappear instantly at that time. So

when a split occurs, neither the positions nor the velocities of the particles change,

but the group separates into several independent subgroups.

It is claimed that by appropriately choosing the initial velocities, time and

order of the joins and splits, one can get from such an experiment the optimal

maneuver α∗. In fact, during any time interval I in which there are neither joins nor

splits, the system of particles naturally corresponds to a formation pattern with edges

between vertices representing rods between particles. Moreover, if I is sufficiently

small, the motions of the particles correspond to the optimal conflict-free maneuver
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associated with such a formation pattern. To see this, recall that by the principle of

least action ([3]), the motion of the interconnected particles system is an extremal

of the action integral
∫

I(E − U) dt. Here E = 1
2

∑k
i=1 λiv

2
i represents the kinetic

energy, and U is the potential, which is zero by our assumption on the absence

of external forces. So, for sufficiently small time interval I, the motions of the

interconnected particles minimize 1
2

∑k
i=1 λi

∫

I v2
i dt; hence they specify precisely the

optimal maneuver over I by definition. Equation (2.18) determines, for example,

the motions of three particles connected by two rigid rods with zero masses. For

discussions on the general problem of kinematically coupled structures composed of

rigid and flexible bodies, see [36] and other references in the same book.

In this mechanical interpretation, the conclusion of Proposition 2 is simply

the invariance of the motions of a mechanical system with respect to changes of

inertial coordinates. Since the total momentum and the total angular momentum of

the system are conserved in each time interval with constant configuration (formation

pattern) and do not change during joins or splits, they are constant during the

whole time interval T , which are the conclusions of Corollary 1 and Proposition 4,

respectively. Proposition 4 further imposes an upper bound on the total angular

momentum, implying that the whole system cannot spin “too fast”. In addition,

the assertion in Section 2.4.5 that α∗ is C1 implies that all the joins should be

tangential; hence there is no kinetic energy lost during joints and splits and the

total kinetic energy 1
2

∑k
i=1 λiv

2
i is also conserved, as it is shown in [22] by using a

reparameterization operator.

In mechanics, there is a systematic way of using symmetry on the configu-

ration space to reduce the degree of freedom ([3, 45]). In our case, the symmetry is
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SE2, the group of rigid body motions in R
2, acting on R

2. Hence the analysis lead-

ing to Corollary 1 and Proposition 4 (except the bound in Proposition 4) is simply

the application of the symmetry reduction method uniformly to all the configuration

spaces of a system with time-varying configurations. Compared with more advanced

techniques such as those based on the Hamiltonian, symplectic, and Poisson view-

points, our approach, which is Lagrangian in nature, deals with the nonsmoothness

of the boundary constraints directly, thus avoiding the trouble of solving for each

smooth component of the boundary constraints individually before piecing them to-

gether properly to get the final solution. In Chapter 3, the corresponding method

is generalized to an arbitrary Riemannian manifold with a group of isometries. For

application of Lagrangian reduction to holonomic and nonholonomic mechanical sys-

tems, see [34].

A major drawback of the above mechanical model is that it is local, hence

little insights can be obtained about the global optimality conditions. In this sense,

the second model we are going to present is more “faithful”, and once again demon-

strates the advantage of adopting the braid point of view. As we have shown in

Section 2.2, each conflict-free maneuver α of the k agents corresponds to a k-braid

α̂, whose intersection with any horizontal plane t = τ (τ ∈ T ) consists of k points

satisfying the r-separation property. Therefore, if we enlarge the radius of strings in

α̂ to r/2, or more precisely, if we think of each of the k strings in α̂ as consisting of

an infinite number of horizontal disks of radius r/2 and height 0 mounting vertically,

with each disk confined to move in a fixed horizontal plane t = τ for some τ ∈ T ,

then the condition that α is conflict-free is equivalent to that the k enlarged strings

in α̂ do not overlap. Examples of such enlarged braids are shown in Figure 2.11 for
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Figure 2.11: Examples of elastic (enlarged) braids in equilibrium positions. Left:
unstable; Center and right: stable.

the three conflict-free maneuvers in Figure 2.10.

Assume that, for each i = 1, . . . , k, the enlarged string α̂i in α̂ is elastic

with elasticity coefficient λi, and has smooth surface so that any two strings can

slide along each other without friction. Under these assumptions, the elastic energy

of this k-string system is proportional to the energy of the corresponding conflict-

free maneuver. If we fix the strings in α̂ at both the bottom (t = t0) and the top

(t = t1) horizontal planes and leave free the remaining parts, then for certain choices

of α this elastic k-string system will be in an equilibrium (stationary) position. The

optimal conflict-free maneuvers have minimal energy, hence necessarily correspond

to equilibrium positions.

Suppose that α̂ is in an equilibrium position. Pick any disk in α̂ that

belongs to the string α̂i and lies on the horizontal plane t = τ for some i = 1, . . . , k

and t0 < τ < t1. Denote this disk by Di(τ). Then Di(τ) is subject to two types

of forces: forces enacted by disks in the same string that are immediately above

and below Di(τ), i.e., Di(τ
+) and Di(τ

−); and forces enacted by disks in the same

horizontal plane t = τ but belonging to different strings, i.e., Dj(τ) with j 6= i.

Since Di(τ) is confined to move on the plane t = τ , we are concerned with only the
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projection of the forces onto this plane. The contribution of the forces of the first

type is easily seen to be proportional to λiα̈i(τ). As for the forces of the second type,

say, the force enacted by disk Dj(τ) (j 6= i) that contacts Di(τ), by our assumption of

no frictions, this force is directed from the center of Dj(τ) to the center of Di(τ), i.e.,

from (αj(τ), τ) to (αi(τ), τ). Now the conclusion of Proposition 7 can be explained as

follows. Let I be a subset of {1, . . . , k}\{i} that corresponds to a maximal connected

component of the graph obtained by removing node i and all the edges connected

with it from the formation pattern of α at time τ . Since α̂ is in an equilibrium

position, the subsystem DI(τ) consisting of disks Dj(τ) for j ∈ I is stationary. So

the total moment (torque) of external forces acting on DI(τ) is zero, which is exactly

the conclusion of Proposition 7. Note that here we choose (αi(τ), τ) as the origin

and use the fact that torque of forces enacted by Di(τ) on disks in DI(τ) is zero by

our above analysis.

Other optimality conditions can also be explained in this model. For ex-

ample, the conclusion of Corollary 1 is, after differentiation with respect to t twice,

simply that on any horizontal plane t = τ ∈ T the combined external forces acting

on the subsystem consisting of disks Di(τ), i = 1, . . . , k, is zero. For the example in

Section 2.5, the semi-global conclusion of Proposition 8 can be intuitively understood

as that, after a rotation of more than π√
2
, the cumulative force of the two neighboring

strings on the central one exceeds a critical value so that the equilibrium position of

α̂∗ becomes unstable. Any slight perturbation will then render the system to settle

in one of the two bifurcated positions with minimal elastic energy (see Figure 2.11),

provided that there exists very small but nonzero air frictions to avoid persistent

oscillation.
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2.7 Optimal multi-legged conflict-free maneuvers

Due to the difficulty in computing analytically the optimal conflict-free

maneuver when the number k of agents is large, we now restrict our attention to those

maneuvers specified by a set of waypoints, which might well be the only feasible form

of joint maneuvers that a central controller can specify to the participating agents

in practice.

To be precise, consider k agents with starting position a = 〈ai〉ki=1 and

destination position b = 〈bi〉ki=1. Assume that a set of epochs {sj}m
j=0, s0 = t0 <

s1 < · · · < sm−1 < sm = t1, where m is a positive integer, has been fixed. For each

agent i, choose a set of waypoints {ci,j}m
j=0 in R

2 such that ci,0 = ai and ci,m = bi.

Then, an m-legged maneuver of agent i is a maneuver consisting of m stages, where at

each stage j ∈ {0, 1, . . . ,m− 1}, agent i starts from ci,j at time sj and reaches ci,j+1

at time sj+1 with constant velocity. Denote by Pm
i the set of all m-legged maneuvers

of agent i, and by Pm(a,b) =
∏k

i=1 Pm
i the set of all m-legged joint maneuvers. In

the braid representation, an m-legged joint maneuver corresponds to k strings, each

one consisting of m line segments pieced together. The set of m-legged conflict-free

maneuvers consists of all elements of Pm(a,b) with MSE at least r and is denoted

by Pm(r,a,b).

In this section, we shall try to solve the following version of problem (2.4):

minimize J(α) subject to α ∈ Pm(r,a,b). (2.25)

By using similar arguments, one can show that some of the optimality

conditions in Section 2.4, such as Corollary 1, still apply for solutions to problem

(2.25). In general, a solution to problem (2.25) is only suboptimal for problem (2.4).
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2.7.1 Optimal 2-legged conflict-free maneuver for two agents

We start from the simplest case when k = 2 and m = 2. Consider two

agents with starting position a = (a1, a2) and destination position b = (b1, b2). Let

α = (α1, α2) be a 2-legged conflict-free maneuver in P2(r,a,b) with three waypoints

ci,j, j = 0, 1, 2, for each agent i = 1, 2. Since ci,0 = ai and ci,2 = bi are fixed for each

agent i, the middle waypoints ci,1 will be denoted by ci to simplify the notations. Let

tc ∈ (t0, t1) be the epoch corresponding to the middle waypoints. Then, the motions

of the two agents are described by

αi(t) =















ai + (ci − ai)
t−t0
tc−t0

, t0 ≤ t ≤ tc

bi + (ci − bi)
t−t1
tc−t1

, tc ≤ t ≤ t1

, i = 1, 2.

After some calculations, the energy of a maneuver α ∈ P2(a,b) as the function of c1

and c2 can be expressed as follows

J(α) =
t1 − t0

(t1 − tc)(tc − t0)
[λ1‖c1 − cu

1‖2 + λ2‖c2 − cu
2‖2] + C , (2.26)

where C is a constant and cu
i , i = 1, 2, are defined by

cu
i =

(t1 − tc)ai + (tc − t0)bi

t1 − t0
, i = 1, 2. (2.27)

Note that cu
1 and cu

2 are the optimal waypoints when minimizing J(α) without the

MSE constraint. In the braid representation, cu
1 and cu

2 correspond to the intersec-

tions of the plane t = tc with the lines joining (ai, t0) to (bi, t1), for i = 1 and 2,

respectively.

The MSE constraint can be simplified as well. The minimal distance dl
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between the two agents during the time interval [t0, tc] is given by

dl =































‖c1 − c2‖, if u0 < −‖c1 − c2 − a1 + a2‖2

√

‖a1 − a2‖2 − u2
0/‖c1 − c2 − a1 + a2‖2, if − ‖c1 − c2 − a1 + a2‖2 ≤ u0 ≤ 0

‖a1 − a2‖, if u0 > 0,

where u0 , (a1 − a2)
t(c1 − c2 − a1 + a2). Note that dl is a function of the relative

positions a1 − a2 and c1 − c2 only and is independent of the epoch tc. We then use

dl(a1 − a2, c1 − c2) to denote it explicitly. Similarly, the minimum distance between

the two agents during the time interval [tc, t1] is dl(c1 − c2, b1 − b2).

For α to be a conflict-free maneuver, both dl(a1 − a2, c1 − c2) and dl(c1 −

c2, b1−b2) have to be at least r, yielding two constraints on c1−c2. Depending on the

relative position of a1 −a2 and b1 − b2, the feasible set A for c1 − c2 has four possible

configurations, which are numbered from 1 to 4 and represented by shaded regions in

Figure 2.12. Notice that A consists of two connected components in configuration 1

and 3, which correspond to the two fundamental types of the conflict-free maneuvers.

In configurations 2 and 4, however, only one fundamental type can be achieved by

2-legged maneuvers.

Remark 4 The feasible set A for c1 − c2 can be characterized as the subset of R
2

consisting of all those points that are “visible” to both a1 − a2 and b1 − b2 in the

presence of the open disk B(0, r) as obstacle. In fact, by applying an appropriate

tilt operator Tw that preserves the MSE and c1 − c2, one can assume that c2 = a2,

i.e., agent 2 stays at a2 during [t0, tc]. Thus the MSE constraint during [t0, tc] is

equivalent to the constraint that the line segment from a1 to c1 does not intersect

B(a2, r), or alternatively, the line segment from a1 − a2 to c1 − c2 does not intersect
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Figure 2.12: The four configurations of the feasible set A for c1 − c2.

B(0, r). Similar arguments apply to the second stage of α.

As a result of the above simplifications, problem (2.25) is reduced to

minimize λ1‖c1 − cu
1‖2 + λ2‖c2 − cu

2‖2 subject to c1 − c2 ∈ A. (2.28)

Theorem 3 Define q , cu
1 − cu

2 = t1−tc
t1−t0

(a1 −a2)+ tc−t0
t1−t0

(b1 − b2). Let p be a point in

A at minimum distance from q. An optimal solution to problem (2.28) is then given

by

c∗1 = λ1c
u
1 + λ2c

u
2 + λ2p, c∗2 = λ1c

u
1 + λ2c

u
2 − λ1p.

Moreover, if problem (2.28) is restricted to one of the two fundamental types of
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conflict-free maneuvers that is achievable by 2-legged maneuvers, then c∗1 and c∗2 are

unique.

Proof: Set ∆c = c1 − c2. Then we have

min{λ1‖c1 − cu
1‖2 + λ2‖c2 − cu

2‖2 : c1, c2 such that ∆c ∈ A}

= min
∆c∈A

min
c2

{λ1‖c2 + ∆c − cu
1‖2 + λ2‖c2 − cu

2‖2}

= min
∆c∈A

min
c2

{‖c2 − λ1(c
u
1 − ∆c) − λ2c

u
2‖2 + λ1λ2‖cu

1 − cu
2 − ∆c‖2}

= min
∆c∈A

λ1λ2‖q − ∆c‖2

=λ1λ2‖q − p‖2,

where the last two equalities follow by choosing c2 = λ1(c
u
1 −∆c)+λ2c

u
2 and ∆c = p.

Together they imply the desired expressions of c∗1 and c∗2. The uniqueness of c∗1 and

c∗2 given a particular fundamental type is a consequence of the fact that p is unique,

since either the connected component of A corresponding to that type is convex, or

q is contained in it since it lies on the line segment connecting a1 − a2 to b1 − b2.

Note that in configuration 2, 3, and 4, p = q since q lies on the line segment

connecting a1 − a2 and b1 − b2 that is contained entirely in A. Hence c∗1 and c∗2 are

equal to cu
1 and cu

2 , respectively. In configuration 1, the set A is the union of two

disjoint convex sets, so there might be up to two points in A nearest to q, with two

being the case when there is an exact collision for the unconstrained optimal joint

maneuver. In this case, we can choose either of the two points as p.

Figure 2.13 shows the optimal 2-legged conflict-free maneuvers for some

typical 2-agent encounters when the agents have equal priorities. In each plot, the

starting points are marked with stars and the ending points with diamonds. The

circles are the waypoints specified by Theorem 3.
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Figure 2.13: 2-legged optimal conflict-free maneuvers for 2-agent encounters (λ1 =
λ2 = 0.5, r = 30).

2.7.2 Optimal 2-legged conflict-free maneuver for multiple agents

Consider the case m = 2 and k ≥ 3. Roughly speaking, the nature of

problem (2.25) is mainly combinatorial in that the major task is to choose the type

of conflict-free maneuvers in which one can find the optimal solution. In this section,

we deal only with the problem of finding the optimal conflict-free maneuver within

a given type. We postpone to Section 2.7.4 the discussion on how to choose the

maneuver type.

Fix tc ∈ (t0, t1) and denote by Aij the feasible set for ci − cj when only

the agent pair (i, j) is present. Aij is computed as set A in the last subsection

with ai, bi, aj , bj in the place of a1, b1, a2, b2. Suppose that we have chosen a type of

conflict-free maneuvers. Then, the problem is to find the waypoints c1, . . . , ck that

minimize

k
∑

i=1

λi‖ci − cu
i ‖2 subject to ci − cj ∈ A±

ij , 1 ≤ i < j ≤ k, (2.29)
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where cu
i is defined as in (2.27) for i = 1, . . . , k, and A±

ij denotes the connected

component of the set Aij matching the desired type. Note that only a finite subset

of types of conflict-free maneuvers can be represented in this way, and we assume

that the given type belongs to this subset.

Notice that in all but the first configuration shown in Figure 2.12 represent-

ing Aij for i = 1 and j = 2, one of the connected components of Aij is nonconvex,

posing great challenge for the efficient solution of problem (2.29). Therefore, in con-

figuration 2, 3, and 4, we linearize the nonconvex component of Aij by using a half

space inner approximation, as it is shown in Figure 2.12 by the black lines tangential

to the boundary of B(0, r). The choice of the black line may not be unique, and

it is preferable that the inner approximated feasible region of ci − cj contains the

unconstrained optimal value cu
i − cu

j .

Remark 5 Problem 2.29 is a linearly constrained convex optimization problem in

the special case when any pair of agents is in the first configuration, i.e., when the

unconstrained optimal joint maneuver will cause a conflict between any pair of agents.

Therefore, our linear approximation scheme is tight for the most critical encounters.

After the linearization, if necessary, we have a linearly constrained quadratic

optimization problem that can be solved efficiently. In the case when the number

of agents is relatively small, we can afford the luxury of running the optimization

algorithm for each type achievable by 2-legged maneuvers so as to find the globally op-

timal 2-legged conflict-free maneuver. Simulation results using MATLAB are shown

in Figure 2.14 for two 3-agent encounters (λ1 = λ2 = 0.5, r = 20). In both cases,

each pair of agents is in the first configuration, so linearizations are not necessary

and the obtained maneuvers are actually the globally optimal 2-legged conflict-free
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Figure 2.14: Globally optimal 2-legged conflict-free 3-maneuvers.

maneuvers.

2.7.3 Optimal m-legged conflict-free maneuver for multiple agents

The algorithm described in Section 2.7.2 can be used in an iterative way in

the general case when the number m of legs is greater than two. Fix a set of epochs

s0 = t0 < s1 < · · · < sm−1 < sm = t1. A necessary condition for a set of waypoints

ci,j, i = 1, . . . , k, j = 0, . . . ,m, with ci,0 = ai, ci,m = bi to be an optimal solution to

problem (2.25) is that

ci,j = c∗i (〈ci,j−1〉ki=1, 〈ci,j+1〉ki=1, sj−1, sj, sj+1) (2.30)

for 1 ≤ j ≤ m−1. Here c∗i (〈ci,j−1〉ki=1, 〈ci,j+1〉ki=1, sj−1, sj, sj+1) denotes the waypoint

of agent i for the optimal 2-legged maneuver when the starting and destination

positions of the agents are 〈ci,j−1〉ki=1 and 〈ci,j+1〉ki=1, and the starting, middle and

ending epochs are sj−1, sj , sj+1, respectively. This condition inspires the following
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Figure 2.15: Simulation results of Algorithm 1 for two and three agents encounters
(r = 30).

algorithm.

Algorithm 1 1. Let l = 0. Pick any feasible set of waypoints c
(0)
i,j , 1 ≤ i ≤ k,

0 ≤ j ≤ m, such that c
(0)
i,0 = ai, c

(0)
i,m = bi for 1 ≤ i ≤ k and such that the MSE

constraint is satisfied over T .

2. For j = 1, . . . ,m − 1 compute for i = 1, . . . , k

c
(l+1)
i,j = c∗i (〈c(l)

i,j−1〉ki=1, 〈c
(l)
i,j+1〉ki=1, sj−1, sj , sj+1).

3. Repeat procedure 2 with l := l + 1 until the decrease in energy is below some

threshold ε.

It is easily seen that the energy of the conflict-free maneuvers obtained by

Algorithm 1 is non-increasing as a function of the iteration number l, and is strictly
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decreasing whenever condition (2.30) is not satisfied. Therefore, the iteration proce-

dure converges asymptotically to a conflict-free maneuver satisfying condition (2.30).

A convergence analysis of Algorithm 1 is yet to be achieved. Besides the issue of local

minima suggested by the example in Section 2.5, the situation is further complicated

by the fact that the convex optimization procedure introduced in Section 2.7.2 only

yields an approximation of c∗i . Another open issue is the sub-optimality of optimal

m-legged maneuvers in Pm(r,a,b) with respect to optimal solutions in P(r,a,b).

Although in theory the performance gap decreases to zero as m → ∞, in practice, it

is not easy to quantify the performance degradation for a finite m.

In Figure 2.15, some simulation results for Algorithm 1 when the agents

have identical priorities and r = 30 are shown. The epochs are chosen to evenly

divide [t0, t1], and the corresponding waypoints are marked with small circles. In

the plots, whenever two agents are at distance r, their positions are joined by a line

segment. Note that the result shown in the left figure is a good approximation to

the optimal maneuvers plotted in Figure 2.6.

2.7.4 Randomized optimization

In [22, 59], a decentralized algorithm for multi-agent conflict resolution

is proposed in the context of air traffic control. By modeling the agent motion

as a Brownian motion with drift, the probability of conflict between two agents is

estimated and then used to generate repulsive forces between the agents, inspired by

the potential and vortex field methodology for path planning ([46, 62]). Compared

with traditional potential field methods that use only the positions of the agents, this

algorithm considers also their headings and speeds, and hence generates maneuvers
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Figure 2.16: 16-maneuvers generated by stochastic (left) and convex optimization
algorithm (right).

with less abrupt turns.

Although the stochastic algorithm can be run in real time regardless of the

number k of agents involved, one of its drawbacks is that absolute safety cannot be

guaranteed with probability one. On the other hand, the convex optimization algo-

rithm we propose in this section can ensure absolute safety, but it cannot handle the

explosively increasing number of types when k is large. We then suggest a solution

that combines the positive features of these two algorithms, hence it both guarantees

safety and is computationally feasible. The proposed algorithm uses the stochastic

algorithm as the random “type chooser”. More specifically, for a given multi-agent

encounter, first the stochastic algorithm is run to generate a joint maneuver corre-

sponding to a particular type, and then the convex optimization algorithm is utilized

to obtain an approximation of the optimal multi-legged maneuver within the type

selected by the stochastic algorithm.
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Simulation results for a 16-agent symmetric encounter are shown in Fig-

ure 2.16, in which 16 agents with identical priorities pass approximatively through

a common point at angles evenly distributed in [0, 2π] and r = 30. The one on the

left is the joint maneuver generated by the stochastic algorithm, whereas the one on

the right is the optimal 2-legged conflict-free maneuver within this type generated

by the convex optimization algorithm.

Remark 6 When the number of agents is small, say, k = 2, 3, experiments show

that the stochastic algorithm tends to choose with higher probability those types with

lower energy. However, when k is large such as in the previous example, it is hard to

evaluate the performance of the randomized algorithm, since currently no theoretical

result exists that can exhaust the explosively increasing number of resolution types

and find the optimal one (or ones). Much more work is needed in this respect.

2.8 Summary of contributions

In this chapter the problem of optimal coordinated motion planning for

multiple agents moving on a plane is studied. After a classification of the homotopy

types of conflict-free maneuvers, a weighted energy is proposed as the cost function

to select the optimal one. Various local and global optimality conditions are derived.

For two-agent encounters, analytical solutions are obtained both for the optimal

continuous and piecewise-C2 maneuvers and the optimal 2-legged maneuvers. For the

general multi-agent case, a randomized convex optimization algorithm is proposed

to find the optimal multi-legged maneuvers numerically.
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Chapter 3

Three Dimensional Aircraft

Conflict Resolution

3.1 Introduction

In this chapter, we study the problem of finding optimal conflict-free ma-

neuvers for multiple agents moving in three dimensional Euclidean space. Compared

with Chapter 2, in this chapter we focus on the specific problem of aircraft conflict

resolution, where a group of aircraft flying in a certain region of the airspace tries

to avoid conflicts by employing maneuvers that change not only their headings and

speeds, but also their altitudes. The protection zone surrounding each aircraft is

now a cylinder instead of a disk in the 2D case. The goal is still to find the conflict-

free maneuvers with the minimal weighted energy, where, in defining the energy, we

penalize vertical maneuvers with respect to horizontal ones for the sake of passenger

comfort.
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We stress the numerical aspect in solving the problem. In particular, a geo-

metric construction and a numerical algorithm for computing the optimal resolution

maneuvers are given in the two aircraft case. For the multi-aircraft case, an approxi-

mation scheme is proposed to compute a suboptimal two-legged solution. Simulation

results are also presented to illustrate the effectiveness of the proposed algorithms.

This chapter is organized as follows. First in Section 3.2 we formulate the

optimal conflict resolution problem in 3D airspace. An energy function is proposed

as the cost, which takes into consideration different priorities of the aircraft, as well

as penalty for vertical maneuvers over horizontal ones. Then in Section 3.3 some nec-

essary conditions for optimal conflict-free maneuvers are derived. These enable us to

propose in Section 3.4 a geometric characterization of the optimal resolution maneu-

vers in the two aircraft case and a numerical procedure to compute them. For the

multiple aircraft case, in Section 3.5 the original constrained optimization problem

is approximated by a finite dimensional convex optimization problem. Simulation

results for some typical multi-aircraft encounters are presented.

The proposed approaches have some limitations. Specifically, constraints on

the aircraft dynamics are not taken into account and the adopted model is simple.

However, we discuss some methods that can be adopted to alleviate these limitations.

In particular, we introduce additional (convex) constraints so as to restrict the sharp

turns near the waypoints that would make the two-legged maneuvers not flyable in

practice.
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3.2 Problem formulation

Consider a group of aircraft, numbered from 1 to k, flying in a certain

region of the airspace that have been isolated so that only conflicts among aircraft

in this group need to be considered during the time interval of interest T = [t0, t1].

Suppose that each aircraft, say, aircraft i, starts at time t0 at ai ∈ R
3 and is destined

to reach bi ∈ R
3 at time t1. Similarly as in Chapter 2, we denote by Pi the set of

all maneuvers for aircraft i, where a maneuver αi for aircraft i is a continuous and

piecewise C2 map from T to R
3 satisfying αi(t0) = ai and αi(t1) = bi. The energy

of a maneuver αi for aircraft i is defined as

J(αi) =
1

2

∫ t1

t0

||α̇i(t)||2 dt. (3.1)

Let P(a,b) , P1 × · · · × Pk be the set of all joint maneuvers (or k-

maneuvers), where a = 〈ai〉ki=1 and b = 〈bi〉ki=1 are the starting and destination posi-

tions of the k-aircraft system, respectively. A joint maneuver α = 〈αi〉ki=1 ∈ P(a,b)

is said to be conflict-free if during the time interval T none of the aircraft enters the

cylindrical protection zone of radius r and height 2h surrounding another aircraft. If

for an arbitrary c ∈ R
3 we denote by cxy ∈ R

2 and cz ∈ R its components on the hor-

izontal xy plane and the vertical z-axis, respectively, then the conflict-free condition

is equivalent to the condition that there is no pair of indices (i, j), 1 ≤ i < j ≤ k,

such that ‖αi,xy(t) − αj,xy(t)‖ < r and |αi,z(t) − αj,z(t)| < h for some t ∈ T .

We denote with P(r, h;a,b) the set of all conflict-free (joint) maneuvers

with starting position a and destination position b for the k-aircraft system. We

shall occasionally call conflict-free maneuvers resolution maneuvers. We assume that

each pair of points in the k-tuple a satisfies either the horizontal or the vertical
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separation condition so that there is no conflict for the k-aircraft system at time t0.

Similarly for b. As a result, the set P(r, h;a,b) is nonempty.

The performance of a k-maneuver α = 〈αi〉ki=1 ∈ P(a,b) is characterized in

terms of its (weighted) energy (or λ-energy) defined as

J(α) ,

k
∑

i=1

λiJ(αi), (3.2)

where λ1, . . . , λk are positive real numbers adding up to 1. By an appropriate choice

of these numbers, one can assign different priorities to the k aircraft. In particular,

one can associate smaller λi to those aircraft with higher maneuverability so that

they will assume a larger responsibility in resolving the conflict.

In this chapter we try to solve the following problem:

Minimize J(α) subject to α ∈ P(r, h;a,b). (3.3)

Solutions to problem (3.3) are called optimal (resolution) maneuvers.

In this formulation, it can be expected that the optimal resolution maneu-

vers will mainly utilize the vertical dimension for almost all encounters since the

minimum allowed vertical distance h is typically much smaller than the minimum

allowed horizontal distance r. However, vertical maneuvers are usually the least

comfortable ones for passengers. This is the reason why we now redefine the energy

of a maneuver αi in equation (3.1) as follows:

J(αi) =
1

2

∫ t1

t0

[‖α̇i,xy(t)‖2 + η2|α̇i,z(t)|2] dt, (3.4)

where η ≥ 1 is a coefficient introduced to penalize the vertical maneuvers. The

λ-energy of a joint maneuver α is then defined by (3.2) with J(αi) given by (3.4)

instead of by (3.1).
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This modification does not add further difficulties to the solution of problem

(3.3), since the minimization of the new cost function can be easily reduced to the

previous one without penalty by scaling the z-axis by a factor of η. After the scaling,

the starting and destination positions a and b of the k-aircraft system become ã

and b̃, while the radius and the height of the protection zone become r and 2ηh,

respectively. Each conflict-free maneuver α ∈ P(r, h;a,b) is scaled to a conflict-free

maneuver α̃ in P(r, ηh; ã, b̃), and the λ-energy with penalty η of α is in fact equal

to the λ-energy without penalty of α̃. Therefore, optimal solutions to the original

problem can be obtained by first minimizing J(α̃) subject to α̃ ∈ P(r, ηh; ã, b̃) with

no penalty on the vertical maneuvers, and then mapping the obtained solutions

to P(r, h;a,b) by scaling the z-coordinates back by a factor of 1/η. Note that

the protection zone of the scaled problem is a cylinder of radius r and height 2ηh.

Hence for larger η horizontal resolution maneuvers are more likely to be invoked.

In particular, in the case where all the starting and destination positions are on

the same horizontal plane, if η → ∞ the problem degenerates into the 2D problem

studied in the previous chapter.

From the above discussions, we can assume without loss of generality that

η = 1. Thus the λ-energy of a joint maneuver α is given by (3.2) with J(αi) still

defined by (3.1).

3.3 The λ-alignment condition

The starting and destination positions a and b of a k-aircraft system are

said to be λ-aligned if they have the same λ-centroid, i.e., if
∑k

i=1 λiai =
∑k

i=1 λibi.

For each w ∈ R
3 we denote by b + w the k-tuple 〈bi + w〉ki=1, which can be
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thought of as a new destination position of the k-aircraft system.

Definition 9 The tilt operator Tw : P(r, h;a,b) → P(r, h;a,b + w) is a map such

that for any α ∈ P(r, h;a,b), β = Tw(α) ∈ P(r, h;a,b + w) is defined by βi(t) =

αi(t) + t−t0
t1−t0

w, ∀t ∈ T , i = 1, . . . , k.

Following similar steps as in the previous chapter, we can prove the following

two propositions.

Proposition 9 Suppose that α∗ ∈ P(r, h;a,b) is an optimal solution to problem

(3.3). Then β∗ = Tw(α∗) minimizes J(β) subject to β ∈ P(r, h;a,b + w).

For arbitrary a and b, set b′ = b + w where w =
∑k

i=1 λi(ai − bi). Then

a and b′ are λ-aligned. By Proposition 9, solving problem (3.3) for the λ-aligned a

and b′ is equivalent to solving problem (3.3) for the original a and b. Therefore, we

can focus on the λ-aligned case.

Proposition 10 Assume that α∗ ∈ P(r, h;a,b) is an optimal solution to prob-

lem (3.3). Then

k
∑

i=1

λiα
∗
i (t) =

k
∑

i=1

λiai +
t − t0
t1 − t0

(

k
∑

i=1

λibi −
k

∑

i=1

λiai

)

, ∀t ∈ T, (3.5)

which in the case of λ-aligned a and b reduces to

k
∑

i=1

λiα
∗
i (t) =

k
∑

i=1

λiai =

k
∑

i=1

λibi, ∀t ∈ T.

3.4 Optimal maneuvers for two-aircraft encounters

In this section we describe how optimal resolution maneuvers for two-

aircraft encounters can be constructed. The approach closely parallels that in Sec-
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tion 2.4.2 in the 2D case. This construction will be used in Section 3.5 to determine

an approximate solution to problem (3.3) in the multiple aircraft case.

Assume that a = (a1, a2) and b = (b1, b2) are λ-aligned and denote with c

their common λ-centroid, i.e., c = λ1a1 + λ2a2 = λ1b1 + λ2b2. By Proposition 10, an

optimal 2-maneuver α∗ = (α∗
1, α

∗
2) ∈ P(r, h;a,b) satisfies

α∗
1(t) − c = −λ2

λ1
(α∗

2(t) − c), ∀t ∈ T, (3.6)

from which it easily follows that the energies of α∗
1 and α∗

2 are related by λ2
1J(α∗

1) =

λ2
2J(α∗

2). Hence the problem becomes finding among all conflict-free maneuvers

satisfying equation (3.6) the one that minimizes the energy of the maneuver for

a single aircraft, say, aircraft 1. By equation (3.6), the separation constraint is

equivalent to that the curve α∗
1(·) never enters the open cylinder Wλ of radius rλ =

λ2r and height 2hλ = 2λ2h centered symmetrically around c.

As a result, problem (3.3) is equivalent to:

minimize J(α1) subject to α1 ∈ P1, and α1(t) ∈ R
3 \ Wλ for all t ∈ T , (3.7)

which consists in finding minimum energy maneuvers of a single aircraft in the pres-

ence of the static obstacle Wλ. So a solution to problem (3.7) is a constant-speed

motion along a shortest curve joining a1 to b1 while avoiding the obstacle Wλ. Under

the feasibility assumption, both a1 and b1 belong to R
3\Wλ, and such a curve can be

computed efficiently by an algorithm whose description is postponed to Section 3.4.2

due to its technicality. Once α∗
1 is computed, α∗

2 can be obtained from α∗
1 through

equation (3.6), thus concluding the discussions on the λ-aligned case.

For the general case when a and b are not necessarily λ-aligned, by Propo-
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Figure 3.1: An optimal resolution maneuver for an orthogonal two-aircraft encounter
(η = 5 and λ1 = λ2 = 0.5): (a) three dimensional representation; (b) top view.

sition 9, an optimal solution α∗ ∈ P(r, h;a,b) to problem (3.3) is given by:














α∗
1(t) = γ∗

1(a,b + w)(t) − t−t0
t1−t0

w

α∗
2(t) = γ∗

2(a,b + w)(t) − t−t0
t1−t0

w

, ∀t ∈ T, (3.8)

where (γ∗
1(a,b + w), γ∗

2(a,b + w)) denotes an optimal conflict-free maneuver in

P(r, h;a,b + w) with w = λ1a1 − λ1b1 + λ2a2 − λ2b2 (note that a and b + w are

λ-aligned).

3.4.1 Some examples of optimal 2-maneuvers

In this section, we present some examples of two-aircraft encounters, and

discuss the influence of various factors on the corresponding optimal resolution ma-

neuvers. In all of the examples, the coordinates of the aircraft positions are measured

in nmi, with r = 5 nmi and h = 0.3292 nmi.

We start by considering a two-aircraft encounter where a1 = (0, 20, 1), b1 =
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(40, 20, 1), and a2 = (20, 0, 1), b2 = (20, 40, 1), so that the two straight lines each

connecting the starting and destination positions of an aircraft are on the same

horizontal plane and cross each other at a right angle. These two lines are the ideal

trajectories of the two aircraft.

Figure 3.1 shows an optimal maneuver in the case when the two aircraft

have the same priority (λ1 = λ2 = 0.5) and η = 5. Starting and destination positions

of the two aircraft are marked with stars and diamonds, respectively, whereas the

circles represent the aircraft positions at equally spaced time instants. Hence the

denser the circles, the slower the motions. The top view in (b) shows that the

conflict is resolved by vertical deviations from the ideal trajectories.

We now study the effect of the priority coefficients on the optimal resolution

maneuvers. Plotted in Figure 3.2 are optimal resolution maneuvers for the same two-

aircraft orthogonal encounter under three different sets of aircraft priorities and the

same η (η = 5). Although the optimal maneuvers in all three cases have the same top

view (shown in the right-hand side of Figure 3.1), the vertical deviation of aircraft 1

from its ideal trajectory decreases as its priority increases. In other words, aircraft

2 with smaller priority will assume more responsibility in resolving the conflict. In

the extreme case when λ1 = 1 and λ2 = 0, the optimal resolution maneuver will be

such that aircraft 1 flies along its ideal trajectory, while aircraft 2 assumes all the

responsibility of avoiding conflicts with aircraft 1. These conclusions hold in general

for multi-aircraft encounters.

As for the effect of the vertical penalty factor, note that in Figure 3.1 where

η = 5 and λ1 = λ2 = 0.5, the conflict is resolved using only vertical deviations from

the ideal trajectories. In contrast, in the case shown in Figure 3.3 where η is set equal
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Figure 3.2: Optimal resolution maneuvers for the orthogonal two-aircraft encounter
under three different sets of aircraft priorities (η = 5): (a) λ1 = 0.5, λ2 = 0.5; (b)
λ1 = 0.7, λ2 = 0.3; (c) λ1 = 0.9, λ2 = 0.1.

to 15 (λ1 = λ2 = 0.5), the conflict is resolved using only horizontal deviations. The

explanation is that, in order to obtain the optimal resolution maneuvers, we have to

scale the z-axis by a factor of η. When η is so large that the height of the cylindrical

obstacle becomes much larger than its radius, a shortest curve between two points

across the cylinder is more likely to be a curve around the side of the cylinder than

around its top or bottom. Therefore, the larger the vertical penalty factor η, the

more likely it is that an optimal resolution maneuver will consist of horizontal devi-

ations from the ideal trajectories. In general, for encounters involving two or more

aircraft, there are two extreme cases: When η is very large and the aircraft initial

and destination positions are all at about the same altitude, the problem degener-

ates into a planar conflict resolution problem, where only horizontal deviations are

allowed in resolving the conflict; When η is close to 0, then only vertical deviations

are used in the optimal resolution maneuvers and their top views consist of straight

line segments.
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Figure 3.3: An optimal resolution maneuver for the orthogonal two-aircraft encounter
with larger η = 15 (λ1 = λ2 = 0.5): (a) three dimensional representation; (b) top
view.

3.4.2 Shortest curve between two points in R
3 avoiding a cylindrical

obstacle

In this section we address the problem of computing a shortest curve in R
3

connecting two points while avoiding a cylindrical obstacle. This is to complete the

solution to problem (3.3) in the two aircraft case (i.e., problem (3.7)).

Consider a cylinder of radius r and height 2h centered at the origin:

D = {(x, y, z) ∈ R
3 : x2 + y2 < r2 and |z| < h}.

Given two points a and b in R
3 \ D, we wish to

find a shortest curve in R
3 \ D connecting a and b. (3.9)

Problem (3.9) is a special instance of the general problem of finding distance-

minimizing geodesics in manifolds with (nonsmooth) boundary. Determining shortest
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curves in the presence of geometric obstacles is a well studied problem in computa-

tional geometry. See the surveys [51, 52] . Here we study a very special case.

It is obvious that when a and b are visible to each other in the sense that

the line segment joining a and b does not intersect the obstacle D, the shortest curve

we are looking for is the straight line segment joining a and b; hence, the solution to

problem (3.9) is trivial. Suppose now that a and b are not visible to each other.

Since the cylinder D is convex, a shortest curve in R
3 \ D connecting two

points on its boundary ∂D is contained entirely in ∂D, and is a distance-minimizing

geodesic of ∂D in its own geometry. For general a and b not necessarily belonging

to ∂D, we have that

Proposition 11 A shortest curve in R
3 \ D connecting a and b can be decomposed

into three segments: a straight line segment from a to a point p ∈ ∂D, a geodesic

segment of ∂D from p to a point q ∈ ∂D, and a straight line segment from q to

b. Moreover, the two line segments are contained entirely in the interior of R
3 \ D

except for their end points p and q.

If the shortest curve between a and b is viewed as a path traveled from a

to b, then Proposition 11 says that the curve will enter and exit ∂D exactly once,

at positions p and q, respectively. We then call p and q entry point and exit point,

respectively. As a result of Proposition 11, solving problem (3.9) is equivalent to

determining the entry point p, the exit point q, and the distance-minimizing geodesic

segment on ∂D between p and q. In the case when a ∈ ∂D, p = a and the first line

segment degenerates into a single point. Similarly for the second line segment if

b ∈ ∂D. The middle geodesic segment in ∂D degenerates into a single point if

p = q, in which case the two straight line segments are not collinear since a and b
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are assumed to be not visible to each other.

There are certain restrictions on the possible locations of p and q in ∂D.

Denote with ∂DT and ∂DB the closed disks of radius r constituting respectively the

top and bottom surfaces of the cylinder D. Denote with ∂DS the side surface of D

(boundary included). Then ∂D = ∂DT ∪ ∂DB ∪ ∂DS . The entry point p and the

exit point q must satisfy the following conditions. First of all, p is visible to a and

q visible to b. Moreover, if a (respectively, b) is in the interior of R
3 \ D, then p

(respectively, q) belongs to the contour of D with respect to a viewer situated at a

(respectively, b). In particular, this implies that p ∈ ∂DS unless a is in the interior

of ∂DT or ∂DB , and q ∈ ∂DS unless b is in the interior of ∂DT or ∂DB .

Notice that D is a subset of the whole cylinder Q defined by Q = {(x, y, z) ∈

R
3 : x2 + y2 < r2}. We can then distinguish the following three cases:

Case 1. Both a and b are outside of Q, and at least one of them has z-coordinate

in [−h, h];

Case 2. Both a and b are outside of Q, and neither of them has z-coordinate in

[−h, h];

Case 3. At least one of a and b belongs to Q.

In each one of these cases solutions to problem (3.9) can assume only a finite

number of possible configurations. We shall describe in the following a numerical

procedure to compute a shortest curve for each such configuration. Although in

general it is difficult to obtain an analytic solution, one can reduce the problem to a

finite number of simple optimization problems, each over a compact region of R
1 or

at most R
2.
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Figure 3.4: Possible configurations for the solutions in (a) case 1; (b) case 2; (c) case
3.

Case 1 By the symmetry of D, we consider only the case when both a = (ax, ay, az)

and b = (bx, by, bz) are outside of Q and |az| ≤ h. The case when |bz| ≤ h is similar.

Without loss of generality we can assume that ay = 0, ax ≤ −r, and by ≥ 0. To find

a shortest curve in R
3 \ D between a and b, we need to focus only on those curves

contained in {(x, y, z) : y ≥ 0}. Specifically, solutions to problem (3.9) may have the

following possible configurations:

• LST L: a line segment from a to p ∈ ∂DT ∩ ∂DS followed by a line segment
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from p to b;

• LST LST L: a line segment from a to p ∈ ∂DT ∩ ∂DS, then a line segment from

p to q ∈ ∂DT ∩ ∂DS in ∂DT , and finally a line segment from q to b;

• LCSTL: a line segment from a to p ∈ ∂DS , then a helix on ∂DS from p to

q ∈ ∂DT ∩ ∂DS , and finally a line segment from q to b;

• LCL: a line segment from a to p ∈ ∂DS followed by a helix from p to q ∈ ∂DS ,

and finally a line segment from q to b;

• LCSBL: mirror image of configuration LCSTL across the xy-plane, i.e., a line

segment from a to p ∈ ∂DS , then a helix on ∂DS from p to q ∈ ∂DB ∩ ∂DS ,

and finally a line segment from q to b;

• LSBLSBL: mirror image of configuration LSTLST L across the xy-plane;

• LSBL: mirror image of configuration LSTL across the xy-plane.

See Figure 3.4 (a) for the plots of these configurations. In some degenerate cases,

one solution may belong to two configurations at the same time.

Depending on the specific position of b, only a subset of the configurations

should be considered. For example, if b has z-coordinate bz > h, then only configura-

tions LSTL, LCSTL, and LCL are possible. If |bz| ≤ h, then possible configurations

are LST LST L, LCL, and LSBLSBL. If bz < −h, then only configurations LSBL,

LCSBL, and LCL should be considered.

Given a and b, we can find a shortest curve in each one of the possible

configurations. A global solution is the shortest one of them. We now show how to

compute a shortest curve for some typical configurations.
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Consider the case when bz > h. Then the optimal entry point p in configu-

ration LST L can be obtained by solving the following optimization problem:

minimize ‖a − (r cos θ, r sin θ, h)‖ + ‖b − (r cos θ, r sin θ, h)‖ (3.10)

for θ subject to the constraint that (r cos θ, r sin θ, h) is visible to a, which translates

into θ ∈ [θ−, θ+] for some θ− and θ+ with θ− ≤ θ+. This optimization problem

can be solved by many standard numerical algorithms efficiently. In most practical

situations, the existence of local minima is not a problem since the cost function

(3.10) either has a unique interior minimum, or has a minimum at the boundary θ−

or θ+, which is a hint that the corresponding neighboring configuration can provide

even better solutions. This phenomenon is typical for other configurations as well.

Another possible configuration when bz > h is LCSTL. In this case, denote

p = (r cos θ0, r sin θ0, z) for some z ∈ [−h, h], where θ0 is determined by the contour

of D for a viewer sitting at a (shown in Figure 3.4 (a) by the vertical dotted line),

and let q = (r cos θ, r sin θ, h) for some θ such that q is visible to b and |θ − θ0| ≤ π.

Then the optimal p and q are obtained by solving the following problem:

minimize ‖a − (r cos θ0, r sin θ0, z)‖ +
√

(h − z)2 + r2(θ0 − θ)2

+ ‖b − (r cos θ, r sin θ, h)‖.

Note that the feasible region of (z, θ) is a compact rectangle, thus the above opti-

mization problem admits a solution, which can be computed by using, for example,

the ‘fminsearch’ function in MATLAB.

Other configurations can be solved similarly. It should be pointed out that

configuration LCL is the only one for which an analytic solution exists, which can

be obtained by a simple geometric construction (unwrapping the cylinder).
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(a) (b)

Figure 3.5: Three configurations of case 1 viewed from two different angles (r = 5,
h = 3).

Shortest curves assuming different configurations in case 1 are shown in

Figure 3.5 with one end point fixed and the other one assuming various positions.

Case 2 We now study the case when both a = (ax, ay, az) and b = (bx, by, bz)

are outside of Q and neither of them has z-coordinate in [−h, h]. Since a and b

are supposed to be not visible to each other, one of them has z-coordinate smaller

than −h, and the other has z-coordinate greater than h. We assume without loss of

generality that az < −h and bz > h. As in case 1, we assume that the coordinate

axes are properly chosen such that ay = 0, ax ≤ −r, and by ≥ 0, so that we can

focus on the curves contained in {(x, y, z) : y ≥ 0}.

The five possible configurations for a shortest curve in R
3 \ D connecting

a and b are plotted in Figure 3.4 (b). They include three configurations LST L,

LCSTL, and LCL already introduced in case 1, and two new configurations LSBCL

and LSBL. Configuration LSBCL consists of first a line segment from a to p ∈

∂DB ∩ ∂DS , then a helix on ∂DS from p to q ∈ ∂DS , and finally a line segment

from q to b. Configuration LSBL consists of two line segments with a turning point

belonging to ∂DB ∩ ∂DS . The process of obtaining a shortest curve joining a and b
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for each configuration is entirely analogous to case 1, hence it is omitted.

Case 3 Finally, consider the case when at least one of a and b (say, a) belongs to Q.

By a possible reflection across the xy-plane, we assume az ≤ −h. Then depending on

the location of b, there are two possible configurations for a shortest curve in R
3 \D

between a and b, which are plotted in Figure 3.4 (c).

• LSBL: two line segments with a turning point at p = q ∈ ∂DB ∩ ∂DS ;

• LSBCSTL: A helix on ∂DS sandwiched by two line segments such that p ∈

∂DB ∩ ∂DS and q ∈ ∂DT ∩ ∂DS .

If b belongs to Q, then only configuration LSBCSTL is possible. Otherwise

both of the two configurations have to be considered. A shortest curve in each

configuration is obtained in the same way as before. However, it should be pointed

out here that for configuration LSBCST L, unlike the previous cases, the existence

of local minima does pose some problems, since the optimization is over the product

of two circles ∂DT ∩ ∂DS and ∂DB ∩ ∂DS , i.e., a torus. We suggest to partition

each of the two circles into several segments, solve the optimization problem in each

segment, and then choose the best one. We shall not go into further details since

they are irrelevant to the main development.

This complete our discussion on how to compute a solution to problem (3.7),

which in turn solves problem (3.3) in the two-aircraft case.
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3.5 Optimal two-legged maneuvers for multiple aircraft

The approach adopted in the previous sections cannot be easily generalized

to the multiple aircraft case since there are too many configurations to be considered.

In this section we simplify the problem by considering two-legged maneuvers specified

by a set of waypoints.

Consider a k-aircraft system with starting position a = 〈ai〉ki=1 and desti-

nation position b = 〈bi〉ki=1. Fix an epoch tc ∈ T such that t0 < tc < t1. For each

aircraft i, i = 1, . . . , k, choose a waypoint ci ∈ R
3. A two-legged maneuver with

waypoint ci for aircraft i is a maneuver consisting of two stages: first from ai at time

t0 to ci at time tc, and then from ci at time tc to bi at time t1, moving at constant

velocity in both stages. Denote with P2
i the set of all two-legged maneuvers of air-

craft i, and with P2(a,b) = P2
1 × · · · × P2

k the set of all two-legged joint maneuvers

of the k-aircraft system. Denote with P2(r, h;a,b) the subset of P2(a,b) consisting

of all those elements of P2(a,b) that are conflict-free. We assume that the epoch tc

is fixed, so that each maneuver in P2(a,b) (and hence in P2(r, h;a,b)) is uniquely

specified by the waypoints 〈ci〉ki=1. The choice of a uniform tc for all of the aircraft is

for the sake of simplicity. It is possible to extend our approach to allow for different

tc for the aircraft, though at the cost of increased complexity.

Now we try to solve the following problem:

minimize J(α) subject to α ∈ P2(r, h;a,b). (3.11)

One reason why one should study problem (3.11) instead of the general problem (3.3)

is due to the ATM practice: it is far simpler for the central controller to transmit

the aircraft trajectory information in the form of waypoints and times to reach these
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waypoints rather than continuous trajectories.

By using exactly the same arguments leading to Proposition 10, one can

prove that the λ-alignment condition holds also for the two-legged case.

Proposition 12 Suppose that a solution α∗ ∈ P2(r, h;a,b) to problem (3.11) has

waypoints 〈c∗i 〉ki=1. Then

k
∑

i=1

λic
∗
i =

k
∑

i=1

λiai +
tc − t0
t1 − t0

(

k
∑

i=1

λibi −
k

∑

i=1

λiai

)

, (3.12)

which in the case of λ-aligned a and b reduces to

k
∑

i=1

λic
∗
i =

k
∑

i=1

λiai =
k

∑

i=1

λibi.

This condition is not sufficient for deriving the solutions to problem (3.11)

when there are more than two aircraft involved. However, in the two-legged case,

both the cost function and the constraints in problem (3.11) can be simplified, and a

solution - though suboptimal in general - can be computed. We start by considering

the cost function, and postpone the discussion on the constraints to a later section.

Let α be a two-legged joint maneuver in P2(a,b) with waypoints 〈ci〉ki=1.

Then α is specified by

αi(t) =















ai + (ci − ai)
t−t0
tc−t0

, t0 ≤ t ≤ tc

bi + (ci − bi)
t−t1
tc−t1

, tc < t ≤ t1

, i = 1, . . . , k. (3.13)

Similarly as in the 2D case, it can be shown that problem (3.11) in the case

of η = 1 is equivalent to

minimize

k
∑

i=1

λi‖ci − cu
i ‖2 subject to α ∈ P2(r, h;a,b) with waypoints 〈ci〉ki=1,

(3.14)
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where

cu
i =

(t1 − tc)ai + (tc − t0)bi

t1 − t0
, i = 1, . . . , k, (3.15)

are the optimal waypoints when minimizing J(α) without the conflict-free constraint.

Note that the cost function to be optimized in problem 3.14 is quadratic in the

optimization variables 〈ci〉ki=1.

3.5.1 Constraints on the waypoints

The condition that the two-legged joint maneuver α ∈ P2(a,b) with way-

points 〈ci〉ki=1 is conflict-free can be expressed in terms of constraints on 〈ci〉ki=1. These

constraints are in general nonconvex. We now study how they can be simplified and

approximated by appropriate linear constraints.

Since α ∈ P2(r, h;a,b) is equivalent to the condition that there is no conflict

between any aircraft pair, we focus on aircraft 1 and 2, and temporarily ignore the

presence of other aircraft.

Proposition 13 The condition that there is no conflict between aircraft 1 and air-

craft 2 in α ∈ P2(a,b) is equivalent to the condition that their waypoints c1 and c2

satisfy the following condition: c1 − c2 is visible to both a1 − a2 and b1 − b2 in R
3 in

the presence of the open cylindrical obstacle W of radius r and height 2h centered at

the origin.

Proof: Notice that for any w ∈ R
3 and α ∈ P2(a,b), β = Tw(α) is still a

two-legged joint maneuver, though in P2(a,b + w). Moreover, there is no conflict

between aircraft 1 and 2 in β if and only if there is no conflict between aircraft 1 and

2 in α. We start by considering the first stage of the joint maneuver α. By choosing
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w = t1−t0
tc−t0

(a2 − c2), the waypoint of aircraft 2 in maneuver β becomes a2, and the

waypoint of aircraft 1 becomes a2 + c1 − c2. So in the first stage of the motions

specified by β, aircraft 2 stays at a2, while aircraft 1 moves at constant velocity from

a1 to a2 + c1 − c2. Therefore, the condition that there is no conflict between aircraft

1 and aircraft 2 during the first stage of the motions specified by β is equivalent to

that the line segment from a1 to a2 + c1 − c2 does not intersect the cylinder of radius

r and height 2h centered at a2, or equivalently after a translation of −a2, the line

segment from a1 − a2 to c1 − c2 does not intersect W . Similar arguments can be

applied to the second stage of the motions to show that there is no conflict between

aircraft 1 and aircraft 2 during the second stage of the motions specified by α if and

only if the line segment from b1 − b2 to c1 − c2 does not intersect W .

Set ∆a = a1 − a2, ∆b = b1 − b2, and ∆c = c1 − c2. By Proposition 13 the

feasible region of ∆c consists of those points in R
3 visible to both ∆a and ∆b in the

presence of the obstacle W . Such a region has a complex shape (in general, there is

a “hole” in it). In particular it is not convex. Hence problem (3.14) is in essence a

nonconvex optimization problem, which is not only difficult to solve, but may also

admit multiple solutions. It is then natural to look for some convex approximation

of the feasible region.

In safety-critical context such as in ATM systems, it is necessary that the

approximation is strictly contained in the original feasible region so as to ensure

absolute safety (inner approximation). On the other hand, the approximation should

be as tight as possible so that the computed solutions are close to be optimal. The

approximation scheme introduced below satisfies these requirements. Moreover, since

it only uses the fact that W is convex, it can be easily generalized to the case when
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the protection zone has an arbitrary convex shape, not necessarily cylindrical.

In the following we assume that both ∆a and ∆b belong to the interior

of R
3 \ W , which is satisfied in all situations in practice. We then distinguish two

different cases depending on whether ∆a and ∆b are visible to each other in the

presence of the obstacle W .

∆a and ∆b are visible to each other. Suppose that the line segment joining

∆a and ∆b does not intersect W . In this case there is no conflict between aircraft 1

and aircraft 2 if they both fly at constant speed along their ideal trajectories, which

correspond to the two-legged joint maneuver with waypoints cu
1 and cu

2 defined in

(3.15). Notice that ∆cu = cu
1 − cu

2 is on the line segment between ∆a and ∆b, hence

outside of W . From this it follows that the approximated feasible region of ∆c should

include ∆cu and as much region in R
3 as possible, provided it is visible to both ∆a

and ∆b. One such choice is described next.

Let Lab be the line segment between ∆a and ∆b (end points included), and

let W be the closure of W , which is a closed cylinder. Since both Lab and W are

compact and convex subsets of R
3, there exists a point u in Lab and a point v in W

such that ‖u − v‖ = inf{‖x − y‖ : x ∈ Lab, y ∈ W}. If u 6= v, then through point v

there is a unique plane P orthogonal to the straight line between u and v. P divides

R
3 into two closed half spaces which intersect each other at P . The definition of

u and v together with the convexity of Lab and W implies that Lab is contained in

one half space, while W is contained in the other half space. We denote by P + the

closed half space containing Lab. If u = v, then u (hence v) is located on ∂W . In

this case we can choose any tangent plane to ∂W at u that separates Lab and W ,

and define P + to be the side of it containing Lab. Note that here we use the term
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(a) (b) (c)

Figure 3.6: Approximated feasible region for ∆c when ∆a and ∆b are visible to each
other.

“tangent planes” of ∂W in its generalized sense, i.e., those planes which intersect

∂W and have W on one side exclusively. In the special case when u = v and u is on

the sharp edges of ∂W , there might be a family of such tangent planes, and we can

choose any one of them in defining P +, provided it separates Lab and W .

The closed half space P + thus obtained satisfies the condition that it con-

tains ∆cu and that all of its points are visible to both ∆a and ∆b. Therefore, we can

use P+ as the approximated feasible region of ∆c. This in essence imposes a single

linear constraint on c1 and c2.

The points u and v can be computed by using standard optimization algo-

rithms. Some results are shown in Figure 3.6. In each case, ∆a is marked with a

star, and ∆b with a diamond. The three plots correspond to the cases when v is on

a sharp edge, the top, and the side surface of the cylinder, respectively.

∆a and ∆b are not visible to each other. Let p and q be the entry point

and the exit point of a shortest curve in R
3 \ W from ∆a to ∆b as defined after
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Proposition 11.

Since ∆a is in the interior of R
3 \ W by assumption, p is located on the

contour of W with respect to a viewer situated at ∆a. Among all the planes that

are tangent to ∂W at p, let Pa be the one which passes through ∆a. The choice of

Pa is unique unless p is on the sharp edges of ∂W and ∆a has the same z-coordinate

as p. In the latter case, we can choose an arbitrary tangent plane. Let P +
a be the

closed half space determined by the side of Pa that does not contain W . Points in

P+
a are visible to ∆a. In a similar way we can define P +

b based on the tangent plane

Pb to ∂W at q that passes through ∆b. Points in P +
b are visible to ∆b. Therefore,

points in P + , P+
a ∩ P+

b are visible to both ∆a and ∆b, and can be used as the

approximated feasible set of ∆c. This translates into two linear constraints on c1

and c2.

Some typical examples are plotted in Figure 3.7, where in each case ∆a is

marked with a star and ∆b a diamond, and the solid line is a shortest curve in R
3\W

connecting ∆a and ∆b.

In summary, given ∆a and ∆b, one or two linear inequalities can be used

to approximate the constraint that ∆c is visible to both ∆a and ∆b in the presence

of the obstacle W . Such a linear approximation should be carried out for all aircraft

pairs, thus leading to the following approximated version of problem (3.14):

minimize
k

∑

i=1

λi‖ci − cu
i ‖2 subject to ci − cj ∈ P+

ij , 1 ≤ i < j ≤ k, (3.16)

where P +
ij is the linear approximation of the feasible set for ci − cj computed based

on ai − aj and bi − bj as described above. Problem (3.16) is a linearly constrained

quadratic programming problem, which can be efficiently solved by many existing

software packages.
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(a) (b)

(c) (d)

Figure 3.7: Approximated feasible region for ∆c when ∆a and ∆b are not visible to
each other.

3.5.2 Some examples of multi-aircraft encounters

Consider a three-aircraft encounter where a1 = (0, 50, 4), b1 = (100, 50, 4),

a2 = (50, 0, 4), b2 = (50, 100, 4), a3 = (100, 100, 5), and b3 = (0, 0, 3), i.e., aircraft 1

and aircraft 2 are flying at the same altitude with cross-path angle of 90◦, whereas

aircraft 3 dives across that altitude and has a path angle of 135◦ with both aircraft

1 and aircraft 2. All three aircraft have the same priority and tc = (t0 + t1)/2. We

choose a larger r (r = 10 nmi) to make the resolution maneuvers evident. h is chosen
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Figure 3.8: Two-legged resolution maneuvers for a three-aircraft encounter (λ1 =
λ2 = λ3 = 1/3): (a) three dimensional representation and (b) top view in the case
η = 5; (c) three dimensional representation and (d) top view in the case η = 50.

to be 0.3292 nmi. In Figure 3.8 the solutions to problem (3.16) corresponding to two

different values of η are shown. Plotted in (a) is the snapshot at a time instant

near tc of the two-legged joint maneuver that is a solution to problem (3.16) with

η = 5. Its top view is shown in (b). The cylinders in (a) represent half the size

of the protection zones surrounding the aircraft, i.e., they are (open) cylinders of

radius r/2 and height h. Therefore, two aircraft are in a conflict situation if and

only if the corresponding cylinders intersect each other. Similarly, (c) and (d) plot a
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Figure 3.9: Two-legged resolution maneuvers for a four-aircraft encounter (λ1 =
λ2 = λ3 = λ4 = 1/4): (a) three dimensional representation and (b) top view in the
case η = 5; (c) three dimensional representation and (d) top view in the case η = 50.

snapshot of a solution to problem (3.16) with η = 50. As in the case of two-aircraft

encounters, a larger value of η will force the aircraft to adopt horizontal maneuvers

to resolve the conflict.

Figure 3.9 shows the simulation results for a four-aircraft encounter with

a1 = (0, 100, 4), b1 = (100, 0, 4), a2 = (20, 80, 4), b2 = (80, 20, 4), a3 = (95, 95, 4),

b3 = (0, 0, 4), a4 = (70, 65, 4), and b4 = (20, 25, 4). The four aircraft are divided into

two groups, each consisting of two aircraft one overtaking the other, with the path

angle between the two groups being 90◦. We choose r = 10 nmi, h = 0.3292 nmi,
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Figure 3.10: Two-legged resolution maneuvers for the four-aircraft encounter (λ1 =
0.7, λ2 = λ3 = λ4 = 0.1): (a) three dimensional representation in the case η = 5; (b)
top view in the case η = 50.

and tc = (t0 + t1)/2. All aircraft have equal priority. (a) and (b) plot the snapshot

of a solution at a time instant near tc when η = 5, (c) and (d) plot a snapshot of

a solution when η = 50. (c) and (d) can be thought of as the restricted solution

to problem (3.16) when the motion of each aircraft is required to be contained in

the plane of altitude 4. If we increase the priority of aircraft 1 such that λ1 = 0.7,

λ2 = λ3 = λ4 = 0.1, we obtain the results shown in (a) and (b) of Figure 3.10 for

η = 5 and η = 50, respectively. Compared with (a) and (d) of Figure 3.9, the motions

of aircraft 1 (shown in Figure 3.10 by the heavy lines) are closer to the straight line

motions, forcing other aircraft to “bend” more.

As the number of aircraft involved gets larger, the resolution maneuver

becomes more complicated. An example is shown in Figure 3.11 for an eight-aircraft

encounter, which is obtained by adding to the four-aircraft encounter in Figures 3.9

and 3.10 four more aircraft with a5 = (55, 0, 3.7), b5 = (50, 80, 3.7), a6 = (55, 20, 3.7),
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Figure 3.11: A two-legged resolution maneuver for an eight-aircraft encounter (λi =
1/8, i = 1, . . . , 8, η = 20).

b6 = (50, 100, 3.7), a7 = (0, 55, 3.7), b7 = (80, 45, 4), a8 = (20, 55, 3.7), and b8 =

(100, 45, 4). By choosing identical priority and η = 20, the obtained solution to

problem (3.16) consists of both horizontal and vertical resolution motions. (a), (b),

and (c) are views of the solution from different viewpoints, (d) is its snapshot at a

certain time instant.

In each simulation, a large portion of the computational time is spent on

linearizing the feasible region, which is very sensitive to the configuration of the

starting and destination positions of the aircraft. On a desktop PC with 450 MHz

Pentium III processor, the computational time for the previous 3, 4, and 8 aircraft
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examples (implemented in MATLAB) is 4.7500, 3.9370, and 26.1720 seconds, respec-

tively. These times could be significantly reduced by writing the code in program-

ming languages more efficient than MATLAB, thus making the algorithm suitable

for real-time implementations.

3.5.3 Further constraints on the waypoints for the maneuver feasi-

bility

So far we have assumed that the two-legged maneuver obtained by solving

the optimization problem (3.16) is flyable. In practice, this is usually not the case

because of the abrupt turn and the change of speed when an aircraft passes through

its waypoint. In the following we shall propose practical constraints on the waypoints

to alleviate such drawbacks, at least to a certain extent. In order for the optimiza-

tion problem to be computationally tractable, it is important that the introduced

constraints are convex.

We start by considering the speed constraint. Suppose that the speed of

each aircraft during both stages of its maneuver cannot exceed a certain threshold

vmax. Recall that tc is the time epoch corresponding to the middle waypoints. Then

the speed constraint can be expressed as:

‖ai − ci‖ ≤ vmax(tc − t0), ‖bi − ci‖ ≤ vmax(t1 − tc), i = 1, . . . , k. (3.17)

For a single aircraft, say, aircraft i, constraint (3.17) implies that ci must belong to

the intersection of two balls, one centered at ai and the other centered at bi. Hence

the speed constraint is convex. Instead of a common vmax, one can also impose

different speed upper bounds for different aircraft in the two stages.
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Figure 3.12: Turning angle constraint on waypoints.

A further practical constraint is the turning angle constraint. Suppose that

the angle each aircraft turns at a waypoint cannot exceed a certain threshold θmax.

For aircraft i, this constraint specifies that its waypoint ci must lie in a convex region

of R
3 that is invariant under rotations around the axis aibi, where aibi denotes the

straight line passing through ai and bi. The intersection of this convex region with

any plane through aibi is plotted in Figure 3.12. It is the intersection of two disks

with properly chosen centers and radii.

Note that each of the two constraints above can be expressed as second

order cone constraints of the form (assume s is the optimization variable)

‖Âs + b̂‖ ≤ ĉs + d̂, (3.18)

for some matrix Â, vectors b̂, ĉ, and constant d̂, of suitable dimensions. Although the

turning angle constraint is actually equivalent to an infinite number of second order

cone constraints, one can, for example, impose upper bounds on the turning angles

for the projections of the maneuver onto the plane xy, xz, and yz, respectively, thus
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Figure 3.13: Two-legged resolution maneuvers for a five-aircraft encounter (λ1 =
λ2 = λ3 = λ4 = λ5 = 1/5, η = 50): (a) no additional constraint; (b) speed constraint
with vmax = 7.102 nmi/min; (c) turning angle constraint with θmax = π/10.

leading to three second order cone constraints. Therefore, the optimization problem

(3.16) together with the speed and the simplified turning angle constraints becomes

a Second Order Cone Programming (SOCP) problem, which can be solved by using

software such as SOCP [43]. Note that as before, the vertical penalty factor η can

be incorporated into these two constraints.

Figure 3.13 shows the effect of the speed and the turning angle constraints

by considering a five-aircraft encounter. Here we choose t0 = 0 min, t1 = 10 min,

tc = 5 min, η = 50, r = 5 nmi, h = 0.3292 nmi, and we assign the same priority to

all of the aircraft. The solution to problem (3.16) without any additional constraint

is shown in (a), the solution with the speed constraint of vmax = 7.102 nmi/min is

shown in (b), whereas the solution with the turning angle constraint θmax = π/10

on the xy plane projection is plotted in (c). As expected, the aircraft that possesses

the largest speed and turning angle in case (a) (whose trajectory is highlighted by

a heavy line) tends to have a straighter and smoother motion under the additional

constraints on either the speed or the turning angle.
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Further adjustments can be introduced to improve the flyability of the gen-

erated maneuvers. For example, one can consider multi-legged maneuvers and adopt

an iterative procedure to get an approximated optimal solution for the multi-legged

version of the conflict resolution problem. Furthermore, to avoid sharp turns at time

t0, one can choose the starting epoch to be t0 + ∆ for some positive ∆, and use the

time interval [t0, t0 + ∆] as a buffer for possible heading adjustments. Much more

work is still needed in this respect in order to actually implement our algorithms in

practical situations.

3.6 Summary of contributions

The problem of designing optimal conflict-free maneuvers for multi-aircraft

encounters in three dimensional airspace is studied. Numerical algorithms for solving

the problem are introduced based on a simplified model of the aircraft dynamics,

and their effectiveness is shown by extensive simulations. The proposed algorithms

rest on a geometric interpretation of the solutions, and possess some features that

make them attractive for practical implementation. For example, aircraft may have

different priorities; vertical maneuvers are penalized; and the maximum speed and

turning angle constraints can be introduced so as to improve path flyability.
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Chapter 4

Optimal Collision Avoidance

and Formation Switching on

Riemannian Manifolds

4.1 Introduction

As a generalization of the problems studied in the previous two chapters,

we consider next the problems of optimal collision avoidance and optimal forma-

tion switching for multiple agents moving on a Riemannian manifold. Based on

the assumption that the manifold admits a group of symmetries, various optimality

conditions are obtained that generalize the results in Chapter 2 and Chapter 3.

The main contribution of this chapter consists in

• the extension of the Noether theorem to OCA and OFS problems with nons-

mooth boundaries;
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• the introduction of bounds on the conserved quantities that apply uniformly

to solutions to all OCA and OFS problems. Some of these bounds can be

further improved by exploiting the structure of the specific problem under

consideration;

• the generalization of the obtained results to OCA and OFS problems for bodies

with arbitrary shapes.

For simplicity, we assume in this chapter that solutions to the OCA and OFS prob-

lems belong to the class of continuous and piecewise smooth trajectories, a reasonable

assumption in most of the practical applications. However, even when the underlying

manifold is simple, it is a nontrivial task to prove that a solution exists in this class

for arbitrary starting and destination positions of the agents. Therefore, all the re-

sults obtained should be understood to hold under the provision that a solution does

exist in the class of continuous and piecewise smooth trajectories for the considered

starting and destination positions.

This chapter is organized as follows. In Section 4.2, we formulate the OCA

and OFS problems for multiple agents moving on a Riemannian manifold, and in-

troduce the symmetry assumption on this manifold used throughout the chapter.

In Section 4.3, we derive various necessary conditions that apply uniformly to solu-

tions to all OCA and OFS problems. In particular, using some preliminary results

in Section 4.3.1, we show in Section 4.3.2 that a version of the classical Noether

theorem, namely, the preservation of momentum maps, still apply in our problems

that are nonsmooth in nature. Bounds on the momentum maps are derived in Sec-

tions 4.3.2 and 4.3.5 through a second variational analysis and a topological analysis,

respectively. Section 4.4 contains a natural generalization of our results to the case
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of agents of arbitrary shape. Finally, in Section 4.5, some conclusions and possible

future directions of research are outlined.

Throughout this chapter, the results are illustrated using several recurrent

examples: the Euclidean space R
n, the sphere Sn, a group G with a bi-invariant

metric, the Grassmann and the Stiefel manifolds.

4.2 Problem formulation

In this section, we formulate the OCA and OFS problems on Riemannian

manifolds. First of all, we need to introduce some notations and recall a few concepts

in differential geometry.

Let M be a C∞ Riemannian manifold. For each q ∈ M , we denote by 〈·, ·〉q

and ‖·‖q (or simply 〈·, ·〉 and ‖·‖) the Riemannian metric and the corresponding norm

on the tangent space TqM , respectively. Fix t0, t1 ∈ R with t0 < t1, and consider a

curve γ : [t0, t1] → M . The arc length of γ is defined as lγ =
∫ t1
t0

‖γ̇(t)‖ dt. Note that,

unless otherwise stated, we shall always assume that curves in M are continuous and

piecewise C∞. For this class of curves the arc length is well defined. The distance

dM (q0, q1) between two arbitrary points q0 and q1 in M is by definition the infimum

of the arc length of all curves connecting q0 and q1: dM (q0, q1) = inf{lγ : γ : [t0, t1] →

M, γ(t0) = q0, γ(t1) = q1}. A geodesic in M is a locally distance-minimizing curve.

More precisely, γ : [t0, t1] → M is a geodesic if and only if for any t ∈ (t0, t1), there

exists an ε > 0 small enough such that the arc length of γ restricted on [t − ε, t + ε]

is equal to dM (γ(t − ε), γ(t + ε)). In this chapter, we assumed that M is connected

and complete, and that all geodesics in M are parameterized proportionally to arc

length.
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Let L : TM → R be a Lagrangian function, i.e., a smooth function defined

on the tangent bundle TM = {TqM : q ∈ M} of M that is nonnegative and convex

on each fiber TqM , q ∈ M . For each curve γ : [t0, t1] → M , we define the energy of

γ as

J(γ) =

∫ t1

t0

L[γ̇(t)] dt. (4.1)

The curves joining two fixed points in M with minimal energy are extremals of the

functional J , and in any canonical local coordinates of TM , (x1, . . . , xn, ẋ1, . . . , ẋn),

n = dim(M), they are characterized by the Euler-Lagrange equations [3]:

d

dt

∂L

∂ẋi
=

∂L

∂xi
, i = 1, . . . , n.

As an example one can take L = 1
2‖ · ‖2, i.e., L(v) = 1

2‖v‖2
q , ∀v ∈ TqM, q ∈ M . In

this case the Euler-Lagrange equations describe the geodesics in M .

Consider an ordered k-tuple of points of M , 〈qi〉ki=1, where k is a positive

integer. We say that 〈qi〉ki=1 satisfies the r-separation condition for some positive r

if dM (qi, qj) ≥ r for all i 6= j. Let 〈ai〉ki=1 and 〈bi〉ki=1 be two k-tuples of points of

M , each of which satisfies the r-separation condition. 〈ai〉ki=1 is called the starting

position and 〈bi〉ki=1 the destination position.

Let γ = 〈γi〉ki=1 be a k-tuple of curves in M defined on [t0, t1] such that

γi(t0) = ai, γi(t1) = bi, for i = 1, . . . , k. One can interpret γ as the joint trajectory

of k agents moving on M that start from 〈ai〉ki=1 at time t0 and end at 〈bi〉ki=1 at

time t1. γ is said to be collision-free if the k-tuple 〈γi(t)〉ki=1 satisfies the r-separation

condition for each t ∈ [t0, t1]. Equivalently, if the agents are Riemannian disks of

radius r/2 in M whose centers follow γ, then γ is collision-free if and only if no two

agents overlap during [t0, t1]. Naturally, r must be small enough so that it is possible

to pack k disks of radius r/2 in M .
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Using these notations, we can now formulate the first problem we are going

to study.

Problem 1 (Optimal Collision Avoidance (OCA)) Among all collision-free γ

that start from 〈ai〉ki=1 at time t0 and end at 〈bi〉ki=1 at time t1, find the ones that

minimize the energy

J(γ) =

k
∑

i=1

λiJ(γi), (4.2)

where 〈λi〉ki=1 is a k-tuple of positive real numbers and J(γi) is defined as in (4.1).

The k-tuple 〈λi〉ki=1 of weighting coefficients in the overall energy J(γ) represents

the priorities of the k agents, with a larger λi corresponding to a higher priority for

agent i.

The OCA problem can be formulated in an alternative way by viewing each

k-tuple of points of M as a single point in M (k) = M × · · · × M . According to this

interpretation, γ becomes a curve in M (k) starting from (a1, . . . , ak) at time t0 and

ending at (b1, . . . , bk) at time t1, while avoiding the obstacle

W = ∪i6=j{(q1, . . . , qk) ∈ M (k) : dM (qi, qj) < r}. (4.3)

As a result, solutions to the OCA problem are energy-minimizing curves in M (k) \W

connecting two fixed points. In particular, if L = 1
2‖ · ‖2, then these solutions are

geodesics in M (k) \ W with a proper choice of metric.

To define the OFS problem we need to introduce some further notions.

Given a k-tuple 〈qi〉ki=1 of points of M satisfying the r-separation condition, we

define the formation pattern of 〈qi〉ki=1 as a graph (V, E) whose set of vertices V is

given by V = {1, . . . , k} and whose set of edges E contains the edge (i, j) between
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Figure 4.1: Hasse diagram of F when M = R
2 and k = 3.

vertex i and vertex j if and only if dM (qi, qj) = r. Let γ = 〈γi〉ki=1 be a collision-free

k-tuple of curves in M defined on [t0, t1]. Then, for each t ∈ [t0, t1], the formation

pattern of γ at time t is defined to be the formation pattern of the k-tuple of points

〈γi(t)〉ki=1.

Remark 7 For given M, r and k, not all graphs with k vertices can represent the

formation pattern of some k-tuple of points of M satisfying the r-separation con-

dition. For example, if M = R
2 and k = 4, the complete graph with four vertices

is not the formation pattern of any 〈qi〉4i=1 satisfying the r-separation condition, re-

gardless of r > 0. In fact, each formation pattern (V, E) corresponds to a nonempty

subset of M (k) \ W , namely, those (q1, . . . , qk) ∈ M (k) \ W satisfying dM (qi, qj) = r

if (i, j) ∈ E and dM (qi, qj) > r otherwise. In particular, if E contains no edges, then

(V, E) corresponds to the interior of M (k) \ W .
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Denote by F the set of all formation patterns. A partial order ≺ is defined

on F such that two formation patterns (V1, E1) and (V2, E2) satisfy (V1, E1) ≺ (V2, E2)

if and only if (V1, E1) is a subgraph of (V2, E2). Based on this partial order relation, F

can be rendered graphically as a Hasse diagram ([63]). In this diagram, each element

of F is represented by a node on a plane at a certain position such that the node

corresponding to (V1, E1) is placed at a lower position than the node corresponding to

(V2, E2) if (V1, E1) ≺ (V2, E2), and a line segment is drawn upward from node (V1, E1)

to node (V2, E2) if and only if (V1, E1) ≺ (V2, E2) and there exists no other (V, E) ∈ F

such that (V1, E1) ≺ (V, E) and (V, E) ≺ (V2, E2). As an example, Figure 4.1 plots

the Hasse diagram of F in the case M = R
2 and k = 3.

Now we can define the OFS problem.

Problem 2 (Optimal Formation Switching (OFS)) Suppose that F̃ is a subset

of F such that the formation patterns of both 〈ai〉ki=1 and 〈bi〉ki=1 belong to F̃ . Among

all collision-free γ = 〈γi〉ki=1 that start from 〈ai〉ki=1 at time t0 and end at 〈bi〉ki=1 at

time t1, find the ones minimizing the energy (4.2) and satisfying the constraint that

the formation pattern of γ at any time t ∈ [t0, t1] belongs to F̃ .

The OFS problem is a natural generalization of the OCA problem: the OFS

problem reduces to the OCA problem if F̃ = F . Regarded as a curve in M (k) \ W ,

a solution γ to the OFS problem can only lie in a subset of M (k) \ W obtained

by piecing together cells of various dimensions, one for each formation pattern in F̃ .

Depending on F̃ , this union of cells can be highly complicated. In the example shown

in Figure 4.1, one can choose F̃ to consist of formation patterns 1, 2, 3, and 4, thus

requiring that every two agents “contact” each other either directly or indirectly via

the third agent at all time. This makes sense in practical situations where the three
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agents have to share data among one another and information exchange is possible

only at the minimum allowed distance. As another example, F̃ can be chosen to

consist of formation patterns 1, 3, 4, and 7. In this case agent 1 and agent 2 are

required to be bound together during the whole time interval [t0, t1]; and the OFS

problem can be viewed as the OCA problem between agent 3 and this two-agent

subsystem.

Remark 8 Solutions to the OCA and OFS problems may not exist. The OCA prob-

lem of two agents on a line trying to switch positions is one such example. As another

example, consider the OFS problem in Figure 4.1, with F̃ consisting of only formation

pattern 8. Regarded as a curve in M (k) \ W = R
6 \ W , a solution γ has to lie in the

interior of R
6 \W . If the starting and destination positions correspond to two points

in int(R6 \ W ) that are ‘invisible’ to each other, i.e., if the line segment connecting

them intersects the obstacle W , then the OFS problem does not admit a solution. In

general, to ensure that a solution to the OFS problem exists, it is sufficient (though

not necessary) to require that the subset of M (k) \ W corresponding to F̃ is closed

and that the two points corresponding to the starting and destination positions are in

the same connected component of this subset. The first requirement translates into

the following property of F̃ : for each (V, E) ∈ F̃ , any formation pattern (V1, E1) such

that (V, E) ≺ (V1, E1) is also an element of F̃ . This is automatically satisfied in the

OCA problem because F̃ = F . The second requirement is satisfied if there exists

at least one collision-free 〈γi〉ki=1 from the starting to the destination position whose

formation pattern is always in F̃ .

In this chapter, we focus on the OCA and OFS problems on certain Rie-

mannian manifolds satisfying the following assumptions, whose implications will be
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detailed next.

Assumption 1 (Symmetry) There is a Lie group G such that

1. G acts on M from the left by isometries (denote by Φ : G × M → M this C∞

action);

2. the Lagrangian function L is G-invariant.

We now explain the meaning of these assumptions. For brevity, we write gq for

Φ(g, q), g ∈ G and q ∈ M . For each g ∈ G, define Φg : M → M to be the map

Φg : q 7→ gq, ∀q ∈ M . Similarly, for each q ∈ M , define Φq : G → M to be the

map Φq : g 7→ gq, ∀g ∈ G. Both Φg and Φq are C∞ maps since Φ is C∞. Φ being

a left action on M is equivalent to that i) Φg1g2 = Φg1 ◦ Φg2 for g1, g2 ∈ G, where

◦ denotes composition of maps, and ii) Φe(q) = q, ∀q ∈ M , where e is the identity

element of G. For each g ∈ G, the first assumption implies that Φg is an isometry

of M , i.e., Φg : M → M is a map preserving the metric 〈·, ·〉 (hence the distance) on

M , while the second assumption implies that L ◦ dΦg = L, where dΦg : TM → TM

is the tangent map of Φg. If in particular L = 1
2‖ · ‖2, then the second assumption is

a direct consequence of the first one.

We now give a few simple examples of M and G satisfying the above as-

sumptions. More examples will be presented later.

Example 2 (Euclidean space) A classical example is the Euclidean space M =

R
n, which is the manifold of interest in many practical applications, for example,

those studied in Chapter 2 and Chapter 3. Elements of R
n are thought of as column

vectors. The tangent space of R
n at any point can be identified with R

n itself and is
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equipped with the standard Euclidean metric. Let L = 1
2‖·‖2. Then the energy of a k-

tuple of curves γ = 〈γi〉ki=1 in R
n is J(γ) = 1

2

∑k
i=1 λi

∫ t1
t0

‖γ̇i(t)‖2 dt. There are many

choices of G for which Assumption 1 holds. For example, G can be chosen to be R
n

itself, with the group operation being vector addition. The action Φ : R
n × R

n → R
n

is simply the group operation. As another example, consider the group of orientation-

preserving n-by-n orthogonal matrices, G = SOn , {A ∈ R
n×n : AtA = In, detA =

1}. The matrix multiplication defines an action of SOn on R
n that also satisfies

Assumption 1.

Example 3 (Sphere in R
n) Let M = Sn−1 , {(x1, . . . , xn) ∈ R

n : x2
1 + · · ·+ x2

n =

1} be the unit (n − 1)-sphere for some n ≥ 2. For each q ∈ Sn−1, the tangent space

TqS
n−1 = {v ∈ R

n : vtq = 0} ' R
n−1 is equipped with the standard Euclidean metric.

This metric is the one Sn−1 inherits from R
n as a submanifold. Let L = 1

2‖·‖2. Then

the action of the matrix group G = SOn on Sn−1 by matrix multiplication satisfies

Assumption 1.

Example 4 (Lie group) More abstractly, let M = G be a Lie group with a left

invariant Riemannian metric, in other words, the left multiplication by g defines an

isometry of G for each g ∈ G. Let L : TG → R be a left invariant Lagrangian

function. Such L correspond in a one-to-one way with nonnegative and convex func-

tions TeG → R, where e is the identity element of G. Then the group multiplication

G × G → G is a left action of G on itself satisfying Assumption 1.

In the last example, if in particular the metric on G is also right invariant,

i.e., it is bi-invariant, the results in this chapter turn out to be especially simple. Lie

groups with bi-invariant metric include all compact Lie groups and semi-simple Lie
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groups (see [12, 20]). Example 2 with G = M = R
n is an example of a Lie group

with a bi-invariant metric. As another example, consider G = SOn. Its Lie algebra,

namely, the tangent space of SOn at the identity element, is son = {X ∈ R
n×n :

X + Xt = 0}, the set of skew symmetric n-by-n matrices. Denote by 〈·, ·〉F the

Frobenius inner product on R
n×n defined by 〈Y,Z〉F = tr(Y tZ) for Y,Z ∈ R

n×n. A

left invariant metric on SOn can be established by first specifying its restriction on

the fiber son to be 1
2〈·, ·〉F , and then extending it to all other fibers so that each left

multiplication is an isometry. It is easy to see that the metric thus defined is also

right invariant, hence bi-invariant.

This last example finds application in surveillance systems. Consider a

cluster of cameras monitoring, for instance, a chamber in a museum. Suppose that

each camera has a limited angle of view, and is mounted on a ball head that can

rotate freely. The configuration space of each camera is SO3, and we can define

two cameras to be in a “collision” if their visibility regions ever overlap. Efficient

coordination of the surveillance cameras can then be reformulated as an OCA (or

OFS) problem on SO3. The results proved in this chapter still apply in the case

when the visibility regions of the cameras have possibly an irregular shape (see Sec-

tion 4.4). Similar applications can be found in multiple satellites covering the earth

for surveillance/communication purposes.

4.3 Necessary conditions for optimality

In this section, we derive necessary conditions for continuous and piecewise

smooth curves to be optimal solutions to the OCA and OFS problems on a Rieman-

nian manifold M satisfying Assumption 1. It should be pointed out that some of the
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results, more specifically those in Section 4.3.3, can be proved using the Hamiltonian

or symplectic approach. However, we adopt the more direct (though less elegant)

Lagrangian viewpoint for two reasons: it is easier to deal with the nonsmooth nature

of the problems addressed; and, as a byproduct, further optimality conditions such

as those in Sections 4.3.4 and 4.3.5 can be obtained.

4.3.1 Variations of curves in the Lie group G

We first review some notions and results on smooth variations of curves in

G that are useful in later sections. All of the results in this section are well known

in the literature and can be found in, e.g., [12, 45].

Definition 10 Let h0 : [t0, t1] → G be a C∞ curve in G. A (smooth) variation of

h0 is a C∞ map h : (−ε, ε)× [t0, t1] → G such that h(0, ·) = h0(·), ε being some small

positive real number. If in addition h(·, t0) ≡ h0(t0) and h(·, t1) ≡ h0(t1), then the

variation h is called proper.

Let h be a variation of h0 as in Definition 10. For each s ∈ (−ε, ε), h(s, ·) :

[t0, t1] → G is a curve in G which we denote by hs(·) (note that this is consistent with

Definition 10, since at s = 0 we obtain h0). The variation h can then be equivalently

specified by a smoothly varying family of curves {hs}s∈(−ε,ε). Also, the condition

that h is a proper variation is equivalent to that all curves in this family have the

same starting and ending points.

For each (s, t) ∈ (−ε, ε) × [t0, t1], we define ḣ(s, t) , ∂h
∂t (s, t), h′(s, t) ,

∂h
∂s (s, t), using dot and prime to indicate differentiation with respect to t and s,

respectively. Both ḣ(s, t) and h′(s, t) belong to the tangent space of G at h(s, t). We

can pull them back via left multiplication to the tangent space of G at the identity
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element e, i.e., the Lie algebra g = TeG of G. Thus we define

ξ(s, t) , h(s, t)−1ḣ(s, t) ∈ g, η(s, t) , h(s, t)−1h′(s, t) ∈ g.

Here to simplify the notation we use h(s, t)−1ḣ(s, t) to denote dmh(s,t)−1 [ḣ(s, t)] (m

is the action of G on itself defined from the group operation, so that for any g ∈ G,

mg : G → G stands for the left multiplication by g, while dmg : TG → TG is its

tangent map). Similarly for h(s, t)−1h′(s, t). This kind of notational simplification

will be carried out in the following without further explanation.

Define ξ̇(s, t) = ∂ξ
∂t (s, t) and ξ′(s, t) = ∂ξ

∂s (s, t), both of which belong to

Tξ(s,t)g. Since g is a vector space, we can identify Tξ(s,t)g with g. Hence ξ̇(s, t) and

ξ′(s, t) belong to g. Similarly we can define η̇(s, t), η ′(s, t) ∈ g. Denote by [·, ·] the

Lie bracket of g. Then

Lemma 1 At any (s, t) ∈ (−ε, ε) × [t0, t1],

ξ′(s, t) = η̇(s, t) + [ξ(s, t), η(s, t)].

Proof: Define a g-valued left invariant 1-form ω on G by ω(v) = g−1v, ∀v ∈ TgG,

g ∈ G. By the Maurer-Cartan structure equation [67], dω = −[ω, ω]. Pulling this

back via the map h : (−ε, ε) × [t0, t1] → G yields h∗(dω) = −[h∗ω, h∗ω]. Evaluating

both sides at the vector fields ∂
∂s and ∂

∂t , and noting that ω(ḣ) = ξ and ω(h′) = η by

definition, we obtain

−[h∗ω(
∂

∂s
), h∗ω(

∂

∂t
)] = −[ω(dh

∂

∂s
), ω(dh

∂

∂t
)] = −[ω(h′), ω(ḣ)] = −[η, ξ] = [ξ, η],

h∗(dω)(
∂

∂s
,

∂

∂t
) = d(h∗ω)(

∂

∂s
,

∂

∂t
)

=
∂

∂s
[h∗ω(

∂

∂t
)] − ∂

∂t
[h∗ω(

∂

∂s
)] − h∗ω([

∂

∂s
,

∂

∂t
]) = ξ′ − η̇.
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The desired conclusion follows by equating the above two equations.

Proofs can also be found in [7], and in the case of matrix Lie groups, in [44].

In line with our previous notations, we define ḣs(·) = ḣ(s, ·) and h′
s(·) =

h′(s, ·), for each s ∈ (−ε,+ε). We shall also write ξs(·) = ξ(s, ·), ξ̇s(·) = ξ̇(s, ·), and

ξ′s(·) = ξ′(s, ·). Similarly for ηs(·), η̇s(·) and η′s(·). Thus the statement in Lemma 1

can be rewritten as

ξ′s = η̇s + [ξs, ηs], for all s. (4.4)

We now apply Lemma 1 to a very special case. Denote by ce the constant

map that maps every t ∈ [t0, t1] to the identity e in G, i.e., ce(·) ≡ e. Suppose that

h is a proper variation of h0 = ce. Then ḣ0(·) ≡ 0 since h0(·) ≡ e, and therefore

ξ0(·) ≡ 0. Since h is a proper variation, we have h′(·, t0) = h′(·, t1) ≡ 0, hence

η(·, t0) = η(·, t1) ≡ 0. Define χ : [t0, t1] → g by

χ = ξ′0. (4.5)

χ is a C∞ map which, by Lemma 1, satisfies

χ = η̇0 + [ξ0, η0] = η̇0, (4.6)

where the second equality follows from ξ0(·) ≡ 0. Therefore,

∫ t1

t0

χ(t) dt =

∫ t1

t0

η̇0(t) dt = η0(t1) − η0(t0) = 0.

Conversely, given any C∞ map χ : [t0, t1] → g satisfying
∫ t1
t0

χ(t) dt = 0, define

h(s, t) = exp[s
∫ t
t0

χ(t) dt], ∀(s, t) ∈ (−ε, ε)× [t0, t1], where ε is a positive real number

small enough and exp is the exponential map of G. One can verify that h is indeed

a proper variation of ce such that ξ′0 coincides with χ. Therefore,
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Lemma 2 A necessary and sufficient condition for a C∞ map χ : [t0, t1] → g to be

realized as χ = ξ′0, where ξ = h−1ḣ for some C∞ proper variation h of h0 : [t0, t1] →

G given by h0(·) ≡ e, is
∫ t1

t0

χ(t) dt = 0.

Remark 9 The result in Lemma 2 can also be derived from Proposition 1.14.1

in [13].

4.3.2 Variational analysis

Suppose that γ = 〈γi〉ki=1 is an optimal solution to the OCA (or OFS)

problem that starts from 〈ai〉ki=1 at time t0 and ends at 〈bi〉ki=1 at time t1. Necessary

conditions on γ can be derived in the following way. Let h : (−ε, ε) × [t0, t1] → G be

a C∞ proper variation of the constant map ce(·) ≡ e for some small ε > 0. According

to the notations introduced in Section 4.3.1, for each s ∈ (−ε, ε), hs : [t0, t1] → G is a

C∞ curve in G both starting and ending at e, hence can be used to define a k-tuple

of perturbed curves γs = 〈γs,i〉ki=1 in M by

γs,i(·) = hs(·)γi(·), i = 1, . . . , k,

which by the fact that hs(t0) = hs(t1) = e also starts from 〈ai〉ki=1 at time t0 and

ends at 〈bi〉ki=1 at time t1. Note that γ0 = γ since h0(·) ≡ e. Moreover, since

by Assumption 1 Φhs(t) is an isometry of M , γs is collision-free, and has the same

formation pattern as γ at any time t ∈ [t0, t1]. Define

J(s) , J(γs), ∀s ∈ (−ε, ε). (4.7)

J(s) is a C∞ function since h is a C∞ variation.
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For each (s, t) ∈ (−ε, ε) × [t0, t1] and each i = 1, . . . , k, we have1

L[γ̇s,i] = L[ḣsγi + hsγ̇i] = L[hsξsγi + hsγ̇i] = L[hs(ξsγi + γ̇i)] = L[ξsγi + γ̇i].

Here ḣsγi denotes dΦγi(ḣs), and hsγ̇i denotes dΦhs(γ̇i), both of which belong to

Thsγi
M . In the second equality we use the fact that ḣsγi = hsξsγi, a consequence of

the property that (g1g2)q = g1(g2q), ∀g1, g2 ∈ G, q ∈ M . The last equality follows

from the G-invariance of L. The energy of γs is then

J(s) =

k
∑

i=1

λi

∫ t1

t0

L[ξsγi + γ̇i] dt. (4.8)

A necessary condition for γ to be optimal is that J(s) assumes its minimum at

s = 0. In particular, this implies that the derivatives J ′(0) = 0 and J ′′(0) ≥ 0. The

implications of these two conditions will be studied in the next two subsections.

4.3.3 First variation

For any vector space V , denote by (·, ·) : V ∗ × V → R the natural pairing

between V and its dual V ∗, i.e., ∀α ∈ V ∗, v ∈ V , (α, v) = α(v) is the value of α on

v. Differentiating (4.8) with respect to s, we have

J ′(s) =

k
∑

i=1

λi

∫ t1

t0

(DLξsγi+γ̇i
, ξ′sγi) dt. (4.9)

Here we identify the tangent space at ξsγi + γ̇i of Tγi
M with Tγi

M itself, so ξ′sγi ∈

Tγi
M ; DLξsγi+γ̇i

is the fiberwise differential of L, or more precisely, the differential of

L restricted on Tγi
M and evaluated at ξsγi + γ̇i ∈ Tγi

M . DLξsγi+γ̇i
can be thought

1Since γi is only piecewise C∞, this and all equations that follow should be understood to hold
only at those t where γ̇i’s are well defined. In addition, the parameter t is implicit in these equations
for brevity.
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of as an element of T ∗
γi

M . At s = 0, we have ξ0 ≡ 0 and ξ′0 = χ. Therefore, recalling

that ξ′sγi = dΦγi(ξ′s), we get

J ′(0) =

k
∑

i=1

λi

∫ t1

t0

(DLγ̇i
, dΦγi(χ)) dt =

∫ t1

t0

(

k
∑

i=1

λi(dΦγi)∗DLγ̇i
, χ) dt, (4.10)

where (dΦγi)∗ : T ∗
γi

M → g∗ is the dual of dΦγi : g → Tγi
M defined by

((dΦγi)∗α, ζ) = (α, dΦγi(ζ)), ∀α ∈ T ∗
γi

M, ζ ∈ g. (4.11)

From (4.10) and Lemma 2, the condition that J ′(0) = 0 for all proper

variations h of the constant map ce(·) ≡ e is equivalent to

∫ t1

t0

(
k

∑

i=1

λi(dΦγi)∗DLγ̇i
, χ) dt = 0 (4.12)

for all C∞ map χ : [t0, t1] → g such that
∫ t1
t0

χ(t) dt = 0. Since
∑k

i=1 λi(dΦγi)∗DLγ̇i

is piecewise C∞ (though not necessarily continuous) in g∗, condition (4.12) implies

that
∑k

i=1 λi(dΦγi)∗DLγ̇i
is constant for all t ∈ [t0, t1] where γ̇i’s are well defined,

because otherwise one can choose a χ with
∫ t1
t0

χ(t) dt = 0 such that (4.12) fails to

hold. This concludes the proof of the following theorem.

Theorem 4 Suppose that γ = 〈γi〉ki=1 is an optimal solution to the OCA (or OFS)

problem. Then there exists a constant ν0 ∈ g∗ such that

k
∑

i=1

λi(dΦγi)∗DLγ̇i
≡ ν0 (4.13)

for all t ∈ [t0, t1] where γ̇i’s are well defined.

In the following we shall denote by ν the quantity on the left hand side of (4.13).
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Remark 10 The action of G on M induces an action of G on M (k) naturally,

which can be cotangent lifted to an action of G on T ∗(M (k)). ν is the momentum

map for this last action evaluated along the curve (γ1, . . . , γk, λ1DLγ̇1 , . . . , λkDLγ̇k
)

in T ∗(M (k)). Theorem 4 thus generalizes the classical Noether theorem ([3, 45]) to

the nonsmooth case.

If L = 1
2‖ · ‖2, then the conclusion of Theorem 4 can be simplified by

canonically identifying each v ∈ Tγi
M with the element in T ∗

γi
M defined by u 7→

〈v, u〉, ∀u ∈ Tγi
M . Thus DLγ̇i

is identified with γ̇i, and (4.13) becomes

k
∑

i=1

λi(dΦγi)∗γ̇i ≡ ν0 ∈ g∗, (4.14)

where (dΦγi)∗ : Tγi
M → g∗ is now defined by

((dΦγi)∗v, ζ) = 〈v, dΦγi(ζ)〉, ∀v ∈ Tγi
M, ζ ∈ g. (4.15)

Furthermore, there is occasionally a natural choice for a metric on g, which can be

used to identify g and g∗. In this case, the conserved quantity ν can be thought of

taking values in g.

Example 5 (G = SOn, M = R
n) Consider Example 2 with G = SOn, M = R

n,

and L = 1
2‖ · ‖2. The Lie algebra g of SOn is son = {X ∈ R

n×n : X + Xt = 0}.

Suppose that a k-tuple of curves in R
n, γ = 〈γi〉ki=1, is an optimal solution to the OCA

(or OFS) problem defined on [t0, t1]. At each time t ∈ [t0, t1], let v ∈ Tγi
R

n ' R
n

and X ∈ son be arbitrary. Then

〈v, dΦγi(X)〉 = 〈v,Xγi〉 = vtXγi = tr(γiv
tX) = 〈vγt

i , X〉F =
1

2
〈vγt

i − γiv
t, X〉F ,
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where we recall that 〈·, ·〉F is the Frobenius inner product on R
n×n defined in Exam-

ple 4. The last equality follows from the skew-symmetry of X. So by (4.15),

((dΦγi)∗v,X) =
1

2
〈vγt

i − γiv
t, X〉F , ∀X ∈ son.

Note that vγt
i − γiv

t ∈ son. So, if son is identified with so∗n using the metric 1
2〈·, ·〉F ,

the above equation implies that (dΦγi)∗v = vγt
i − γiv

t. Hence (4.14) becomes

k
∑

i=1

λi(γ̇iγ
t
i − γiγ̇

t
i ) ≡ ν0 ∈ son. (4.16)

Or equivalently,
∑k

i=1 λi(γ̇i ∧ γi) is constant, where ∧ is the wedge product defined

on R
n. In particular, if n = 3 (G = SO3, M = R

3), equation (4.16) is equivalent to

∑k
i=1 λi(γi× γ̇i) ≡ Ω0 for some Ω0 ∈ R

3, where × is the vector product. Therefore, if

γ is thought of as the trajectories of k particles moving in R
3 with mass λ1, . . . , λk,

respectively, then their total angular momentum is preserved along an optimal solu-

tion to the OCA (or OFS) problem. The conserved quantity when n > 3 can also be

thought of as the generalized angular momentum for the particle system. Note that

(4.16) in the case n = 2 has been derived in Chapter 2 (Proposition 4).

Example 6 (G = SOn, M = Sn−1) Consider Example 3, where G = SOn, M =

Sn−1, and L = 1
2‖ · ‖2. Since Sn−1 is a submanifold of R

n, by following the same

steps as in Example 5, we conclude that (4.16) still holds for optimal solutions γ to

the OCA (or OFS) problem on Sn−1.

Example 7 (Lie Group with a Bi-Invariant Metric) Suppose that M = G is

a Lie group with a bi-invariant Riemannian metric in Example 4, and L = 1
2‖ · ‖2.

Let γ = 〈γi〉ki=1 be a solution to the OCA (or OFS) problem on G. Then at each time



116

t, ∀v ∈ Tγi
G, ζ ∈ g,

〈v, dΦγi(ζ)〉 = 〈v, ζγi〉 = 〈vγ−1
i γi, ζγi〉 = 〈vγ−1

i , ζ〉 ⇒ ((dΦγi)∗v, ζ) = 〈vγ−1
i , ζ〉.

(4.17)

Under the canonical identification of g with g∗ via 〈·, ·〉, the right hand side is equiv-

alent to (dΦγi)∗v = vγ−1
i ∈ g. Therefore, the conservation law (4.14) is

k
∑

i=1

λiγ̇iγ
−1
i ≡ ν0 ∈ g. (4.18)

In the particular case when M = G = R
n, (4.18) implies

∑k
i=1 λiγ̇i ≡ ν0 ∈ R

n. In

other words, if k particles with mass λ1, . . . , λk follow the trajectories of γ, then their

total linear momentum is preserved. This condition has been derived in Chapter 2

and Chapter 3 from elementary approaches. If we consider G = SOn with the bi-

invariant metric defined in Example 4, and L = 1
2‖·‖2, then (4.18) holds for solutions

γ = 〈γi〉ki=1 to the OCA (or OFS) problem on SOn, and ν0 ∈ son is now a constant

skew symmetric n-by-n matrix.

A large class of examples can be derived from Example 7 by considering the

quotient spaces of G under certain subgroups H, i.e., the symmetric spaces G/H.

We give two of these examples here. The first one is the OCA (or OFS) problem on

the Grassmann manifold and has it origin in multi-user wireless communication [75].

In such a scenario, a communication channel is shared by multiple users. Specifically,

each user is allocated a p-dimensional subspace in the n-dimensional signal space used

for data transmission. Separation among these subspaces should be maintained to

minimize crosstalk and hence guaranteeing a satisfactory signal-to-noise ratio (SNR).

Due to the possible changes of user locations and channel conditions, the signal
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subspaces might need to be re-allocated from time to time in an incremental way,

resulting each time in an OCA problem on the Grassmann manifold.

Example 8 (Grassmann Manifold) Suppose that SOn has the bi-invariant met-

ric described in Example 4. Let p be an integer, 1 ≤ p ≤ n. Denote by Hp the

subgroup







SOp 0

0 SOn−p






' SOp × SOn−p of SOn. Define Gn,p , SOn/Hp to be

the set of left cosets of Hp in SOn, and let π : SOn → Gn,p be the natural projection.

Elements of Gn,p are π(A) = AHp, ∀A ∈ SOn. For each π(A) ∈ Gn,p, the subspace

of R
n spanned by the first p column vectors of A is the same for all A ∈ π(A), hence

there is a one-to-one correspondence between Gn,p and set of p-dimensional subspaces

of R
n. Since Hp is a closed subgroup of SOn, Gn,p admits a natural differential struc-

ture, and is called a Grassmann manifold. At each A ∈ SOn, the tangent space of

SOn has the orthogonal decomposition [14]:

TASOn = vertASOn ⊕ horASOn.

The vertical space vertASOn = A







sop 0

0 son−p






is the tangent space of AHp at A; the

horizontal space horASOn consists of all those matrices of the form A







0 −Xt

X 0







for some X ∈ R
(n−p)×p. Note that dπ : horASOn → Tπ(A)Gn,p is a vector space

isomorphism. The restriction of the metric on TASOn defines a metric on horASOn

as

〈A







0 −Xt
1

X1 0






, A







0 −Xt
2

X2 0






〉 = 〈X1, X2〉F , ∀X1, X2 ∈ R

(n−p)×p. (4.19)
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An important observation is that there is a unique Riemannian metric on Gn,p that

makes dπ : horASOn → Tπ(A)Gn,p an isometry for each π(A) ∈ Gn,p, regardless of

the choice of A ∈ π(A). Such a metric exists because the metric on SOn is right

invariant. Moreover, this metric on Gn,p is invariant under the induced left action

of SOn on Gn,p since the metric on SOn is left invariant. In the terminology of

[53], π : SOn → Gn,p is a Riemannian submersion, and when viewed as a principal

Hp-bundle over Gn,p, SOn has a metric of constant bi-invariant type. See [53] for

more details on (sub-Riemannian) metrics of principal bundles.

Suppose that L = 1
2‖ · ‖2. Let γ = 〈γi〉ki=1 be a k-tuple of curves in Gn,p that

is a solution to the OCA (or OFS) problem. For each i = 1, . . . , k, let Ai be a lifting

of γi in SOn in the sense that π(Ai) = γi. In other words, the first p column vectors

of Ai ∈ SOn span the subspace γi ∈ Gn,p. We can choose Ai to be continuous and

piecewise C∞. At each time t, choose arbitrary X ∈ son and v ∈ Tγi
Gn,p, and let V

be the unique element of horAi
SOn such that dπ(V ) = v. Then, using the fact that

dπ : horAi
SOn → Tγi

Gn,p is an isometry, we have

〈v, dΦγi(X)〉Tγi
Gn,p

= 〈V, PAi
(XAi)〉horAi

SOn
= 〈V,XAi〉TAi

SOn
= 〈V At

i, X〉son
,

where PAi
is the orthogonal projection TAi

SOn → horAi
SOn. Here for clarity we

indicate in subscript the associated tangent space of each inner product. Therefore,

(dΦγi)∗v = V At
i ∈ son ' so∗n. Finally, notice that γ̇i = dπ[PAi

(Ȧi)]. Then (4.14)

becomes
k

∑

i=1

λi(dΦγi)∗γ̇i =

k
∑

i=1

λiPAi
(Ȧi)A

t
i ≡ ν0 ∈ son. (4.20)

Example 9 (Stiefel Manifold) Denote by Kp the subgroup







Ip 0

0 SOn−p






of SOn.
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Then Kp ' SOn−p and the quotient space Vn,p , SOn/Kp is called a Stiefel mani-

fold. Elements in Vn,p correspond in a one-to-one way to the orthonormal p-frames of

R
n. At each A ∈ SOn, the vertical space is now A







0 0

0 son−p






, while the horizontal

space consists of matrices of the form A







Y −Xt

X 0






for X ∈ R

(n−p)×p, Y ∈ R
p×p,

Y + Y t = 0. The metric on SOn restricts to a metric on the horizontal space as

〈A







Y1 −Xt
1

X1 0






, A







Y2 −Xt
2

X2 0






〉 = 〈X1, X2〉F +

1

2
〈Y1, Y2〉F ,

which can be used to define a Riemannian metric on Vn,p such that dπ is an isometry

from the horizontal space at each A ∈ SOn to Tπ(A)Vn,p (π is now the natural pro-

jection from SOn to Vn,p). The metric thus defined is invariant under the induced

left action of SOn on Vn,p.

Let L = 1
2‖ · ‖2. By similar arguments as in Example 8, we can show that if

γ = 〈γi〉ki=1 is a solution to the OCA (or OFS) problem on Vn,p, and if Ai is a lifting

of γi in SOn, 1 ≤ i ≤ k, then

k
∑

i=1

λiP̂Ai
(Ȧi)A

t
i ≡ ν0 ∈ son. (4.21)

Here P̂Ai
is the orthogonal projection from TAi

SOn to the horizontal space of SOn

at Ai.
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4.3.4 Second variation

Let J(s) be defined as in (4.8). Differentiating equation (4.9) with respect

to s at s = 0, we have

J ′′(0) =
k

∑

i=1

λi

∫ t1

t0

[(DLγ̇i
, ξ′′0γi) + D

2Lγ̇i
(ξ′0γi, ξ

′
0γi)] dt

=

∫ t1

t0

(
k

∑

i=1

λi(dΦγi)∗DLγ̇i
, ξ′′0 ) dt +

∫ t1

t0

k
∑

i=1

λiD
2Lγ̇i

(ξ′0γi, ξ
′
0γi) dt.(4.22)

Here ξ′′0 ∈ g, and D
2Lγ̇i

: Tγi
M × Tγi

M → R is the fiberwise second order derivative

(Hessian) of L on Tγi
M evaluated at γ̇i. By Theorem 4, the first term in (4.22) can

be written as
∫ t1
t0

(ν0, ξ
′′
0 ) dt, which can in turn be simplified as

∫ t1

t0

(ν0, ξ
′′
0 ) dt =

d

ds

∣

∣

∣

∣

s=0

(ν0,

∫ t1

t0

ξ′s dt) =
d

ds

∣

∣

∣

∣

s=0

(ν0,

∫ t1

t0

(η̇s + [ξs, ηs]) dt)

=
d

ds

∣

∣

∣

∣

s=0

(ν0,

∫ t1

t0

[ξs, ηs] dt) = (ν0,

∫ t1

t0

([ξ′0, η0] + [ξ0, η
′
0]) dt)

= (ν0,

∫ t1

t0

[η̇0, η0] dt), (4.23)

where we have used Lemma 1 and the following facts: ηs(t0) = ηs(t1) = 0; ξ0(·) ≡ 0;

and ξ′0 = χ = η̇0 by equation (4.6). As for the second term in (4.22), define

It(ζ1, ζ2) ,

k
∑

i=1

λiD
2Lγ̇i(t)(ζ1γi(t), ζ2γi(t)), ∀ζ1, ζ2 ∈ g, (4.24)

for each t ∈ [t0, t1]. Then It(·, ·) : g × g → R is a nonnegative definite quadratic

form on g, since λi > 0 and L is convex on each fiber of TM by assumption. If in

particular L = 1
2‖ · ‖2, then D

2Lv(·, ·) = 〈·, ·〉q for any v ∈ TqM , q ∈ M . Hence It in

this case is given by

It(ζ1, ζ2) ,

k
∑

i=1

λi〈ζ1γi, ζ2γi〉, ∀ζ1, ζ2 ∈ g. (4.25)
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In mechanics, It defined in (4.25) is called the moment of inertia tensor ([45, 53]) for

the action of G on M (k) (with the metric
∏k

i=1 λi〈·, ·〉) evaluated at (γ1, . . . , γk). By

substituting (4.23) and (4.24) into (4.22) with ξ ′0 = η̇0 by (4.5) and (4.6), we obtain

J ′′(0) = (ν0,

∫ t1

t0

[η̇0, η0] dt) +

∫ t1

t0

It(η̇0, η̇0) dt.

In order for γ to be optimal, we must have J ′′(0) ≥ 0 for all feasible η0.

Therefore,

Theorem 5 Suppose that 〈γi〉ki=1 is an optimal solution to the OCA (or OFS) prob-

lem. Let ν0 ∈ g∗ be defined as in Theorem 4. Then for any C∞ curve η0 : [t0, t1] → g

such that η0(t0) = η0(t1) = 0,

(ν0,

∫ t1

t0

[η̇0, η0] dt) +

∫ t1

t0

It(η̇0, η̇0) dt ≥ 0. (4.26)

Remark 11 Consider the OCA problem with L = 1
2‖ · ‖2. If k = 1, then solutions

γ to this problem are geodesics of M . If the action Φ is transitive, then any local

proper variation of γ in M can be generated as hγ by some proper variation h of ce

in G. So in this case Theorem 5 characterizes the first conjugate point along γ. If

k > 1, then solutions γ are geodesics in M (k) \ W , a manifold with boundary whose

dimension is usually much larger than that of G. The variations of γ in the form of

hγ can only perturb the k components of γ uniformly by multiplying all of them from

the left by the same elements of G. Hence the condition in Theorem 5 is in general

only necessary for the local optimality of γ when k > 1.

It is often difficult to apply Theorem 5 directly. In the following we shall

derive some of its implications that are easier to check. Note that if dim(g) = 1 (or
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if g is abelian), condition (4.26) holds trivially, since the first term is zero and the

integrand of the second term is nonnegative. So we shall assume that dim(g) > 1.

Choose an arbitrary inner product 〈·, ·〉g on g, whose corresponding norm

is denoted by ‖ · ‖g. In many cases there is a natural choice for 〈·, ·〉g. At each time

t, define the spectral radius of It as

ρ(It) = inf{λ ∈ R : λ〈·, ·〉g − It(·, ·) is nonnegative definite on g}.

Then ρ(It) ≥ 0 is the largest eigenvalue of the symmetric matrix representing It

in any orthonormal basis of g. For any subspace h of g, the restriction It|h is still

nonnegative definite. Define

ρ(It; h) = ρ(It|h) = inf{λ ∈ R : λ〈·, ·〉g − It(·, ·) is nonnegative definite on h}. (4.27)

An immediate result of definition (4.27) is

It(ζ1, ζ2) ≤ ρ(It; h) 〈ζ1, ζ2〉g, ∀ζ1, ζ2 ∈ h.

Pick a two dimensional subspace h of g, and let {ζ1, ζ2} be an orthonormal

basis of h. Denote

ζ0 = [ζ1, ζ2]. (4.28)

Now consider condition (4.26) in the special case when η0 as a curve in g is contained

entirely in h. Then there exist C∞ functions x1, x2 : [t0, t1] → R such that η0 =

x1ζ1 + x2ζ2. The constraints that η0(t0) = η0(t1) = 0 imply that x1(t0) = x1(t1) = 0

and x2(t0) = x2(t1) = 0. Moreover,

[η̇0, η0] = [ẋ1ζ1 + ẋ2ζ2, x1ζ1 + x2ζ2] = (ẋ1x2 − x1ẋ2)ζ0.
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Therefore, on the left hand side of inequality (4.26), the first term becomes

(ν0,

∫ t1

t0

[η̇0, η0] dt) = ν0(ζ0)

∫ t1

t0

(ẋ1x2 − x1ẋ2) dt = −2ν0(ζ0)Sη0 ,

where Sη0 is the (oriented) planar area encircled by η0 in h. The second term is

dominated by

∫ t1

t0

It(η̇0, η̇0) dt ≤
∫ t1

t0

ρ(It; h)‖η̇0‖2
g dt

≤ sup
t0≤t≤t1

ρ(It; h)

∫ t1

t0

‖η̇0‖2
g dt

= 2Eη0 sup
t0≤t≤t1

ρ(It; h),

where Eη0 = 1
2

∫ t1
t0

‖η̇0‖2
g dt is the energy of the curve η0. As a result, (4.26) implies

ν0(ζ0)Sη0 ≤ Eη0 sup
t0≤t≤t1

ρ(It; h). (4.29)

By reversing the parameterization of η0 in (4.29), the sign of the left hand side is

flipped, while the right hand side remains unchanged. Therefore,

|ν0(ζ0)| |Sη0 | ≤ Eη0 sup
t0≤t≤t1

ρ(It; h). (4.30)

Since (4.30) holds for all η0 with η0(t0) = η0(t1) = 0, and supt0≤t≤t1 ρ(It; h) is

independent of the choice of η0, we have

|ν0(ζ0)| ≤ sup
t0≤t≤t1

ρ(It; h) inf
η0

Eη0

|Sη0 |
, (4.31)

where the infimum is taken over all closed curves η0 in h with η0(t0) = η0(t1) = 0

and Sη0 6= 0.

Denote by lη0 =
∫ t1
t0

‖η̇0‖g dt the arc length of η0. By [50] we have

Eη0 ≥
l2η0

2(t1 − t0)
,
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with equality if and only if η0 has constant speed. Since |Sη0 | is independent of the

parameterizations of η0, we can always choose η0 with constant speed, which implies

that (4.31) is equivalent to

|ν0(ζ0)| ≤
1

2(t1 − t0)
sup

t0≤t≤t1

ρ(It; h) inf
η0

l2η0

|Sη0 |
. (4.32)

From an ancient theorem stated below without proof (Theorem 6), l2η0
/|Sη0 |

achieves its infimum when η0 draws a circle in h of arbitrary radius through the origin,

and the infimum is 4π. So (4.32) can be written as

|ν0(ζ0)| ≤
2π

t1 − t0
sup

t0≤t≤t1

ρ(It; h).

Theorem 6 (Isoperimetric Problem, [21]) Using a string of fixed length, one

can encircle the maximal area by arranging the string into a circle. Or equivalently,

among all the closed curves that enclose a fixed area, the one with the shortest length

is a circle.

Recalling the expression for ζ0 in (4.28), we have

Corollary 2 Suppose that γ = 〈γi〉ki=1 is an optimal solution to the OCA (or OFS)

problem, and ν0 is defined as in Theorem 4. Let 〈·, ·〉g be an arbitrary inner product

on g. Then

|ν0([ζ1, ζ2])| ≤
2π

t1 − t0
sup

t0≤t≤t1

ρ(It; h), (4.33)

for any orthonormal pair ζ1, ζ2 ∈ g. Here h = span{ζ1, ζ2}, and ρ(It; h) is defined in

(4.27).

Remark 12 The choice of the inner product 〈·, ·〉g affects both the choices of ζ1, ζ2

and the values of ρ(It, h), so in this sense the conclusion of Corollary 2 is not intrin-

sic.
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In certain cases, Corollary 2 takes an especially simple form. Suppose for

instance that L = 1
2‖ · ‖2 and that the inner product 〈·, ·〉g on g is chosen such that

〈ζ1q, ζ2q〉 = 〈ζ1, ζ2〉g, ∀ζ1, ζ2 ∈ g, q ∈ M. (4.34)

Then at each t, It(ζ1, ζ2) =
∑k

i=1 λi〈ζ1γi, ζ2γi〉 = (
∑k

i=1 λi)〈ζ1, ζ2〉g, ∀ζ1, ζ2 ∈ g,

which implies that

ρ(It; h) = ρ(It) =
k

∑

i=1

λi

for any t and any two dimensional subspace h of g. Therefore,

Corollary 3 If in addition to the hypotheses of Corollary 2, we have L = 1
2‖ · ‖2,

and 〈·, ·〉g satisfying condition (4.34), then for any orthonormal pair ζ1, ζ2 ∈ g,

|ν0([ζ1, ζ2])| ≤
2π

∑k
i=1 λi

t1 − t0
. (4.35)

Example 10 (Lie Group with a Bi-Invariant Metric) Consider a Lie group G

with a bi-invariant metric 〈·, ·〉, and L = 1
2‖ · ‖2. Choose the metric 〈·, ·〉g to be the

restriction of 〈·, ·〉 on g. This metric obviously satisfies condition (4.34). Hence

Corollary 3 holds, where ν0 ∈ g is given by (4.18). In particular, let G = SO3 be

equipped with the bi-invariant metric described in Example 7. Due to the well known

fact that so3 is isomorphic to (R3,×) as a Lie algebra ([20]), the set of [ζ1, ζ2] for

orthonormal pairs ζ1, ζ2 ∈ so3 is the unit sphere in so3, hence (4.35) implies

‖ν0‖so3 ≤ 2π
∑k

i=1 λi

t1 − t0
. (4.36)

If k = 1, λ1 = 1, then solutions γ to the OCA problem are geodesics in SO3.

Consider the example γ(t) =













cos t − sin t 0

sin t cos t 0

0 0 1













, ∀t ∈ [t0, t1]. Then ν0 = γ̇γ−1 =
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











0 −1 0

1 0 0

0 0 0













. Thus (4.36) becomes t1 − t0 ≤ 2π, which indeed characterizes the first

conjugate point along the geodesic γ in SO3, as is pointed out in Remark 11.

Example 11 (Grassmann Manifold) We continue the discussion in Example 8,

where G = SOn, M = Gn,p, and L = 1
2‖ · ‖2. Suppose that γ = 〈γi〉ki=1 is an optimal

solution to the OCA (or OFS) problem defined on [t0, t1], and that 〈Ai〉ki=1 is a lifting

of γ in SOn. At each time t, we have

It(X,X) =

k
∑

i=1

λi〈dΦγi(X), dΦγi(X)〉Tγi
Gn,p

(4.37)

=

k
∑

i=1

λi〈PAi
(XAi), PAi

(XAi)〉TAi
SOn

≤
k

∑

i=1

λi〈XAi, XAi〉TAi
SOn

=
k

∑

i=1

λi‖X‖2
son

, ∀X ∈ son. (4.38)

where equality holds if and only if XAi ∈ horAi
SOn for each i. Hence ρ(It) ≤

∑k
i=1 λi, and Corollary 2 implies that

|ν0([X1, X2])| ≤
2π

∑k
i=1 λi

t1 − t0
(4.39)

for all orthonormal pairs X1, X2 ∈ son, where ν0 is defined in (4.20). In particular,

if n = 3, then the set of possible [X1, X2] is the unit sphere in so3. Hence (4.39)

reduces to

‖ν0‖so3 ≤ 2π
∑k

i=1 λi

t1 − t0
.

Example 12 (Stiefel Manifold) For the Stiefel manifold Vn,p studied in Exam-

ple 9, a similar argument shows that (4.39) still holds, with ν0 now defined in (4.21).
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4.3.5 A topological optimality condition

In this section we focus on OCA and OFS problems on a Riemannian man-

ifold M satisfying Assumption 1, with the Lagrangian function given by L = 1
2‖ · ‖2.

Let γ = 〈γi〉ki=1 be an optimal solution to the OCA (or OFS) problem defined on

[t0, t1]. Based on the first variational analysis, we have proved in Theorem 4 that

the quantity ν0 is conserved along γ. In this section, we derive additional optimality

conditions based on topological properties of M . Roughly speaking, we shall prove

in Theorem 7 below that for every possible way of embedding a circle in G, ν0 is

bounded when evaluated along the corresponding direction in g, for otherwise one

can get a better solution generated by “going the other way” around the circle. The

results in this section generalize the result in Proposition 4 in Chapter 2.

Two lemmas

First we shall prove two lemmas useful later in this section.

Assume that son (n ≥ 2) is equipped with the inner product 〈·, ·〉son
=

1
2〈·, ·〉F .

Lemma 3 Suppose that Y ∈ son and λ > 0 are constants. Then the following are

equivalent:

1. |〈Y,X〉son
| ≤ λ‖X‖2

son
for all X ∈ son such that e2πX = In;

2. The L2-norm of Y , ‖Y ‖2, is bounded by λ.

Proof: 1 → 2: For any unit vector v1 ∈ R
n such that Y v1 6= 0, define v2 =

Y v1/‖Y v1‖, which is a unit vector orthogonal to v1 by the skew symmetry of Y .

Let v1, v2, . . . , vn be an orthonormal basis of R
n, hence A = [v1|v2| . . . |vn] ∈ On.
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Define X = AZAt, where Z = (zij) ∈ son is such that z21 = −z12 = 1, and zij = 0

otherwise. Then X ∈ son, and e2πX = In. Hence |〈Y,X〉son
| ≤ λ‖X‖2

son
= λ. But

〈Y,X〉son
= 〈Y,AZAt〉son

= 〈AtY A,Z〉son
= vt

2Y v1 = ‖Y v1‖. Therefore, ‖Y v1‖ ≤ λ.

That this holds for every unit vector v1 ∈ R
n implies that ‖Y ‖2 ≤ λ. 2 → 1: For

each X ∈ son with e2πX = In, there exist A ∈ On and Z ∈ son such that X = AZAt,

where Z = diag(







0 −m1

m1 0






, . . . ,







0 −ml

ml 0






, 0, . . . , 0) for some m1, . . . ,ml ∈ Z

(2l ≤ n). Write A = [u1|v1| . . . |ul|vl|w1| . . . |wn−2l] in column vectors. Then

|〈Y,X〉son
| = |〈AtY A,Z〉son

| = |
l

∑

j=1

mjv
t
jY uj|

≤
l

∑

j=1

|mj | · |vt
jY uj | ≤ ‖Y ‖2

l
∑

j=1

m2
j ≤ λ‖X‖2

son
,

since |vt
jY uj| ≤ ‖vj‖‖Y ‖2‖uj‖ = ‖Y ‖2, and ‖X‖2

son
= ‖Z‖2

son
=

∑l
j=1 m2

j .

Lemma 4 Suppose that n = 2l is even, and that Y ∈ son and λ > 0 are constants

such that |〈Y,X〉son
| ≤ λ‖X‖2

son
for all X ∈ son satisfying eπX = −In. Then

1

n

n
∑

j=1

µj ≤ λ,

where µ1, . . . , µn are the singular values of Y .

Proof: Since Y ∈ son, there exist A ∈ On and ω1, . . . , ωl ≥ 0 such that Y = AZAt,

where Z = diag(







0 −ω1

ω1 0






, . . . ,







0 −ωl

ωl 0






) ∈ son. Hence the singular values of Y

are simply ω1, ω1, . . . , ωl, ωl. Define

X = A · diag(







0 −1

1 0






, . . . ,







0 −1

1 0






) · At.
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Then X ∈ son and eπX = −In. So by hypothesis, |〈Y,X〉son
| =

∑l
j=1 ωj ≤

λ‖X‖2
son

= λl, which is the desired conclusion.

Now consider T1 = R/2πZ = {θ mod 2π : θ ∈ R} with the quotient metric

of R. T1 is a Lie group under addition modulo 2π, and its Lie algebra is isomorphic

to R under the correspondence λ ∂
∂θ ∈ T0T

1 7→ λ ∈ R. Hence we shall denote it by R.

Suppose that there exists a Lie group homomorphism ϕ : T1 → G. Then dϕ : R → g

is a Lie algebra homomorphism.

Let h0 : [t0, t1] → T1 be a continuous and piecewise C∞ curve in T1 starting

from and ending at 0. Then ϕ(h0) is a curve in G that starts from and ends at e,

and hence the k-tuple of curves in M define by ϕ(h0)γ = 〈ϕ(h0)γi〉ki=1 has the same

starting and destination positions as γ. Since ϕ is a homomorphism, the following

diagram commutes at each t ∈ [t0, t1]:

T0T
1 dϕ−−−−→ TeG

dm
h
−1
0

x





x





dm
ϕ(h−1

0 )

Th0T
1 dϕ−−−−→ Tϕ(h0)G

where we recall that mg stands for left group multiplication by g ∈ G. We then have

d

dt
[ϕ(h0)γi] = dϕ(ḣ0)γi + ϕ(h0)γ̇i = ϕ(h0)[ϕ(h−1

0 )dϕ(ḣ0)γi + γ̇i]

= ϕ(h0)[dϕ(h−1
0 ḣ0)γi + γ̇i].

Therefore, the energy of ϕ(h0)γ is

J [ϕ(h0)γ] =

k
∑

i=1

λi

∫ t1

t0

1

2
‖ϕ(h0)[dϕ(ξ0)γi + γ̇i]‖2 dt, (4.40)

where we set

ξ0(t) = h0(t)
−1ḣ0(t), ∀t ∈ [t0, t1].
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Note that ξ0 is a piecewise C∞ curve in the Lie algebra R such that
∫ t1
t0

ξ0(t)dt = 2mπ

for some m ∈ Z. Conversely, every curve ξ0 in R satisfying 1
2π

∫ t1
t0

ξ0(t)dt ∈ Z can be

realized as h−1
0 ḣ0 for some curve h0 in T1 that starts from and ends at 0.

Since ϕ(h0) is an isometry on M , equation (4.40) can be further simplified

to

J [ϕ(h0)γ] =
k

∑

i=1

λi

∫ t1

t0

1

2
‖dϕ(ξ0)γi + γ̇i‖2 dt

=

∫ t1

t0

[

1

2

k
∑

i=1

λi‖γ̇i‖2 +
1

2

k
∑

i=1

λi‖dϕ(ξ0)γi‖2

+

k
∑

i=1

λi((dΦγi)∗γ̇i, dϕ(ξ0))

]

dt

= J(γ) +

∫ t1

t0

1

2
{It[dϕ(ξ0), dϕ(ξ0)] + (ν0, dϕ(ξ0))} dt,

where in the last step we have used Theorem 4, and the definition (4.25) of It.

Denote by ϕ∗
It the pull back of It via ϕ defined by ϕ∗

It(x1, x2) , It[dϕ(x1), dϕ(x2)],

∀x1, x2 ∈ R. Then ϕ∗
It : R × R → R is a quadratic function, and is obviously of the

form

ϕ∗
It(x1, x2) = ‖ϕ∗

It‖x1x2, ∀x1, x2 ∈ R,

where ‖ϕ∗
It‖ ≥ 0 is the spectral radius of ϕ∗

It given by

‖ϕ∗
It‖ , ϕ∗

It(1, 1) = It[dϕ(1), dϕ(1)]. (4.41)

Similarly, denote by ϕ∗ν0 ∈ R
∗ ' R the pull back of ν0 via ϕ such that (ν0, dϕ(x)) =

(ϕ∗ν0)x, ∀x ∈ R. From the above equations, the difference between the energy of

ϕ(h0)γ and γ is given by

∆J(ξ0) , J [ϕ(h0)γ] − J(γ) =

∫ t1

t0

[

1

2
‖ϕ∗

It‖ξ2
0 + (ϕ∗ν0)ξ0

]

dt. (4.42)



131

A necessary condition for γ to be optimal is that ∆J(ξ0) ≥ 0 for all possible

ξ0. By (4.42), this implies

∫ t1

t0

[

1

2
‖ϕ∗

It‖ξ2
0 + (ϕ∗ν0)ξ0

]

dt ≥ 0, (4.43)

for all curves ξ0 in R such that 1
2π

∫ t1
t0

ξ0(t)dt ∈ Z.

Fix an m ∈ Z. To find the ξ0 that minimizes ∆J(ξ0) subject to the con-

straint that
∫ t1
t0

ξ0(t)dt = 2mπ, we use the Lagrangian multiplier approach. Assume

that ‖ϕ∗
It‖ > 0 for almost all t ∈ [t0, t1]. Define

L(ξ0, µ) , ∆J(ξ0)+µ(

∫ t1

t0

ξ0dt−2mπ) =

∫ t1

t0

[

1

2
‖ϕ∗

It‖ξ2
0 +(µ+ϕ∗ν0)ξ0

]

dt−2µmπ

for µ ∈ R. Note that L(ξ0, µ) is minimized when ξ0 = −(µ + ϕ∗ν0)/‖ϕ∗
It‖. The

constraint that
∫ t1
t0

ξ0(t)dt = 2mπ implies that µ + ϕ∗ν0 = −2mπ/[
∫ t1
t0

1
‖ϕ∗It‖ dt]−1.

Hence

ξ0 =
2mπ

‖ϕ∗It‖
∫ t1
t0

1
‖ϕ∗It‖ dt

(4.44)

minimizes ∆J(ξ0) among ξ0 such that
∫ t1
t0

ξ0(t)dt = 2mπ. Substituting (4.44) into

(4.43), we have

m2π + m(ϕ∗ν0)

∫ t1

t0

1

‖ϕ∗It‖
dt ≥ 0.

Note that the above inequality must hold for all m ∈ Z, which implies

|ϕ∗ν0| ≤ π

[ ∫ t1

t0

1

‖ϕ∗It‖
dt

]−1

.

Therefore, we have

Theorem 7 Suppose that γ = 〈γi〉ki=1 is a solution to the OCA (or OFS) problem

with L = 1
2‖ · ‖2. Let ν0 and It be defined in (4.14) and (4.25) respectively. Then,
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for any Lie group homomorphism ϕ : T1 → G such that ‖ϕ∗
It‖ > 0 for almost all

t ∈ [t0, t1],

|ϕ∗ν0| ≤ π

[
∫ t1

t0

1

‖ϕ∗It‖
dt

]−1

. (4.45)

Example 13 (G = M = Tn) Let G = Tn = R
n/Z

n be the flat n-torus with the

metric inherited from R
n. Tn is a Lie group under componentwise modulo Z addition,

and its metric is bi-invariant. Its Lie algebra is R
n with trivial Lie bracket, and is

equipped with the standard metric. Let γ = 〈γi〉ki=1 be a solution to the OCA (or

OFS) problem. In Example 7 we have shown that

k
∑

i=1

λiγ̇iγ
−1
i =

k
∑

i=1

λiγ̇i ≡ ν0 ∈ R
n.

Pick any z ∈ Z
n, z 6= 0. The map ϕ(θ mod 2π) = θ

2πz mod Z
n, ∀θ ∈ R, is

a homomorphism from T1 to Tn with dϕ(1) = z/2π. So ϕ∗ν0 = 〈ν0, dϕ(1)〉 =

〈ν0, z〉/2π, and ‖ϕ∗
It‖ = It[dϕ(1), dϕ(1)] =

∑k
i=1 λi‖z/2π‖2. As a result, Theorem 7

implies that

|〈ν0,
z

‖z‖2
〉| ≤

∑k
i=1 λi

2(t1 − t0)
, for all z ∈ Z

n, z 6= 0. (4.46)

In particular, if ν0 = (ν0,1, . . . , ν0,n) in coordinates, and z = ej is the element in R
n

with the j-th coordinate 1 and the rest 0, then a necessary condition of (4.46) is

|ν0,j| ≤
∑k

i=1 λi

2(t1 − t0)
, j = 1, . . . , n. (4.47)

It can be verified that (4.47) is also sufficient for (4.46).

Example 14 (G = SO2, M = R
2) Suppose G = SO2, M = R

2 with the standard

metric, and G acts on M by matrix multiplication. As before, choose the metric on
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so2 to be 1
2〈·, ·〉F . By following the same arguments as in Example 5, we conclude

that for any solution γ = 〈γi〉ki=1 to the OCA (or OFS) problem,

k
∑

i=1

λi(γ̇iγ
t
i − γiγ̇

t
i) ≡ ν0 ∈ so2.

Note that SO2 ' T1 under the isomorphism ϕ(θ mod 2π) =







cos θ − sin θ

sin θ cos θ






, ∀θ ∈

R, and dϕ(1) =







0 −1

1 0






. Hence ϕ∗ν0 = 〈ν0, dϕ(1)〉so2

=
∑k

i=1 λi(γi,1γ̇i,2 − γi,2γ̇i,1)

if we write each γi in coordinates, and ‖ϕ∗
It‖ =

∑k
i=1 λi‖dϕ(1)γi‖2 =

∑k
i=1 λi‖γi‖2.

Therefore, by Theorem 7,

∣

∣

∣

∣

k
∑

i=1

λi(γi,1γ̇i,2 − γi,2γ̇i,1)

∣

∣

∣

∣

≤ π

[∫ t1

t0

dt
∑k

i=1 λi‖γi‖2

]−1

. (4.48)

In Chapter 2, equation (4.48) is derived through an elementary approach.

Example 15 (G = M = SOn) Let G = SOn be equipped with the bi-invariant met-

ric defined in Example 7. So the conserved quantity is ν0 =
∑k

i=1 λiγ̇iγ
−1
i ∈ son

along a solution γ = 〈γi〉ki=1 to the OCA (or OFS) problem. Let X ∈ son be such

that e2πX = In, X 6= 0. Define a Lie group homomorphism ϕX : T1 → SOn

by ϕX(θ mod 2π) = eθX , ∀θ ∈ R. Then dϕX(1) = X, ϕ∗
Xν0 = 〈ν0, X〉son

, and

‖ϕ∗
XIt‖ =

∑k
i=1 λi‖X‖2

son
. Theorem 7 thus implies that

|〈ν0, X〉son
| ≤ π

k
∑

i=1

λi‖X‖2
son

/(t1 − t0)

for all X ∈ son such that e2πX = In. By Lemma 3, this is equivalent to

‖ν0‖2 ≤ π

t1 − t0

k
∑

i=1

λi, (4.49)
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where ‖ν0‖2 is the L2 norm of the matrix ν0. Or equivalently,

the maximum of the singular values of ν0 ≤ π

t1 − t0

k
∑

i=1

λi.

Example 16 (Grassmann Manifold) Let G = SOn, M = Gn,p be as in Exam-

ple 8. So for any solution γ = 〈γi〉ki=1 to the OCA (or OFS) problem in Gn,p and

its lifting 〈Ai〉ki=1 in SOn,
∑k

i=1 λiPAi
(Ȧi)A

t
i ≡ ν0 ∈ son. Let X ∈ son be such that

e2πX = In, X 6= 0. Define the homomorphism ϕX : T1 → SOn as in Example 15.

Then ϕ∗
Xν0 = 〈ν0, X〉son

, and by (4.38), ‖ϕ∗
XIt‖ = It(X,X) ≤ ∑k

i=1 λi‖X‖2
son

. The-

orem 7 then implies that

|〈ν0, X〉son
| ≤ π

k
∑

i=1

λi‖X‖2
son

/(t1 − t0), (4.50)

for all X ∈ son such that e2πX = In. Therefore, by Lemma 3, bound (4.49) still

holds. However, it is possible to improve this bound by considering an additional

symmetry of Gn,p. Suppose X ∈ son is chosen such that eπX = −In (such X exists

only if n is even). Consider {±In}, a discrete subgroup of SOn. The action of

each of {±In} on Gn,p is the identity map, so Φ induces naturally an action of the

quotient group SOn/{±In} on Gn,p, which also satisfies Assumption 1 in Section 4.2.

Since {±In} is discrete, the Lie algebra of SOn/{±In} is son, and the conserved

quantity ν0 and the map It remain the same for this induced action. Now the map

ϕ(θ mod 2π) = eθX/2, ∀θ ∈ R, is a homomorphism from T 1 to SOn/{±In} with

dϕ(1) = X/2. So ϕ∗ν0 = 〈ν0, X/2〉son
, and ‖ϕ∗

It‖ ≤ ∑k
i=1 λi‖X/2‖2

son
. Applying

Theorem 7, we have

|〈ν0, X〉son
| ≤ π

2

k
∑

i=1

λi‖X‖2
son

/(t1 − t0)
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for all X ∈ son such that eπX = −In. By Lemma 4, this implies that

the average of the singular values of ν0 ≤ π

2(t1 − t0)

k
∑

i=1

λi.

Example 17 (Stiefel Manifold) Consider G = SOn and M = Vn,p defined in

Example 9. Let γ = 〈γi〉ki=1 be a solution to the OCA (or OFS) problem on Vn,p.

Then, in Example 9 it is shown that
∑k

i=1 λiP̂Ai
(Ȧi)A

t
i ≡ ν0 ∈ son, where 〈Ai〉ki=1 is

a lifting of γi in SOn. By following the same steps as in the previous example, we

conclude that (4.50), hence (4.49), holds.

4.4 Collision avoidance of bodies

The OCA and OFS problems studied in Section 4.3 can be thought of as

optimal motion planning problems for k agents moving on a Riemannian manifold,

with each agent represented by a disk of radius r/2. The arguments in Section 4.3

can be generalized to the situation where agents have shape other than disks. To be

precise, let M be a Riemannian manifold.

Definition 11 (Shape of Body) The shape of a body on M is specified by a map

S : M → 2M that assigns to each q ∈ M a subset S(q) ⊂ M corresponding to the

subset of M the body occupies if it is at q. S is called the shape (map) of the body.

Consider k bodies on M whose shapes are given by the maps Si, i = 1, . . . , k,

respectively. Suppose that during the time interval [t0, t1] their trajectories are given

by a k-tuple of curves γ = 〈γi〉ki=1 in M . γ is called collision-free if Si(γi(t)), i =

1, . . . , k, are disjoint at any time t ∈ [t0, t1]. Fix the starting position 〈ai〉ki=1 and the

destination position 〈bi〉ki=1 of the k bodies such that Si(ai), i = 1, . . . , k, and Si(bi),
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i = 1, . . . , k, are disjoint, respectively. Let L : TM → R be a Lagrangian function

and let the energy of γ, J(γ), be defined by (4.2). Then the OCA problem for bodies

is

Problem 3 (OCA of Bodies) Among all collision-free γ that start from 〈ai〉ki=1

at time t0 and end at 〈bi〉ki=1 at time t1, find the one (or ones) minimizing J(γ).

The OFS problem of bodies can be similarly formulated. However, it is

omitted here for brevity. In analogy to Assumption 1 in Section 4.3, we consider the

following special case.

Assumption 2 There is a C∞ action Φ : G×M → M of a Lie group G on M such

that

1. the shapes of the bodies are G-invariant. Namely, Φg ◦ Si = Si ◦ Φg, ∀g ∈ G,

i = 1, . . . , k;

2. the Lagrangian function L is G-invariant.

Under Assumption 2, if G acts on M transitively, then each Si is completely

determined by Si(q) at an arbitrary point q ∈ M . In general, one needs to specify

Si(q) for one q in each G-orbit of M to fully determine Si.

A key implication of Assumption 2 is that, if γ = 〈γi〉ki=1 is collision-free,

so is h0γ = 〈h0γi〉ki=1 for any continuous and piecewise C∞ curve h0 : [t0, t1] → G,

since at any time t, 1 ≤ i < j ≤ k,

Si(h0γi) ∩ Sj(h0γj) = Φh0 [Si(γi)] ∩ Φh0 [Sj(γj)] = Φh0 [Si(γi) ∩ Sj(γj)],

hence Si(h0γi)∩Sj(h0γj) = ∅ if and only if Si(γi)∩Sj(γj) = ∅. This property enables

one to apply the variational approach in Section 4.3 without modification. Therefore,
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Theorem 8 For the OCA and the OFS problems of bodies, all the necessary con-

ditions derived in Section 4.3 remain true, including Theorem 4, 5, 7, and all their

corollaries.

As an example, consider SE2, the group of orientation-preserving isometries of R
2.

Elements of SE2 are of the form

A(x, y, θ) ,













cos θ − sin θ x

sin θ cos θ y

0 0 1













, ∀x, y, θ ∈ R.

SE2 acts on R
2 ' R

2 × {1} ⊂ R
3 by left matrix multiplication. Then A(x, y, θ)

corresponds to the rigid body motion in R
2 of a rotation by θ counterclockwise

followed by a translation by (x, y). The Lie algebra of SE2, se2, is the set of all

matrices of the form

ζ(u, v, w) ,













0 −w u

w 0 v

0 0 0













, ∀u, v, w ∈ R.

Define an inner product on se2 by

〈ζ(u1, v1, w1), ζ(u2, v2, w2)〉 , u1u2 + v1v2 + κw1w2,

where κ > 0 is a constant, and extend it to a left invariant Riemannian metric

〈·, ·〉 on SE2 through left translation. Consider Problem 3 with M = SE2 and the

Lagrangian function L = 1
2‖ · ‖2. Let G = SE2 and the action Φ be the group

multiplication. Suppose that the shapes of the bodies are given by

Si[A(x, y, θ)] = {A(x̂, ŷ, θ̂) ∈ SE2 : (x̂, ŷ) ∈ A(x, y, θ)Di}, ∀A(x, y, θ) ∈ SE2,

(4.51)
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where Di is a subset of R
2 containing the origin, for i = 1, . . . , k. It is easy to verify

that all Si are G-invariant, hence Assumption 2 is satisfied.

Remark 13 To justify the choice of Si in (4.51), note that SE2 is the configuration

space of a rigid body moving on R
2, in the sense that each element A(x, y, θ) ∈

SE2 can be thought of as a configuration of the rigid body whose pivot point is at

(x, y) ∈ R
2 and whose orientation is in the direction that makes an angle θ with

the positive x-axis. The shape of the rigid body can be specified by the region D ⊂

R
2 it occupies when it is in configuration A(0, 0, 0), i.e., when it has its pivotal

point at the origin and points at the positive x-axis. The region it occupies in any

other configuration A(x, y, θ) is obtained by applying on D the rigid body motion that

transforms configuration A(0, 0, 0) to A(x, y, θ), hence the definition in (4.51). In

this perspective, the problem can be alternatively formulated as the optimal motion

planning problem for k rigid bodies in R
2, such that no two of them can overlap at

any time, and that the energy
∑2

i=1
1
2λi

∫ t1
t0

(ẋ2
i + ẏ2

i + κθ̇2
i ) dt is minimized.

Let γ = 〈γi〉ki=1 = 〈A(xi, yi, θi)〉ki=1 be an optimal solution to Problem 3,

where xi, yi, θi are continuous and piecewise C∞ curves in R defined on [t0, t1]. Then

it is easy to show that
∑k

i=1 λi(dΦγi)∗γ̇i = ζ(
∑k

i=1 λiẋi,
∑k

i=1 λiẏi,
∑k

i=1 λi[θ̇i+(xiẏi−

ẋiyi)/κ]) ∈ se2, which by Theorem 4 should be constant for all t. In other words,

the following quantities are conserved:

k
∑

i=1

λiẋi,
k

∑

i=1

λiẏi,
k

∑

i=1

λi[θ̇i + (xiẏi − ẋiyi)/κ].

In some simple cases, it is possible to construct the optimal solutions from

these necessary conditions. We next discuss one of these cases. Consider k = 2, and

denote by 〈A(x0
i , y

0
i , θ

0
i )〉2i=1 and 〈A(x1

i , y
1
i , θ

1
i )〉2i=1 the starting and the destination
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positions respectively. Integrating the first two conserved quantities, we get

2
∑

i=1

λi







xi(t)

yi(t)






=

t1 − t

t1 − t0

2
∑

i=1

λi







x0
i

y0
i






+

t − t0
t1 − t0

2
∑

i=1

λi







x1
i

y1
i






, ∀t ∈ [t0, t1]. (4.52)

Hence the weighted center of the two-body system moves at constant speed from the

weighted center of their starting position to the weighted center of their destination

position. Another fact we need is summarized in the following lemma.

Lemma 5 Suppose that γ = 〈A(xi, yi, θi)〉ki=1 is an optimal solution to the OCA

problem of k bodies on SE2 with starting position 〈A(x0
i , y

0
i , θ

0
i )〉ki=1 and destina-

tion position 〈A(x1
i , y

1
i , θ

1
i )〉ki=1. Then for any (x, y) ∈ R

2, γ̃ = 〈A(xi + t−t0
t1−t0

x, yi +

t−t0
t1−t0

y, θi)〉ki=1 is an optimal solution of the OCA problem of the same k bodies on

SE2 with starting position 〈A(x0
i , y

0
i , θ

0
i )〉ki=1 and destination position 〈A(x1

i +x, y1
i +

y, θ1
i )〉ki=1.

Proof: Note that γ̃ is collision-free if and only if γ is, and that the energies of

γ and γ̃ are related by J(γ̃) = J(γ)+ some constant independent of γ. Hence the

conclusion.

By Lemma 5, we may assume without loss of generality that

2
∑

i=1

λi







x0
i

y0
i






=

2
∑

i=1

λi







x1
i

y1
i






=







0

0






. (4.53)

So by (4.52), for all t ∈ [t0, t1],

2
∑

i=1

λi







xi(t)

yi(t)






≡







0

0






, i.e.,







x2(t)

y2(t)






= −λ1

λ2







x1(t)

y1(t)






. (4.54)
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Assume in addition that D2 is an open disk of radius r2 centered at the origin. Then

θ̇2 must be constant since γ is collision-free under any reparameterization of θ2 and

the one with constant velocity minimizes the term
∫ t1
t0

θ̇2
2 dt, which is the contribution

of θ2 to the energy of γ1 (see Remark 13). Hence θ2 moves at constant speed from

θ0
2 to the nearest point in θ1

2 + 2πZ in R.

Since x2, y2 are related to x1, y1 as in (4.54), it remains only to specify

x1, y1, θ1. The set of feasible (x1, y1, θ1) is

F ={(x, y, θ) : A(x, y, θ)D1 ∩ (−λ1

λ2







x

y






+ D2) = ∅}

={(x, y, θ) : (A(0, 0, θ)D1 +







x

y






) ∩ (−λ1

λ2







x

y






+ D2) = ∅}

={(x, y, θ) : A(0, 0, θ)D1 ∩ (−λ1 + λ2

λ2







x

y






+ D2) = ∅}

={(x, y, θ) : distance of







x

y






to − λ2

λ1 + λ2
A(0, 0, θ)D1 is at least

λ2r2

λ1 + λ2
},

which defines a static obstacle in R
3. Denote by Fθ = {(x, y) : (x, y, θ) ∈ F} a section

of F . Then it is easy to check that Fθ = A(0, 0, θ)F0, where F0 can be obtained by

first “outgrowing” −D1 by r2, and then scaling the resultant set by a factor of λ2
λ1+λ2

.

See Figure 4.2 for two examples of how to outgrow a set D1, and see Figure 4.3 for

two examples of F .

The optimal solution corresponds to a curve (x1, y1, θ1) in R
3\F that starts

from (x0
1, y

0
1 , θ

0
1) at time t0 and ends in (x1

1, y
1
1, θ

1
1 +2mπ) for some integer m at time
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r2

r2

Figure 4.2: Two examples of outgrowing a set (shown by shaded areas) by r2. Left:
an ellipse; Right: a rectangle
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Figure 4.3: Plots of F when D1 is an ellipse (left) and a rectangle (right).
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t1, while minimizing the energy

J(γ) =
1

2

2
∑

i=1

λi

∫ t1

t0

(ẋ2
i + ẏ2

i + κθ̇2
i ) dt =

λ1(λ1 + λ2)

2λ2

∫ t1

t0

[

ẋ2
1 + ẏ2

1 + κ1θ̇
2
1

]

dt + C,

where κ1 = λ2
λ1+λ2

κ, and C is a constant. By scaling the θ1-axis by a factor of

√
κ1, the integral above coincides with the usual definition of curve energy, and

the problem is then reduced to finding the shortest curve between two points in

the scaled feasible set. Except for very simple cases (for example, when D1 is a

disk of radius r1 centered at the origin, then the problem is reduced to Problem 1

on R
2 with r = r1 + r2, and solutions can be constructed geometrically), analytic

solutions are not available. However, given the geometrical interpretation, there are

various numerical algorithms to solve it approximately such as, for example, the fast

marching algorithm proposed in [65].

4.5 Summary of contributions

The problems of optimal collision avoidance and optimal formation control

are studied for multiple agents moving on a Riemannian manifold. Under the as-

sumption that there is a group of symmetries for the underlying manifold, we derive

various necessary conditions for the optimal solutions. These include a generaliza-

tion of the classical Noether theorem to the nonsmooth solutions to the OCA and

OFS problems, and the bounds on the conserved quantities obtained through second

variation and topological considerations. We also propose a generalization of the

results to the OCA problem for bodies with arbitrary shape moving on a Rieman-

nian manifold. As a future direction of research, it will be interesting to see how the

derived necessary conditions can help to find a numerical solution of these problems.
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Chapter 5

Conclusions

We study the problem of optimal coordinated motion planning for multi-

ple agents moving in two dimensional Euclidean space, three dimensional Euclidean

space, and general Riemannian manifolds. Necessary conditions for optimal solu-

tions are derived through variational analysis. In certain cases, these conditions

characterize the solutions completely. Numerical algorithms are devised to obtain

approximated solutions to the problem, and their effectiveness is illustrated by ex-

tensive simulation results.

Based on these results, there are many possible future directions. For exam-

ple, for Chapter 2 and Chapter 3, an analysis of the proposed numerical algorithms

in terms of their performance and robustness with respect to uncertainty on the

agents’ positions and velocities is highly preferable; and one needs to study more

realistic (and more complicated) models for the agent dynamics than the simple one

adopted in this dissertation. Some contributions in this direction can be found in

[26], which focuses exclusively on air traffic management systems. For Chapter 4, it
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will be an interesting problem to see how the obtained necessary conditions can help

in designing efficient numerical algorithm to find optimal solutions on Riemannian

manifolds.
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