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Abstract

This paper introduces a new multi-agent system approach to optimal control of high performance buildings and presents algorithms for both distributed system identification and distributed model predictive control (DMPC). For the system identification, each thermal zone is divided into sub-systems, and a parameter set for each sub-system is first estimated individually, and then integrated into an inverse model for the whole thermal zone using the dual decomposition algorithm. For the DMPC, a distributed optimization algorithm inspired by the Proximal Jacobian Alternating Direction Method of Multipliers (PJ-ADMM) is deployed and multiple MPCs run iteratively while exchanging control input information until they converge. The developed algorithms are tested using field data from an occupied open-plan office space with a radiant floor system with distributed sensing, control, and data communication capabilities for localized comfort delivery. With this tractable approach, agents solve individual optimization problems in parallel, through information exchange and broadcasting, with a smaller scale of the input and constraints, facilitating optimal solutions with improved efficiency that are scalable to different building applications. Using a data-driven model and weather forecast, the DMPC controller is implemented to optimize the operation of an air-cooled chiller while providing different operative temperature bounds for each radiant floor loop. The radiant comfort delivery system with predictive control is capable of providing localized thermal environments while achieving significant energy savings. For the system and climate under consideration, results from the building operation during the cooling season, show 27% reduction in electricity consumption compared to baseline feedback control.
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1 Introduction

1.1 New technology for thermal environment control

In recent years, following the development of low-cost sensing, smart devices and the Internet of Things (IoT) technology, the potential for spatial control granularity is extended and conventional zone control with a single set-point is evolving to occupancy prediction-based [1-5] or personalized [6-9] control. At the same time, the role of building occupants is being transformed to “service users” who participate, decide, provide feedback, and communicate with building systems [10, 11]. Space conditioning is provided when zones are occupied [12] to achieve energy savings and satisfy occupants with diverse thermal preferences [13-16]. Building systems and devices are beginning to embed analytical software for communications and enhanced control functions. To provide thermal environments with higher resolution, new smart devices might be deployed in building systems, and eventually transform the configuration of Building Management Systems (BMS) fundamentally [17]. Also, the connectivity between building occupants and those devices is extended with sensing and computing abilities of cell phones or single board computers (e.g., Raspberry Pi) and wireless communication methods (e.g., ZigBee or Bluetooth), and it is geared towards the new BMS configuration [18].

Open-plan spaces have become a new trend in office buildings, and with the availability of data from sensors, smart devices and occupants, smart comfort delivery can provide significant opportunities for energy savings [6, 7] as conditioning is deployed where it is actually needed. When implemented in a building, it is expected to enable an expansion of the temperature setpoints in unoccupied spaces, resulting in energy savings that can be over 20% compared to baseline approaches depending on the building and climate [19].

Despite the advent of new technology for distributed sensing, data communication, and information processing, advantages are confined to typical HVAC systems enhanced with new control functions [20, 21]. Additional benefits could be leveraged using systems that facilitate the delivery of personalized or localized thermal environments [22, 23]. Various types of HVAC systems that provide different thermal conditions for an individual occupant (known as Task-ambient Conditioning (TAC) or Personal Environmental Control (PEC)) have been studied up to date [24-26]. These include a chair [6, 7] and desk diffusers [27, 28] or heating panels [27, 29] for conditioning body parts. However, heating is much easier to implement than cooling, primarily due to the problem of dealing with rejected heat while infrared heaters may create discomfort due to thermal asymmetry. Also, with only few exemptions [9, 30] TAC or PEC systems have operated independently from the building’s environmental control. At the same time, different approaches with building-integrated HVAC such as under-plenum air distribution (UFAD) [31] and
thermally-activated building systems (TABS), such as radiant floor heating system [32], have been explored focusing on sizing the cooling capacity. Although, it is challenging for building-integrated HVAC such as VAV diffusers, UFAD, and radiant systems to reach the resolution of an individual occupant, localized thermal zones can be used to facilitate different occupancy schedules and occupants preferring warm, cool or accepting a wider range of thermal conditions [10, 16].

1.2 Radiant floor system

Radiant floor heating and cooling has been investigated for a long time and its superior performance in terms of energy saving and improved comfort have been revealed in many studies [33-38]. From a localized thermal management perspective, radiant systems with distributed sensing and control loops, are capable of providing different thermal environments by selectively conditioning a slab section as opposed to air systems in which the air is mixed easily in an open space. This leads to better occupant comfort as different thermal preferences can be simultaneously met.

However, conventional feedback strategies for radiant floor systems are limited in terms of providing the anticipated benefits for building climate control, due to the large thermal capacity. Model predictive control (MPC) is considered as a promising solution for this system as shown in literature [39-42]. In this approach, operation is optimized using information for the specific building and climate through an estimated process model to predict the future evolution of the system, while incorporating the most up-to-date information on weather forecast and system dynamics [43, 44]. The benefits of such systems can be augmented by incorporating in sensing and control frameworks the building occupants, i.e. their schedule and thermal preferences, to facilitate localized comfort delivery in open-plan office spaces.

On the other hand, MPC requires high engineering cost for developing control-oriented building models which is referred to as system identification. In the case of high performance buildings, in which the requirements for thermal environments with higher resolution and energy savings are increased, complex building designs bring additional challenges for developing building models and typical parameter estimation techniques may become infeasible [45]. Moreover, as the building scale becomes large or finer control granularity is needed, the dimension of control variables is increased; thereby the computation cost to find optimal solutions is also higher, which makes the MPC problem intractable [46, 47]. In this regard, scalable distributed algorithms need to be developed that are applicable to building applications for smart thermal environment control and flexible to different scales of the system for the generalization.

1.3 Multi-agent system

For better performance in buildings with complex systems, it is possible to utilize the modularity of their sub-systems to deploy plug-and-play operation strategy that improve efficiency, flexibility and scalability. For instance, distributed optimization method enables this realization for the control of coupled but separable sub-systems that are jointly optimized. In order to coordinate the solution of the sub-problems,
a network of intelligent agents is formed. In multi-agent networks, agents are equipped with the capability of sensing, information processing and communication [48-51]. This approach, known as multi-agent DMPC, is a tractable solution for large-scale problems due to the reduced computation cost with less decision variables for each local optimization problem, the feasibility to find an optimal solution by focusing on one objective, the possibility to easily adapt model parameters with respect to the varying environments, and the robustness in terms of whole system operation in the case of fault or failure of subsystems. In previous studies that utilize the multi-agent approach for building control applications, agents are defined in many different ways. For example, in some cases definitions are made according to the HVAC source, namely electrical, heating and cooling agents [52, 53]. Other definitions are based on the control hierarchy such as central, local [54], or producer, distributor, consumer [55]. Finally, agents may also represent building occupants [56-58]. Although theoretical approaches for agent definitions exist [48], previous research mainly focuses on specific examples or case studies.

1.4 Distributed optimization

In controls community, the concept of DMPC was developed to simplify complex control problems and has been investigated for a long time. As a result, several theoretical DMPC approaches exist. An extensive overview and classification is presented in [50]. Other comprehensive reviews exist with application to power [59] and chemical system [60] applications. In these studies, the general DMPC structure is discussed and compared to centralized or decentralized MPC approaches, by presenting the goal of decomposition [59] and reviewing the evolution of theoretical approaches [60]. With regards to the details of the optimization problem and its decomposition, a well-organized and comprehensive classification based on the couplings in cost function and constraints between the sub-systems is discussed in [49] along with various decomposition algorithms.

In building applications, Bender’s decomposition, one of the initial decomposition methods, was used for a multi-zone heating case with central radiant floor and individual convectors [61]. A classical but more recent decomposition method, the primal decomposition, was utilized for solving a resource allocation problem using a coordinator between the grid and a multi-zone building [62] and a building cluster [63]. The dual decomposition method has been implemented on a multi-zone building application with an Air Handling Unit (AHU) and multiple Variable Air Volume (VAV) boxes [64-66]. This approach was also applied to a distributed estimation problem [45] as a negotiation strategy and was demonstrated using a case study with an open-plan office space with a radiant floor system. However, dual decomposition is not guaranteed to converge for certain problems whose objective functions are not strictly convex, and requires a fine tuning of step-size parameters. On the other hand, the alternating directions of multipliers (ADMM) is another primal-dual based method that utilizes an extra quadratic penalty term when formulating the Lagrangian function, which has much better convergence behavior compared to dual decomposition.
ADMM has been used for several case studies of multi-zone buildings including HVAC component coordination [67] and demand response [68] and monthly optimization to reduce demand charge [46]. Nevertheless, the conventional ADMM method is based on a sequential update that requires the order and priority of the agents. Very recently a Proximal Jacobian ADMM (PJ ADMM) method at which parallel computation is available was developed and implemented for a simulation case study with a single zone served with several roof top units (RTUs) [69]. In this paper, the DMPC algorithm is developed based on the PJ ADMM, and implemented to an actual building to demonstrate optimal performance under realistic conditions.

1.5 Contributions of this work

The objective of this study is to develop and demonstrate a new multi-agent system approach to tractable optimal control of buildings. The work presented in this paper aims to address issues related to the modeling complexity and growing control input dimension in office buildings with high resolution thermal environments. The developed distributed system identification and MPC algorithms, facilitate the information exchange between agents, and they are efficient, with reduced computation cost, and scalable to different building applications.

With an actual open-plan office space with radiant comfort delivery as test-bed, distributed system identification is deployed, in which each building system (agent) is estimated individually, and then integrated to one model through the information exchange and negotiation between neighboring agents. Using this data-driven model along with distributed sensing, control, and data communication, a new DMPC algorithm inspired by the Proximal Jacobian Alternating Direction Method of Multipliers (PJ-ADMM) method is implemented to demonstrate the energy saving potential and comfort improvement of the smart thermal environment control system.

In this paper, Section 2 presents the new methodology for the distributed modelling and control. The DMPC implementation in an actual test-bed is discussed in Section 3. The main findings and conclusions are outlined in Section 4.

2 Methodology

2.1 Distributed system identification algorithm

The first step in MPC is developing a data-driven model. In this work, a grey-box approach is adopted for the building model (Eq. (1)). The one-step ahead temperature \(x[n+1]\) is a linear function of the current temperature \(x[n]\), the exogenous input \(w[n]\) and control input \(u[n]\). The state and input matrix \((A_d, B_d)\) consist of estimate parameters including the thermal capacity and resistance, as well as the coefficient multiplied to the heat flux input for the transmitted solar radiation and internal heat gain. The temperature trajectory \(X\) is a linear function of the matrix \((\Omega_x)\), lower block triangular matrix \((\Omega_w)\)
and \( \Omega_w \), the initial state vector \((X_0)\), and the exogenous input \((w)\) and control input vector \((u)\), as shown in Eq. (2). The control input and temperature trajectories are in an explicit linear relation, which is a suitable form for implementation in the optimization algorithm.

\[
x[n+1] = A_d x[n] + B_{d,w} w[n] + B_{d,u} u[n]
\]

The objective function for the parameter estimation is the summation of the deviation between the measurement and model prediction. Each element in \(A_d\) and \(B_d\) matrix has a form of multiplication of the estimate parameters; thus, the optimization problem (Eq. 3) is nonlinear. Initial values are set based on information from the drawing and building energy simulation programs \([70, 71]\) and are used for setting lower and upper bounds for the estimate parameter based on the approach described in Joe and Karava, 2016 \([45]\). To solve this constrained nonlinear optimization problem, Fmincon with active-set algorithm is used in Matlab environment \([72]\).

minimize \( \sum_{k=1}^{n} (\hat{y}[k] - y[k])^2 \)

where:

\[
x[n+1] = A_d(\theta)x[n] + B_d(\theta)u[n]
\]

\[
\hat{y}[n] = C_d X[n]
\]
Figure 1 represents a generic distributed system identification example in which the zone model (referred to as an integrated model) is split into two sub-system models represented by agents $i$ and $j$. The heat flux input is not considered for this generic example. In our approach, system identification is performed locally on each agent while neighboring agents exchange measured information such as their temperature trajectory. Temperature trajectories from the sensor of each adjacent agent are used as a boundary temperature for the agent (as illustrated in Figure 1 using arrows). Each zone agent minimizes the deviation between the calculated prediction and measured trajectories from its own sensor; and thereby the two shared parameters ($\theta_{ij(i)}$ and $\theta_{ij(j)}$, which are thermal resistances in this example) between the agents are different. In the next step, these deviated estimate parameters converge to the same value using the dual decomposition method (Algorithm 1). $\theta_i$ and $\theta_j$ are estimate parameters for agents $i$ and $j$. The objective function minimizes the deviation between the prediction and measurement, $g$ in Algorithm 1, and it is augmented by the Lagrangian term ($\lambda_{ij}\theta_{ij}$). The Lagrangian multiplier ($\lambda_{ij}$) is updated in each iteration $k$, with the deviation of two estimate parameters ($\theta_{ij(i)} - \theta_{ij(j)}$). The iteration stops when the two estimate parameters converge to the same value. The details of this approach are described in Joe and Karava 2016 [45].

**Algorithm 1**

\[
\text{while } \theta_{ij(i)}^{k+1} = \theta_{ij(j)}^{k+1} \\
\theta_i^{k+1} = \arg\min_{\theta_i^k} \left( g_i(\theta_i^k) + \lambda_{ij}^k \theta_{ij(i)}^k \right) \\
\theta_j^{k+1} = \arg\min_{\theta_j^k} \left( g_j(\theta_j^k) - \lambda_{ij}^k \theta_{ij(j)}^k \right) \\
\lambda_{ij}^{k+1} = \lambda_{ij}^k + \mu_i \left( \theta_{ij(i)}^{k+1} - \theta_{ij(j)}^{k+1} \right) \\
\text{end}
\]
2.2 Distributed MPC algorithm

In thermal environment control of buildings, the objective function is the HVAC energy consumption. The decision variable \( u \), which is the control input to the model, is the trajectory of Part Load Ratio (PLR) in a given prediction horizon. \( f_{HVAC} \) represents the electricity consumption of the HVAC source, which is a convex function when the PLR is the control input. The dimension of the trajectory is increased with the number of zones or systems that are connected to the shared HVAC source. The centralized MPC algorithm is formulated as a convex optimization problem (Eq. 4) with several linear inequality constraints. The first constraint represents the temperature bound of the conditioned zone; \( T_{\text{bound}} \) is the upper or lower temperature bound, and \( C_T \) is the matrix multiplied to all states to extract the target temperature states. Additional bounds can be used for certain states of the system, for example, slab temperatures in radiant systems. The last constraint is set for the capacity of the HVAC source. \( \Omega \) represents the predefined matrices as shown in Eq. 2.

\[
\begin{align*}
\min \quad & f_{HVAC} \left( \begin{bmatrix}
I & I & \cdots & u_i \\
\vdots & \vdots & \ddots & \vdots \\
I & I & \cdots & u_{i+1}
\end{bmatrix} \right) \\
\text{s.t.} \quad & \begin{bmatrix}
C_T \cdot \Omega_{u_i} & C_T \cdot \Omega_{u_{i+1}} & \cdots & u_i \\
\vdots & \vdots & \ddots & \vdots \\
I & I & \cdots & u_{i+1}
\end{bmatrix} \leq \begin{bmatrix}
T_{\text{bound}} - C_T \cdot (\Omega_T \cdot T_0 + \Omega_u \cdot w) \\
\vdots \\
u_{\max}
\end{bmatrix}
\end{align*}
\]

Algorithm 2 is the distributed MPC used in our study. It is inspired by the Proximal Jacobian Alternating Direction Method of Multipliers (PJ-ADMM) [69], which is a variant of the classical ADMM method. The optimization in each controller is regulated with a proximal term and the control inputs of other agents (neighbors) are transferred from the previous iteration for parallel computing. Multiple optimizations for each agent (referred to as agent \( i \)) run in parallel until the convergence criteria are satisfied. In this formulation, the coupled cost is decomposed by fixing the control input of other agents (\( \sum_{\text{neighbors}} u^{i-1}_{\text{neighbors}} \)) so the dimension of the control input (\( u_i^k \)) is reduced according to the number of agents. Decomposition is feasible as information from other agents is transferred from the previous iteration (referred to as step \( k-1 \)). This enables parallel optimization, which would not be otherwise possible, as the objective function is evaluated with all control input trajectories from other agents. The same inequality constraints with centralized MPC are set.
Each agent searches for the optimal control inputs while exchanging information with other agents. The regulation term with multiplier $\phi$ is added to the objective function to encourage the convergence of the iterated control inputs. This multiplier is a vector which is updated with the deviation of two control input trajectories. In initial iterations, it is small so each agent calculates its objective function with less restriction. Then, as the iteration evolves, the regulation term becomes large and the algorithm converges when the maximum value of the deviation of two control input trajectories is smaller than the stop criteria, $\varepsilon_{\text{stop}}$. The way Algorithm 2 updates the regulation term ($\phi$) helps speed up the convergence speed, however, it comes at the price of sacrificing optimality performance.

3 Application to optimal building climate control

In this section, we present the application of our multi-agent system approach into an actual test-bed. First, we describe the test-bed and the system identification for developing the building model. Then, we provide details for the DMPC implementation including the HVAC system, exogenous inputs and constraints, and we describe the data communication process. Finally, we discuss the performance of the DMPC controller with regards to thermal environment control and energy saving potential.

3.1 Test-bed

The test-bed used in this study is an open-plan office space (9.9 m by 10.5 m) in a university building at Purdue campus that can host up to 20 occupants. An exterior view of the building is shown in

---

### Algorithm 2

1: initialize $(u_i^0, \ldots, \phi_i^0, \ldots)$

2: repeat following optimizations in parallel

3: $u_i^k = \arg \min_{u_i} \left( f_{HVAC} (u_i + \sum u_{i,\text{neighbors}}^{k-1}) + \phi_i^{k-1} \|u_i - u_i^{k-1}\|^2 \right)$

4: s.t. $\begin{bmatrix} C_{T,i} \cdot \Omega_{\text{air}} \\ \vdots \\ 1 \end{bmatrix} \cdot u_i^k \leq \begin{bmatrix} T_{\text{bound}} - C_{T,i} \cdot (\Omega_T \cdot T_0 + \Omega_w \cdot w + \sum \Omega_{\text{neighbors}} \cdot u_{\text{neighbors}}^{k-1}) \\ \vdots \\ u_{\max} - \sum u_{\text{neighbors}}^{k-1} \end{bmatrix}$

5: $\phi_i^k = \phi_i^{k-1} + \sigma |u_i^k - u_i^{k-1}|$

6: until $\max \left( \begin{bmatrix} u_i^k \\ u_i^{k+1} \\ \vdots \end{bmatrix} - \begin{bmatrix} u_i^{k-1} \\ u_i^{k+1} \\ \vdots \end{bmatrix} \right) \leq \varepsilon_{\text{stop}}$
Figure 2(top). The main features of the test-office are a radiant floor slab and a south-facing double façade system. The radiant floor has been constructed to provide cooling and heating with sensing capabilities, since it is a research Living Laboratory (Figure 2(middle)). It includes 10 parallel loops in the concrete slab, a heat exchanger and a pump (Figure 2(bottom)). Steam and chilled water is delivered to the heat exchanger from the campus plant. Temperature sensors (ACI, A/TT1K-LTS, ±0.3°C) are embedded in each concrete slab and in the heat exchanger to monitor the supply and return water temperature. A turbine-type flow meter (ONICOM, F-1110, ±1%) is installed between the loops and the heat exchanger.

For the DMPC implementation, we explore the potential of the system to provide localized thermal conditioning and we present results for the cooling season. For this purpose, the room is divided into four thermal zones corresponding to four sections of the radiant floor as shown in Figure 2 (middle). Each floor section consists of two pipe loops that are controlled together. RTD sensors (Digi-Key, 10K ohm, 1%) and thermocouples (Omega, T-type, ±0.5°C) are installed in each section (0.6 m height from the floor and on floor) to measure the air and slab surface temperatures (Figure 2(middle)). Ultrasonic flow meters (TUF-2000M, ±1%) and thermocouples (Omega, T-type, ±0.5°C) are attached and inserted at each pipe loop to capture the cooling rate for each section (Figure 3). The room has four wall diffusers for ventilation that are connected to an Air Handling Unit (AHU). The vents and fan of the double façade were kept closed during this study. A standard BMS is available through the installed Tridium JACE controllers and Niagara/AX software framework [73].

3.2 Building model

The system identification experiment was conducted using the four room sections from the south to north direction as shown in Figure 2 (middle). To ensure sufficient excitation, cooling was provided to alternate floor sections for about six to twelve hours and the minimum surface temperature for the floor was 18~19°C. The room was occupied most of the day time so the air temperature was maintained with the ventilation system between 22 and 24°C.

The typical (centralized) estimation approach is not feasible for this system due to the large number of estimate parameters and the different magnitude of state trajectories in each sub-system including the double façade, the four thermal zones and the radiant floor (Figure 4). Therefore, a distributed system identification approach is deployed with six sub-system models (represented by six agents) representing the four thermal zones, the radiant floor and the double façade. The six sub-system models are initially estimated in parallel, reducing the scale of the estimation problem, and then integrated in a plug-and-play manner. The structure of the integrated model (Figure 4(a)) consists of 17 states and 27 resistances (17C27R) with one boundary temperature which is the outdoor air temperature. Figure 4 shows only a portion of the model by excluding the repeated structure for simplicity. Resistances between the air nodes are fixed
Figure 2 Exterior view of the test-building (top); interior fish eye view of living lab 1 (middle); pipe loops with heat exchanger (bottom).
Figure 3 Pipe loops of the radiant floor system with temperature and flow meters installed.

according to the ventilation flow rate assuming the air is well-mixed since the wall-supply diffusers are distributed in four corners. The model structure of each thermal zone has one state and three or four resistances (1C3R or 1C4R). The radiant floor is treated as one agent. It consists of 12 states and 18 resistances (12C18R). The thermal capacity of each floor section is weighted with its area and the resistances between the four concrete sections ($R_{s,hor}$ and $R_{s,ver}$ in Figure 4(a)) are identical. Thus, the estimation is carried out with three states and three resistances to simplify the optimization problem. Internal heat gains from the equipment, occupants, and lighting are distributed to each section evenly. 90% of equipment and occupant heat gain and 60% of lighting heat gain is an input the air node. The remaining portions (10 and 40% respectively) are inputs to the slab surface temperature node.

The initial unmeasured temperature state for the internal concrete nodes ($T_{so}$ and $T_{si}$) is assumed to be the same with the slab surface temperature. Six optimizations run in parallel with six sub-system models (agents). This yields different values for the shared estimate parameters between sub-systems. The dual decomposition method (Algorithm 1) is used to iterate the solution of the optimization problem until the deviation of the shared parameters is less than 5% of their value, in which case, they are assumed to be
identical. Figure 5 shows the evolution of the shared parameters and reveals that 16 iterations are needed for the negotiation.

(a) Integrated model  
(b) Sub-system model

Figure 4. Integrated and sub-system model structure

Figure 5. Evolution of shared parameters
Figure 6 shows results for one estimation set and two validation sets. Air and surface temperatures are shown on the left and right respectively along with the heat flux and temperature input at the bottom. The estimation period includes three days during which the radiant floor cooling system was ON and two days with free floating conditions. The Root Mean Square Error (RMSE) during the estimation period for the air and slab surface temperature in each section ranges from 0.43 to 0.58°C, and from 0.45 to 0.68°C, respectively. The model was validated with two different datasets as shown in Figures 6 (b) and (c). During this period, the radiant floor cooling system was ON in alternate sections for eight hours and free floating was used for four hours between turns. When this process was completed for all sections, another 12 hours of free floating was provided. Two cycles were used for the two different validation sets, respectively. For the first validation set, the RMSE of the air and slab surface temperature ranges from 0.55 to 0.82°C, and from 0.44 to 0.92°C, respectively (Figure 6 (b)). The corresponding ranges for the second validations set are 0.58 to 0.66°C, and 0.44 to 0.92°C (Figure 6 (c)). This accuracy is considered to be reasonably good considering the complexity of the model.

3.3 DMPC implementation

3.3.1 HVAC system and objective function

An air-cooled chiller is considered as the HVAC source (Figure 7, left). The decision variable is the PLR of the chiller. The dimension of the controlled input vector is 48 for a 24hr prediction horizon with 30 min time-step. The electricity consumption of the chiller consists of the objective function with a regulation term as explained in Section 3.2 (Algorithm 2). The fan and pump electricity consumption is neglected, and the air system provides ventilation by regulating the supply air temperature to be equal to the average of the lower and upper temperature bounds. The initial control input trajectory \( \mathbf{u}^0 \) and multiplier

![Figure 6. System identification results](image-url)
\( \phi^0 \) are set to zero, and the step size and stop criteria (\( \sigma \) and \( \varepsilon_{\text{stop}} \) in Algorithm 2) are set to 50 and 0.0002. Performance data of the chiller are adopted from the EnergyPlus engineering reference [70] and the Energy Input Ratio (EIR) method is used based on the catalogue data of an actual product (Trane CGAM20). The nominal capacity (\( Q_{\text{ref,cap}} \)) and coefficient of performance (\( C_{\text{ref,COP}} \)) are 68.9 kW and 2.67, respectively [70].

For our case-study, the capacity is scaled down to 8 %. The electricity consumption of the chiller is a multiplication of three polynomials (\( f \) in Equation (5)) that represent the capacity, COP, and PLR. The capacity and COP curves are biquadratic and require two control inputs. The leaving water temperature (\( T_{\text{leaving}} \)) is fixed at 13 °C which yields a quadratic polynomial and the optimization problem has a convex form. The COP is plotted in Figure 7 (right) as a function of outdoor air temperature, leaving water temperature and PLR. Lower outdoor air temperature and higher leaving water temperature result in higher COP. As for the PLR, any ratio larger than 30% results in high COP.

![Figure 7. Test-bed with virtual air-cooled chiller (left) and Chiller performance curve (right)](image-url)
3.3.2 Optimization details: exogenous inputs and constraints

For the disturbance prediction, the occupant heat gain is set to 65 W for a sedentary working person based on ASHRAE Standard 55 [74]. The equipment heat gain for each occupant is calculated to be 50W based on measurements (historic data for weekends and weekdays) for the total power consumption and the actual number of occupants. The occupancy schedule is from 08 am to 10 pm considering the actual occupants of the test-bed. The operative temperature, which is a linear combination of the air and Mean Radiant Temperature, is used to control the space. It is calculated based on a weighted average of the air and slab temperature as the air flow rate in the zone is less than 0.2 m/s [74]. For this purpose, a detailed experiment was conducted with an array of sensors including a globe meter and five thermocouples at various heights from the floor, to determine the two weighting coefficients. These are used in the actual MPC implementation for estimating the operative temperature (based on recommendations from ASHRAE 55 [74] using readings from the RTD sensor (at 0.6 m height from the ground) for the air temperature and from the thermocouple (TC) for the slab surface temperature (Figure 8). The weighting coefficients were estimated to be 0.77 for the air temperature and the 0.23 for the slab surface temperature. The RMSE between the experiment and estimation of the operative temperature is 0.12 ℃.

The vertical temperature difference between the head and ankle are used to quantify the thermal asymmetry [74]. This metric is used to define the limit of the maximum difference between the air and slab surface temperature which is set to be 7℃ based on recent studies with human test-subjects and a thermal manikin experiment [75, 76]. Also, the low bound of the slab surface temperature is set to 15℃ based on [77] to eliminate potential thermal discomfort of the occupants. This temperature bound for the floor affects the maximum cooling rate capacity of the radiant floor system as a large cooling rate is feasible when the concrete temperature is high and vice versa. Based on initial experiments, the maximum available cooling capacity for all floor slab sections was around 5kW when the slab surface temperature is 15℃ so this was set as an inequality constraint in the optimization problem. To eliminate violations of the operative temperature bounds, the valve is fully open to provide maximum cooling rate regardless of the cooling rate capacity limit when the actual operative temperature is higher than the upper temperature bound in each section.

\[ f_{chiller,n} = f_{Cap,n} \cdot f_{COP,n} \cdot f_{PLR,n} \]

where:

\[ f_{Cap,n} = \frac{Q_{ref, Cap} \cdot Curve_{biquad}(T_{leaving,n}, T_{outdoor,n})}{T_{leaving,n}^{\text{ref}} - T_{outdoor,n}} \]

\[ f_{COP,n} = \frac{1}{C_{ref, COP} \cdot Curve_{biquad}(T_{leaving,n}, T_{outdoor,n})} \]

\[ f_{PLR,n} = Curve_{quad}\left(\frac{Q_{load,n}}{f_{Cap,n}}\right) = Curve_{quad}\left(\frac{PLR}{f_{Cap,n}}\right) \]
3.3.3 Data communication

A schematic for the DMPC implementation is shown in Figure 9. MPC calculations are performed in a server computer with Matlab that has access to weather forecast data for 24 hours prediction. The optimal cooling rate is calculated based on PLR and maximum chiller capacity ($f_{cap,n}$ in Eq (5)), and it is sent to Niagara server through Modbus communication. Then the valves for each section in the radiant floor cooling system are activated to satisfy the cooling rate signal in each loop for a given time-step, 30 min. After each time-step, sensor data for the zone and slab temperatures, the control and exogenous input are sent to the server computer, for the state estimation by the Kalman filter.

Weather forecast data including outdoor air temperature, relative humidity, and cloud cover are extracted from the National Oceanic and Atmospheric Administration (NOAA) web-site to a server computer. The following model was used for calculating the global horizontal irradiance ($GHI$) based on cloud cover forecast [78]:

$$GHI = I_0 \cdot \sin(h) \cdot \{C_0 + C_1(CC) + C_2(CC)^2 + C_3(T_{out(k)} - T_{out(k-3)}) + C_4(RH) + C_5 \cdot V_{wind}\} + d \ (6).$$
Figure 9. Data communication for MPC

\( GHI \) is calculated based on the solar constant \((I_0, 1355 \text{ W/m}^2)\), solar altitude angle \((h)\), outdoor air temperature \((T_{out}, k \text{ is time-step})\), cloud cover \((CC)\), relative humidity \((RH)\), wind speed \((V_{wind})\), and regression coefficients \((C_0, C_1, C_2, C_3, C_4, C_5, \text{ and } d)\) that are estimated for different climate zones in the literature [78]. Coefficients for zone Cfa (warm temperature, fully humid, and hot summer) were selected considering the location of the test-bed. Then the solar irradiance incident on the south façade is calculated from \( GHI \) using the Solar Radiation Process algorithm (Type 16 in TRNSYS) [71].

The initial states for the unmeasured temperatures are calculated with the Kalman filter [79]. The predicted error covariance \((P \text{ in Eq 7})\) is updated from the previous time-step \((P^-)\) with the state matrix \((A_d)\) and the covariance matrix of process noise \((Q)\) which is set based on the estimation results (averaged value of RMSE for the air and slab) in Section 4.2. The Kalman gain \((K \text{ in Eq 8})\) is calculated with predicted error covariance and a covariance matrix of sensor noise \((R \text{ in Eq 8})\) which is set based on temperature sensor accuracy. \( H \) is the matrix that extracts observed states from all states. Then the state \((x)\) is updated based on the predicted state \((\hat{x})\) obtained from building dynamics (Eq 1) and the actual measurement \((Y)\) along with the Kalman gain (Eq 9). Then the error covariance matrix \((P^+)\) is updated to calculate the Kalman gain of the next iteration (Eq 10).
\[ P = A_d P^- A_d^T + Q \] (7)
\[ K = PH^T (HPH^T + R)^{-1} \] (8)
\[ x = \hat{x} + K(Y - H\hat{x}) \] (9)
\[ P^+ = (I - KH)P \] (10)

In each time-step, multiple MPC calculations run sequentially until the convergence criteria is met. Although those computations run sequentially in a single server computer, parallel computing is realized as the information from other agents comes from the previous iterations. Therefore, the developed algorithm can be implemented in the future using new low-cost devices such as series of small single-board computers.

### 3.3.4 Implementation settings

Four phases were considered during the implementation with different settings for the operative temperature bounds as shown in Table 1. For the first two phases, relatively large temperature bounds were used to ensure proper operation of the system, while the bounds for phase 3 were significantly different among the different sections to evaluate the potential for localized thermal environment control. For phase 4, lower bounds were set to see if relatively low operative temperature preferences could be met.

<table>
<thead>
<tr>
<th>Room section</th>
<th>Phase 1</th>
<th>Phase 2</th>
<th>Phase 3</th>
<th>Phase 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>22.0~25.0</td>
<td>21.0~24.0</td>
<td>22.5~25.5</td>
<td>20.5~23.5</td>
</tr>
<tr>
<td>2</td>
<td>22.0~25.0</td>
<td>21.0~24.0</td>
<td>occupied</td>
<td>19.0~22.0</td>
</tr>
<tr>
<td>3</td>
<td>21.0~24.0</td>
<td>22.0~25.0</td>
<td>19.5~22.5</td>
<td>19.0~22.0</td>
</tr>
<tr>
<td>4</td>
<td>21.0~24.0</td>
<td>22.0~25.0</td>
<td>19.5~22.5</td>
<td>unoccupied</td>
</tr>
</tbody>
</table>

Figure 10 shows the implementation results for 11 consecutive days (September 16-26, 2017). The room air (Tar), slab surface (Tsl), and operative temperatures (Top) along with lower and upper bounds are shown for all sections along with the corresponding control and exogenous inputs. The gap on the graph for day 8 is due to data loss associated with a server communication failure. The operative temperature bounds for all sections are mostly satisfied for phase 1 and 2. Some exceedance hours due to upper bound violations are observed in phase 4. Although the operative temperature bounds are hard constraints in the optimization problem, the maximum cooling rate was provided occasionally when the temperature is violated.
3.4 Control performance analysis

In this section, results from the DMPC implementation in an actual test-bed are compared with simulations for two feedback and two MPC control strategies, introduced in Figure 11. The simulations are used for evaluating the performance of the DMPC algorithm and the DMPC controller. For feedback control, the room is considered to be represented by a single thermal zone and it is conditioned using a temperature bound that corresponds to the average of the values used in the four sections for the DMPC implementation (21.5~24.5, 20.5~23.5, and 19.5~22.5°C). For the first feedback controller (Baseline-zone), all local sections are conditioned regardless of the occupancy unlike all the other cases in which localized conditioning is used for the occupied sections. The second feedback controller (Baseline-local) conditions only occupied sections. This comparison aims to investigate the energy saving potential of occupancy-based localized conditioning. To evaluate the DMPC algorithm, two simulation cases including CMPC and DMPC are used to investigate potential gaps between the theoretical and actual performance of the system. In simulation, MPC runs for each day and the last state is an input to the initial state for the next day so 11 consecutive MPCs run sequentially for 11 days. The same disturbances for the weather and internal heat gain and algorithm settings, such as initial parameters (u₀ and φ₀), step size (σ) and stop criteria (ε_stop), used in implementation were also used for the simulations.
3.4.1 DMPC algorithm evaluation

Figure 12 shows the evolution of the objective function value and the residual for the regulation term of DMPC sim. Each line represents the optimization of one day. Residual represents the maximum value of the regulation term which is the deviation between the decision variables of the current and the previous iterations. Mostly, high fluctuations of the residual are seen for the initial iterations, and then they decrease. The algorithm requires 13 to 157 iterations to converge which takes less than 5 min for each time-step which is sufficient for implementation in actual controllers, as the time-step for this study is 30 min.
Figure 1 shows the cooling rate and COP variation during the test-period for the MPC simulations and DMPC implementation while Table 2 presents a summary of the results. Compared to CMPC, \( \text{DMPC-sim} \) results in lower cooling rate but higher electricity power consumption as the pre-cooling effect is less utilized. However, this compromise in DMPC controller performance is acceptable as the electricity consumption is increased by 2.8% only. As for the DMPC implementation, the cooling rate and electricity consumption is less compared to \( \text{DMPC-sim} \); this is because the temperature bounds during implementation were not completely satisfied (see Section 4.3.4). Nevertheless, the pre-cooling effect is clearly seen with a higher COP and the total energy consumption is similar with the simulation; therefore, most of the potential benefits were captured in the implementation. If the room temperature would be perfectly regulated in implementation, the energy consumption would be the same with the simulation, which is a theoretical performance bound based on perfect disturbance prediction.

### 3.4.2 DMPC performance analysis

In this section, we investigate the energy saving potential of the occupancy-based control and DMPC by comparison with two feedback strategies. Table 3 shows the total cooling energy consumption.
and electricity consumption. The occupancy-based localized feedback control (baseline-local) saves 4.8% compared to the baseline-zone for the specific occupant schedule presented in Table 1; the unoccupied period for the local sections is 84 hours, i.e.16% of the total. When the MPC is implemented using different set-points (temperature bound) and occupancy-based conditioning, which is DMPC-imp, around 27% of electricity savings are possible compared to Baseline-zone. This is illustrated in Figure 14, which shows the operative temperature profiles with different bounds for all sections along with the cooling rate to the radiant floor and the COP variation. Compared to feedback control, DMPC utilizes pre-cooling so the chiller operates during the night or early in the morning to take advantage of the higher COP due to low outdoor air temperature. The variation of COP shows these distinct differences (Figure 14). Also, the MPC strategy itself saves 19% of cooling energy (390 versus 314kWh) due to the large thermal capacity of the radiant floor system; as for the feedback control, cooling is provided from the slab to the room after the occupied hour.

![Figure 14. DMPC energy performance analysis](image)

<table>
<thead>
<tr>
<th>Case</th>
<th>Baseline-zone</th>
<th>Baseline-local</th>
<th>DMPC-imp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooling energy consumption [kWh]</td>
<td>390</td>
<td>372</td>
<td>314</td>
</tr>
<tr>
<td>Electricity consumption [kWh]</td>
<td>99</td>
<td>94</td>
<td>72</td>
</tr>
</tbody>
</table>
The baseline feedback control (Baseline-zone) is compared with the DMPC-sim strategy that facilitates localized control based on different occupant preferences. The differences are quantified using the summation of operative temperature exceedance hours (°C⋅h) during occupancy and the results are presented in Table 4. For phase 1 and 2, the temperature exceedance with the Baseline-zone control is small because the temperature bounds of the different thermal zones are similar (21~24°C and 22~25°C). However, when the bounds are significantly different (19.5~22.5 and 22.5~25.5°C in phase 3; 19~22 and 20.5~23.5°C in phase 4), the temperature exceedance hours with the Baseline-zone control are increased. No temperature exceedance is observed in sections 2 and 4 for phase 3 and 4 as they were not occupied and thereby not conditioned. The total temperature exceedance hours for a period of 11 days are 75.3°C⋅h for the feedback control (Baseline-zone) and 22.2°C⋅h for DMPC-imp, i.e. 70.6% less. If different global temperature bounds such as the maximum or minimum value of the local bounds are implemented, the total exceedance hours of Baseline-zone are 191.3 or 45.6°C⋅h respectively which are still higher compared to DMPC-imp.

<table>
<thead>
<tr>
<th></th>
<th>Baseline-zone</th>
<th>DMPC-imp</th>
</tr>
</thead>
<tbody>
<tr>
<td>phase1</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>phase2</td>
<td>1.2</td>
<td>0.0</td>
</tr>
<tr>
<td>phase3</td>
<td>10.1</td>
<td>1.1</td>
</tr>
<tr>
<td>phase4</td>
<td>1.6</td>
<td>2.5</td>
</tr>
</tbody>
</table>

4 Discussion and conclusions
In this paper, we presented a multi-agent system approach for smart thermal environment control of office buildings. The developed algorithms were implemented in an actual test-bed with localized comfort delivery. The main findings and limitations are summarized as follows:

- The distributed system identification algorithm based on dual decomposition method yields building models with good prediction accuracy even for complex environments such as open-plan spaces with multiple individually controlled comfort delivery systems. The proposed method introduces building sub-system agents, which are optimized independently, by solving locally a nonlinear programming problem while the information is exchanged between the agents. Then, they are integrated into one model with further parallel optimizations by applying the dual decomposition method. This methodology can be extended to other building systems or different building scales, and could be packaged into a toolbox integrated in advanced open-source building control platforms (e.g., Voltron).
The DMPC algorithm was implemented with the estimated building model and weather forecast. The control input for each radiant loop (agent) was calculated individually through the information exchange between agents and then provided to the actual BMS. The comparison with a centralized control approach shows that the DMPC algorithm captures most of the energy saving potential of the system. This approach is scalable so it can be generalized to larger scales of building systems such as multiple zones or building clusters. In this case, demand charge needs to be considered with electricity price information. Compared to feedback control, DMPC saves around 27% of the electricity consumption by utilizing the higher COP of the chiller through the pre-cooling period. At the same time, different thermal environments can be achieved by facilitating local conditioning in open-plan office spaces.

During the implementation, disturbance prediction such as occupant’s schedule and internal heat gain profiles were estimated based on historical data. Also, the solar irradiance forecast is calculated with a deterministic model based on the climate zone of the actual test-bed. In future work, a more precise method for the solar irradiance forecast using site-specific data could be used (e.g. [80]), along with statistical methods for occupant’s schedule [1, 2, 3, 4].

In this paper, we introduced scalable control functions and demonstrated localized thermal environment control in open-plan spaces using a radiant floor system with distributed sensing and data communication capabilities. Different comfort bounds are reported in the literature [75, 76, 81, 77] while recommendations for comfortable operative temperature ranges in ASHRAE 55 [74] might not be applicable for radiant floor systems. In the future, we will leverage on-going work on learning algorithms for occupants’ thermal preferences [10, 16] and the research presented in this paper will be extended to integrate occupants’ feedback in DMPC controllers.

In the case-study presented in this paper, a standard BMS system was used for the implementation of the DMPC algorithm. Although the MPC computations run sequentially in a single server computer, parallel computing is realized as the information from other agents comes from the previous iterations. In the future, the developed algorithm can be implemented using new low-cost devices such as series of small single-board computers. It is envisioned that smart building features with distributed sensing, occupant interaction, data communication and computing abilities could be widely adopted if intelligence is embedded into physical devices [67]. The research presented in this paper is the first step in this direction.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_d$</td>
<td>state matrix in discretized state space formulation</td>
</tr>
<tr>
<td>$B_d$</td>
<td>input matrix in discretized state space formulation</td>
</tr>
<tr>
<td>$C_d$</td>
<td>output matrix in discretized state space formulation</td>
</tr>
<tr>
<td>$C$, $d$</td>
<td>constant for solar model</td>
</tr>
<tr>
<td>$C$</td>
<td>matrix for mapping target state</td>
</tr>
<tr>
<td>$f$</td>
<td>polynomial equation for chiller performance</td>
</tr>
<tr>
<td>$G$</td>
<td>objective function in modelling</td>
</tr>
<tr>
<td>$GHI$</td>
<td>global horizontal solar irradiance $\text{W/m}^2$</td>
</tr>
<tr>
<td>$h$</td>
<td>solar altitude angle $^\circ$</td>
</tr>
<tr>
<td>$H$</td>
<td>matrix for mapping observed states</td>
</tr>
<tr>
<td>$K$</td>
<td>Kalman gain</td>
</tr>
<tr>
<td>$n$</td>
<td>time-step</td>
</tr>
<tr>
<td>$P$</td>
<td>predicted error covariance</td>
</tr>
<tr>
<td>$q$</td>
<td>control input vector in state space formulation</td>
</tr>
<tr>
<td>$Q$</td>
<td>covariance of process noise</td>
</tr>
<tr>
<td>$Q$</td>
<td>heat flux $\text{W}$</td>
</tr>
<tr>
<td>$R$</td>
<td>covariance matrix of sensor noise</td>
</tr>
<tr>
<td>$RH$</td>
<td>relative humidity $%$</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature $^\circ\text{C}$</td>
</tr>
<tr>
<td>$u$</td>
<td>control input</td>
</tr>
<tr>
<td>$u$</td>
<td>stacked control input matrix</td>
</tr>
<tr>
<td>$V$</td>
<td>wind speed $\text{m/s}$</td>
</tr>
<tr>
<td>$w$</td>
<td>exogenous input</td>
</tr>
<tr>
<td>$w$</td>
<td>stacked exogenous input matrix</td>
</tr>
<tr>
<td>$X$</td>
<td>state vector in state space formulation $^\circ\text{C}$</td>
</tr>
<tr>
<td>$y$</td>
<td>temperature measurement $^\circ\text{C}$</td>
</tr>
<tr>
<td>$\hat{y}$</td>
<td>temperature prediction $^\circ\text{C}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>estimate parameter</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Lagrangian multiplier for dual decompostion</td>
</tr>
<tr>
<td>$\mu$</td>
<td>step-size for dual update</td>
</tr>
<tr>
<td>$\phi$</td>
<td>convergence vector</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>time-step for convergence vector update</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>block matrix with state space formulation</td>
</tr>
</tbody>
</table>
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