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Abstract— The power management problem is studied
for a pipeline of streaming data consisting of multiple
stages with buffer memories inserted between adjacent
stages. The objective is to find the optimal strategy for
dynamically changing the power states of the stages so that
the power consumption of the overall system is minimized.
By modeling the pipeline as a hybrid system, we derive
various necessary conditions for the optimal solutions.
In particular, an operation called folding is introduced
that can improve the performance of an existing strategy.
Analytic conditions are derived for determining whether
folding can save power and the optimal number of folds.

I. INTRODUCTION

Consider a pipeline of streaming data shown in Fig. 1,
which consists of three components, X, Y, and Z, and
two buffers in between. Component X generates data at
the rate of α and stores them in the first buffer. Com-
ponent Y retrieves data from the first buffer, processes
them, and stores them in the second buffer, all at the rate
of β. Component Z retrieves data from the second buffer
at the rate of γ. This system can be the abstract model
of many electronics and computer network applications.
For example, in a PDA (Personal Digital Assist), X can
be the network card downloading streaming video from
the Internet; Y can be the processor to decode the data;
and Z can be the display unit.

We assume that α, β, and γ are constants satisfying
α > γ and β > γ. Thus there is an over-supply of data
from upstream for Z to consume if all components are
active. As a result, it is possible to reduce the system
power consumption by turning off components X and Y
at proper times, as they consume less power in the off
state than in the normal operating state. This process is
called dynamic power management [4]. In this process,
the smooth operation of Z is ensured by the presence
of the two buffers. For example, Z can retrieve and
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Fig. 1. Two buffers between three interacting components.

consume data already stored in the second buffer even
if Y is turned off.

In this paper, we study the optimal power management
problem for the pipeline of streaming data, which tries to
find the strategy for coordinating the turning on and off
of components X and Y so that maximal power reduction
is achieved for the overall system. A solution will be
presented by modeling the pipeline as a hybrid system.

Proposed to model dynamical systems with both
continuous and discrete dynamics, hybrid systems have
applications in many different engineering fields, such as
Air Traffic Management (ATM) systems [13], automated
highway systems [14], computer and communication
networks [9], and auto and industrial systems [2]. We
will use a version of the hybrid systems model called
multirate hybrid systems. Our problem thus becomes
an instance of the optimal control problems for hybrid
systems [1], [3], [7], [8], [12], [15]. The difference of our
problem with other optimal control problems for hybrid
systems studied in the literature consists of the following
two aspects: (i) our problem studies the optimal periodic
solutions; (ii) in addition to the system trajectories, the
shape and size of the state space of the hybrid system
also need to be design at the same time. These make
our problem a challenging one.

In our recent work [10], we present some preliminary
results on applying the hybrid system model in the
study of the dynamic power management problem for
the pipeline of streaming data. Some necessary condi-
tions for the optimal solutions are derived, and optimal
periodic solutions are derived under the assumption that
X and Y each turns on and off at most once in a period.

In this paper, we will extend our results in [10] by
introducing an operation on an existing solution called
folding that can generate another feasible solution with
multiple switchings in a period but potentially lower
average power than the original one. Conditions will
be derived on whether folding will result in a better
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solution, and, if this is the case, the number of optimal
folding operations one should carry out.

The rest of the paper is organized as follows. In Sec-
tion II, the problem under study is formulated precisely.
In Section III, we review some previous results on the
optimal solutions in a constrained case. In Section IV,
we introduce the folding operation and derive the main
results on the optimal number of folds and scaling
of a solution. Finally, in Section V, we outline the
conclusions and some possible future directions.

II. PROBLEM FORMULATION

We first analyze the power expenditure of the pipeline
of streaming data shown in Fig. 1. The power consumed
by each component consists of two parts: the dynamic
power and the static power. The dynamic power includes
the power to produce, process, and/or consume data, as
well as the power for writing data into and retrieving
data from the buffer memory. As the name suggests, the
dynamic power depends on the data flow rate through
the component. In contrast, the static power of the
component is the part of the component’s power used
to sustain its normal operation, and is independent of
the data rate. In this paper, we consider only the static
powers, as it is shown in [5], [6], [11] that the dynamic
powers do not affect the solution of the optimal buffer
management problem defined later.

More precisely, each of the components X and Y has
two power states: on and off. When X and Y are on,
they consume the (static) powers px and py , respectively.
When they are off, they consume no power. Changing
the power states of these two components may incur
extra energy. For simplicity, we assume that the energy
overheads for turning on X and Y are kx and ky ,
respectively, while their turn-off energies are both zero.
We also assume that any delay in changing the power
states of X and Y is amortized by an early wakeup
policy since the system is deterministic. Because the
last component Z is assumed to be always turned on, it
consumes a constant power. Thus its power contribution
can be ignored in finding the optimal solutions.

In addition to component powers, the two buffers
also consume powers that are proportional to their sizes.
Denote by Q1 and Q2 the sizes of the two buffers. Then
their powers are m1Q1 and m2Q2, respectively, where
the constants m1 and m2 are the powers per unit size
of the buffer memory (W/MB). If the two buffers use
the same technology, we have m1 = m2.

Since α > γ and β > γ, depending on the amounts
of data stored in the two buffers, the components X and
Y can be turned on/off from time to time to save power
without interrupting the smooth operation of Z. Thus the
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Fig. 2. Vector (q1, q2) representing the amounts of data in the two
buffer buffers. Their values change according to X’s and Y’s power
states S. Control vectors vs, s ∈ S. (a) α > β, (b) α < β.

pipeline system operates in one of four possible modes:
S = {00, 01, 10, 11}. These modes are:

• mode 00: X and Y are both off. The total compo-
nent power is p00 = 0;

• mode 01: X is off and Y is on. The total component
power is p01 = py;

• mode 10: X is on and Y is off. The total component
power is p10 = px;

• mode 11: X and Y are both on. The total component
power is p11 = px + py.

Denote by σ the system mode.
Let q1 be the amount of data stored in the buffer

between X and Y, and q2 be the amount of data stored in
the buffer between Y and Z. Depending on the system
mode, q1 and q2 change at different constant rates. For
example, when both X and Y are on, i.e., when the
system is in mode 11, q1 increases at the rate α − β,
and q2 increases at the rate β − γ. Combining q1 and
q2 into a vector q = (q1, q2), the rates of change of q in
mode σ ∈ S, denoted by vσ , are given by:

v00 = (0,−γ), v01 = (−β, β − γ),

v11 = (α − β, β − γ), v10 = (α,−γ).
(1)

The four vectors in equation (1) are depicted in Fig. 2,
with the subfigures (a) and (b) corresponding to the cases
when α > β and α < β, respectively.

The mode σ and the variable q together specify the
system state of the pipeline of streaming data. Note that
q = (q1, q2) is a continuous variable taking values in the
rectangle [0, Q1]× [0, Q2], while σ is a discrete variable
taking values in S. Thus the pipeline system can be mod-
eled naturally as a hybrid system with state z = (q, σ).
Let [0, tf ] be the time interval during which the average
system power consumption needs to be minimized. Then
a power management scheme for the pipeline system is
given by a mapping σ : [0, tf ] → S so that the power
states of the components X and Y at time t ∈ [0, tf ]
are specified by the mode σ(t). Typically, there exists a
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sequence of time intervals [ti, ti+1), i = 0, . . . , n − 1,
with t0 = 0 ≤ t1 ≤ · · · ≤ tn = tf , such that the
system mode σ(t) during the time interval [ti, ti+1) is a
constant σi, and that immediately adjacent time intervals
correspond to different modes. Under this scheme σ(t),
the continuous state q(t) follows a continuous trajectory
given by the differential equation:

dq(t)

dt
= vσ(t), t ∈ [0, tf ]. (2)

Together, z(t) = (q(t), σ(t)) forms a (hybrid) solution,
or an execution, of the hybrid system.

For a solution z(t) = (q(t), σ(t)) during the period
[0, tf ] of interest, the energy consumption of the whole
pipeline system consists of the following three parts:

• static energy consumed by X and Y:
∫ tf

0 pσ(t) dt;
• energy for changing the power states of the com-

ponents X and Y: nxkx + nyky . Here nx and ny

are the numbers of times that X and Y are turned
on, respectively, during [0, tf ];

• buffers’ energy consumption: (m1Q1 + m2Q2)tf .
As a result, for the solution z(t), the average power
consumption, P̄ , of the overall system is

P̄ (z; tf ,Q1, Q2) =
1

tf

[∫ tf

0

pσ(t) dt

+ nxkx + nyky + (m1Q1 + m2Q2)tf

]
.

Note that the arguments of P̄ are introduced to highlight
the dependence of P̄ on tf , Q1, and Q2.

The dynamic power management problem is then to
find z(t) that can achieve the minimal average power.
In particular, if the look ahead time horizon tf is large
enough, the problem becomes:

Problem 1: Find the hybrid trajectories z(t) during
[0,∞) and the buffer sizes Q1 and Q2 that minimize
the average power lim

tf→∞
P̄ (z; tf , Q1, Q2).

This is an optimal control problem for the hybrid system
modeling the pipeline of streaming data.

III. PERIODIC SOLUTIONS

We will focus on periodic solution z(t) in this paper.
For periodic solutions z(t) with period T , the average
power equation reduces to

P̄ (z; T, Q1, Q2) =
1

T

(∑
σ∈S

Tσpσ + nxkx + nyky

)

+ m1Q1 + m2Q2,

(3)

where Tσ, σ ∈ S, is the amount of time the system is
in mode σ in a single period.

We now summarize some useful results on optimal
periodic solutions derived previously in [10].
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Fig. 3. Optimal trajectory q∗(t), (a) α > β, (b) α < β.

A. Scaling of Trajectories

Let z(t) = (q(t), σ(t)) be a periodic hybrid trajectory
with period T for buffer sizes of Q1 and Q2. Let λ > 0
be a positive number. Then, it can be verified that
λq(t/λ) is a continuous trajectory in [0, λQ1]× [0, λQ2]
satisfying equation (2) with σ(t) replaced by σ(t/λ).
In other words, (λq(t/λ), σ(t/λ)) is a periodic hybrid
trajectory with the period λT when the sizes of the
two buffers become λQ1 and λQ2, respectively. We
call zλ(t) � (λq(t/λ), σ(t/λ)) the scaling of z(t) =
(q(t), σ(t)) by λ. Compared with the original trajectory,
the scaled one has the same switching sequence, and a
minimal average power if and only if λ takes the value

λ∗ =

√
nxkx + nyky

(m1Q1 + m2Q2)T
. (4)

B. Tightness of Optimal q(t) in Q

Since a buffer consumes power proportional to its
size, unused buffer memory will unnecessarily waste
power. As a result, an optimal trajectory z should fill and
empty each of the two buffers at least once sometime
during the period, or equivalently, the curve q(t) must
touch all four edges of the rectangle [0, Q1] × [0, Q2].

C. Optimal Periodic Solution with nx = ny = 1

Using the above necessary conditions, we derive
in [10] the optimal periodic solutions (see Fig. 3) under
the constraint that nx = ny = 1, i.e., both X and Y
turn on and off only once per period. In particular, if
α > β, the optimal solution plotted in Fig. 3(a) has the
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Fig. 4. Examples of integer folding with n = 2 for (a) α > β and
(b) α < β. Q∗

1
and Q∗

2
represent the optimal buffer sizes for the

nx = ny = 1 periodic solution.

following parameters:

Q∗
2 = (β − γ)

√
αγ(kx + ky)

β2(α − β)m1 + αβ(β − γ)m2
,

Q∗
1 = (α − β)

√
βγ(kx + ky)

αβ(α − β)m1 + α2(β − γ)m2
.

While if α < β, the optimal solution in Fig. 3(b) is:

Q∗
1 = (β − α)

√
γ(kx + ky)

β(β − α)m1 + β(β − γ)m2
,

Q∗
2 = (β − γ)

√
γ(kx + ky)

β(β − α)m1 + β(β − γ)m2
.

IV. FOLDING

In this section, we will introduce an operation called
folding that may further decrease the system power
consumption of an existing switching strategy. We will
illustrate this operation through an example. Consider
the optimal switching strategy z∗(t) for the case α < β
and nx = ny = 1 shown in Fig. 3a. Assume that at time
0, z∗(t) starts from the point (a∗

0, b
∗
0) = (0, 0), i.e., with

both buffers empty. Then a new strategy ẑ(t), shown
in Fig. 4a, can be constructed by following exactly the
same route of z∗(t) at all times, except that between the
time T∗

11

2 and T ∗
11 +

T∗

01

2 , the switching order from mode

11 to mode 01 is reversed. In other words, at time T∗

11

2 ,
ẑ(t) will switch to mode 01 and follow the direction of
v01 for T∗

01

2 time; at time T∗

11

2 +
T∗

01

2 , it switches back
to mode 11 and follow the direction of v11 for T∗

11

2

time; and then at time T ∗
11 +

T∗

01

2 , ẑ(t) switches back to
mode 01, and follows z∗(t) thereafter. Intuitively, ẑ(t)

can be thought of as obtained from z∗(t) by (twisting
and) folding a corner of the triangular trajectory of z∗(t)
inward. Thus we call this operation folding. Similarly,
the optimal periodic solution for the case α < β and
nx = ny = 1 shown in Fig. 3(b) can also be folded,
with the resulting strategy shown in Fig. 4b.

Comparing the strategy obtained by folding (e.g., the
one in Fig. 4a) with the original one (e.g., the one
in Fig. 3a), reveals they have the same period, and
consume the same static energy during each period as
the proportions of time the system spends in each mode
remain unchanged in a period. Although the number kx

of switchings of component X is increased, which results
in increased overhead energy, the required buffer size Q1

is only half of the original Q∗
1. If the increased power

from the extra switchings is amortized by the power
savings resulting from reduction in buffer size, folding
can reduce the power consumption of the system.

The folding operation can also be applied multiple
times in a sequence. Fig. 5 shows an example of folding
an existing trajectory in five subsequent steps. Note that
after the folding, the required buffer size Q∗

1 is reduced
to Q∗

1

5 , while the number of switching kx is increased
from 1 to 5. If one folds a given trajectory an integer n

times, the buffer size Q∗
1 can be reduced to Q∗

1

n
, and kx

will increase to nkx.
After folding, the shape of the trajectory is changed,

and the new rectangular state space may no longer be of
optimal scale as determined by equation (4). Thus one
can rescale the state space to get a further improvement
in average power consumption. In the following, we will
study the power saving by performing the folding and
rescaling operations at the same time.

A. Optimal Integer Folding when α > β

Consider the trajectory in Fig. 3a with α > β. Integer
folding n times affects only the buffer size Q1 as is
demonstrated in Fig. 4a for n = 2. The average power
of the folded and rescaled trajectory is described by,

P̄ (λ, n) = λ(
m1Q

∗
1

nx

+m2Q
∗
2)+

nkx + ky

λT
+

1

T

∑
s∈S

Tsps,

(5)
where Q∗

1 and Q∗
2 are the optimal buffer sizes for the

nx = ny = 1 periodic solution, and n is the number
of folds with n = 1 representing no folds, and λ is the
scaling factor. We begin by finding the optimal scaling
factor for a fixed n:

∂P̄ (λ, n)

∂λ
=

m1Q
∗
1

n
+ m2Q

∗
2 −

nkx + ky

λ2T
= 0,
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Fig. 5. Series of reversals resulting in an integer fold of 5. At each step, the solution uses
Q∗

1

5
less buffer space while using kx more switching

power per period. This example does not consider rescaling which is necessary to determine the optimal number of folds.

which yields

λ∗
n =

√
nkx + ky

(
m1Q∗

1

n
+ m2Q∗

2)T
. (6)

Next we replace λ in equation (5) with λ∗
n to obtain

P̄ (λ∗
n, n) =2

√
(nkx + ky)(

m1Q∗

1

n
+ m2Q∗

2)

T

+
1

T

∑
s∈S

Tsps.

(7)

Taking the derivative of (7) with respect to n yields

dP̄ (λ∗
n, n)

dn
=

n2kxm2Q
∗
2 − kym1Q

∗
1√

n4(nkx + ky)(
m1Q∗

1

n
+ m2Q∗

2)T
.

Thus, the optimal value of n is given by,

n∗ =

√
kym1Q∗

1

kxm2Q∗
2

. (8)

Note that n∗ can only take integer values, and the
function P̄ (λ∗

n, n) is convex with respect to n. There-
fore, if n∗ given by (8) is not an integer, the optimal
feasible value of n∗, ñ∗, is whichever of the two closest
integers to n∗ that results in the smallest value for
equation (7). To sum up,

Proposition 1 (Optimal Folding for the α > β Case):
Suppose that α > β. Then for the optimal periodic
solution under the constraint nx = ny = 1 shown in
Fig. 3a, the optimal number of folding is given by

ñ∗ = argmin
n∈{�n∗�,�n∗	}

P̄ (λ∗
n, n),

where n∗ is defined in (8), and the optimal rescaling
factor is given by (6) with n replaced by ñ∗.

As a result, if the value of ñ∗ is greater than one,
integer folding can indeed save more power than the
optimal solution under the constraint nx = ny = 1.

B. Optimal Integer folding when α < β

In this case, folding affects the buffer size Q2 as well
as Q1, as can be seen in Fig. 4b. The average power as
a function of the number n of folds and the rescaling
factor λ is more complicated, and can be verified to be

P̄ (λ, n) =λ(
m1Q

∗
1

n
+ m2(Q

∗
2 −

γ(n − 1)Q∗
1

αn
))

+
nkx + ky

λT
+

1

T

∑
s∈S

Tsps,
(9)

where again Q∗
1 and Q∗

2 are the optimal buffer sizes for
the nx = ny = 1 case shown in Fig. 3b. Following the
same process as before, we obtain

λ∗
n =

√√√√ nkx + ky(
m1Q∗

1
+ γ

α
m2Q∗

1

n
+ m2Q∗

2 −
γ
α
m2Q∗

1

)
T

,

(10)

n∗ =

√√√√ (m1 + γ
α
m2)ky

(m2
Q∗

2

Q∗

1

− γ
α
m2)kx

. (11)

Again, P̄ (λ∗
n, n) is convex in n; so the optimal integer

value ñ∗ lies is one of the two closest integers to n∗.
Proposition 2 (Optimal Folding for the α < β Case):

Suppose that α < β. Then for the optimal periodic
solution under the constraint nx = ny = 1 shown in
Fig. 3b, the optimal number of folds is given by

ñ∗ = argmin
n∈{�n∗�,�n∗	}

P̄ (λ∗
n, n),

where n∗ is defined in (11), and the optimal rescaling
factor is given by (10) with n replaced by ñ∗.

C. Discussion and Possible Extensions

Examining the folding equations reveals several as-
pects of the nature of folding. For example, equations (8)
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Fig. 6. Examples of folding across a horizontal line. (a)The original
solution for nx = ny = 1. (b)The solution folded across a horizontal
line. the value of nx is still 1, but now ny = 2

and (11) show that lower switching power in element X
and higher memory cost in buffer Q1 allows for more
folds, which is intuitively easy to understand.

Equations (6) and (10) are monotonically increasing
with respect to n for n > 1. This implies that for any
number of folds, the scaling factor is always greater than
one. In other words, for any number of folds, buffer size
Q2 will always need to be increased compared with the
original one with no folds. Thus the new state space
after the folding and rescaling is thinner and taller than
the state space of the original unfolded trajectory.

In this paper we only consider folding across a vertical
line. However, it is also possible to fold horizontally as
shown in Fig. 6. In this case, the number of switchings
for component Y is 2, while the number of switchings
for component X remains one in a single period. Further-
more, it is worthwhile to consider simultaneous foldings
in both horizontal and vertical directions.

Another natural extension is to consider systems
consisting of more than three components and two
buffers interconnected by a network (graph). In this case,
the number of system modes will grow exponentially
with the number of buffers. Thus techniques such as
matrix optimization must be utilized to find approximate
solutions to such problems. Research is currently being
carried out along this direction.

V. CONCLUSION

This paper studies the dynamic power management
problem of a pipeline of data streaming through three
components and two buffers. We extend our previous
work to consider the more general situation where solu-
tions are allowed to switch on and off multiple times per

period by introducing the operation of folding. We derive
the condition under which folding can lower the system
power consumption. The optimal number of folds and
the optimal rescaling factor are derived analytically.
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[3] M. Baotić, F. J. Christophersen, and M. Morari. A new algorithm
for constrained finite time optimal control of hybrid systems with
a linear performance index. In Proc. of the European Control
Conference, Cambridge, UK, Sept. 2003.

[4] L. Benini and G. D. Micheli. System-Level Power Optimization:
Techniques and Tools. ACM Transactions on Design Automation
of Electronic Systems, 5(2):115–192, April 2000.

[5] L. Cai and Y.-H. Lu. Dynamic Power Management Using Data
Buffers. In Design Automation and Test in Europe, pages 526–
531, 2004.

[6] L. Cai and Y.-H. Lu. Energy Management Using Buffer Memory
for Streaming Data. IEEE Transactions on Computer-Aided De-
sign of Integrated Circuits and Systems, 24(2):141–152, February
2005.

[7] M. Egerstedt, Y. Wardi, and F. Delmotte. Optimal control of
switching times in switched dynamical systems. In Proc. 42nd
IEEE Int. Conf. on Decision and Control, volume 3, pages 2138–
2143, Maui, HI, Dec. 2003.

[8] S. Hedlund and A. Rantzer. Optimal control of hybrid systems.
In Proc. 38th IEEE Int. Conf. on Decision and Control, pages
3972–3977, Phoenex, AZ, Dec. 1999.

[9] J. Hespanha. A model for stochastic hybrid systems with
application to communication networks. To appear in Nonlinear
Analysis, Special Issue on Hybrid Systems, 2005.

[10] J. Hu and Y.-H. Lu. Buffer Management for Power Reduction
Using Hybrid Control. In IEEE Conference on Decision and
Control and European Control Conference, 2005.

[11] N. Pettis, L. Cai, and Y.-H. Lu. Dynamic Power Management
for Streaming Data. In International Symposium on Low Power
Electronics and Design, pages 62–65, 2004.

[12] H. Sussmann. A maximum principle for hybrid optimal control
problems. In Proc. 38th IEEE Int. Conf. on Decision and Control,
pages 425–430, Phoenex, AZ, Dec. 1999.

[13] C. Tomlin, G. Pappas, and S. Sastry. Conflict resolution for
air traffic management: A study in multi-agent hybrid systems.
IEEE Trans. on Automatic Control, 43:509–521, 1998.

[14] P. Varaiya. Smart cars on smart roads: problems of control. IEEE
Trans. Automatic Control, 38(2):195–207, 1993.

[15] X. Xu and P. Antsaklis. Optimal control of switched systems
based on parameterization of the switching instants. IEEE Trans.
Automatic Control, 49(1):2–16, Jan. 2004.

2675


	MAIN MENU
	PREVIOUS MENU
	---------------------------------
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for export to IEEE PDF eXpress. May 2005. PaperCept.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




