I. INTRODUCTION

The excitation of surface waves on solid media is of interest in a number of contexts, including nondestructive testing,1,2 and seismology.3 Though in typical applications body and surface waves are excited in the solid by means of a contact transducer, remote, non-contact excitation would enable testing from a standoff distance, which may prove useful, for instance, in the nondestructive evaluation of structures,4–6 in medical ultrasound imaging,7,8 and in other applications where the use of a couplant is undesirable.9–11

The excitation of Rayleigh-type surface waves by incident acoustic plane waves has previously been considered in depth,12–14 as has the excitation by bounded incident waves having a Gaussian profile.15–18 More recently, excitation by other types of bounded ultrasonic beams has been investigated experimentally and has been confirmed to produce both specular and nonspecular reflected portions, corresponding to subsurface transmission and the excitation of solid surface waves.19–21 However, little attention has been given to the effect of tuning the waveform to enhance the surface wave excitation efficiency.

To this end, Vanaverbeke et al.22 considered more general incident wave profiles, termed “bounded inhomogeneous waves,” where a component of exponential decay was introduced perpendicular to the propagation direction. Their work drew a strong connection between the reflection and transmission of the bounded incident waves at the fluid–solid interface and inhomogeneous plane wave theory, where the local reflection coefficient in the specular direction was observed to remain close to that predicted by plane wave theory, particularly for larger beamwidths. More importantly, it was shown that the surface wave excitation efficiency for the bounded inhomogeneous incident waves was substantially higher than that for Gaussian and square profiles. Interestingly, previous work has shown that, by tuning the decay rate of incident inhomogeneous plane waves, a zero of the reflection coefficient can be achieved near the Rayleigh angle for lossless fluid–solid interfaces,23 and near-zero values can be achieved for low-loss, viscoelastic fluid–solid interfaces.24 Though Vanaverbeke et al.22 along with others,13,21,25,26 have given a detailed account of the effects of the frequency, beamwidth, and steepness of the incident profiles, they have not reported tuning the decay parameter to improve the surface wave excitation efficiency.

It is thus the purpose of the present work to demonstrate that inhomogeneous plane wave theory can be used to approximate the optimal spatial decay rate of bounded incident waves that maximizes the surface wave excitation efficiency near the Rayleigh angle. Moreover, these predictions for lossless solid interfaces will be extended to low-loss viscoelastic solid interfaces by using the theory for linear viscoelastic media. In this effort, the form of the wave profile at the interface surface will be varied, in terms of the specified rate of spatial exponential decay and effective beamwidth, to investigate the effect on the surface wave generation.

With regard to the specification of the incident wave profile, in practice, the form may be prescribed at some standoff distance from the interface, in which case the propagation effect of the bounded wave over the nonzero offset distance would necessarily cause distortion of the profile at the interface surface. This effect on both the profile amplitude and phase, which may be of significant interest in a number of
practical systems, is discussed in the Appendix. However, the aim of this work is to isolate the effect of the waveform parameters at the interface on the excitation efficiency, so the profile will be prescribed explicitly along the interface surface. Though considerations for a practical implementation of this condition lie beyond the scope of the present work, it should be noted here that, in a real system, this condition would need to be carefully controlled by appropriate sound field reproduction techniques, in conjunction with fluid-coupled transducers, to ensure that the amplitude and phase information generated along the interface match (within an appropriate tolerance) that which is prescribed.

The well-known Fourier method will be utilized in this work to compute the reflected wave profiles, from which the energy fluxes and surface wave excitation efficiency can be subsequently calculated. In addition to the excitation efficiency, the correspondence between the local reflection coefficient (taken at a specific point along the interface) as a function of the incident wave decay rate and that predicted by plane wave theory will also be presented.

II. FOURIER DECOMPOSITION OF BOUNDED INHOMOGENEOUS WAVE PROFILES

A bounded harmonic acoustic wave, with an arbitrary incident profile, in a semi-infinite fluid medium is considered here. The two-dimensional wave propagating in the $xz$-plane is incident on a solid interface, and the rectangular coordinate systems are shown in Fig. 1. The fluid is assumed to be linear, isotropic, homogeneous, and lossless. The solid is also assumed to be linear, isotropic, and homogeneous, but may be either lossless or linear viscoelastic.

By using the form presented by Vanaverbeke et al., where the profile in Eq. (1) is simply projected onto the interface surface,

$$\tilde{\phi}_{\text{inc}}(x, 0) = A e^{i(k_1 x - W_0)} e^{-j\omega t},$$

where $k_1$ is the longitudinal material wave number in the fluid, $k_0 = k_1 \sin(\theta_1)$ is the $x$-component of the mean wave vector, $\theta_0 = \beta \cos(\theta_1)$ is the projected decay parameter, and $W_0 = W / \cos(\theta_1)$ is the projected half beamwidth. The term $e^{i(k_0 x - \omega t)}$ gives the phase propagation of the incident wave along the interface, and the term $e^{j\omega t}$ is the spatial decay rate along the interface, which is directly analogous to the decay rate if the incident wave were an inhomogeneous plane wave. The Fourier transform in the interface frame is then given as

$$\tilde{F}_{\text{inc}}(k_x) = \int_{-\infty}^{\infty} \tilde{\phi}_{\text{inc}}(x, 0) e^{-j k_x x} dx,$$

and the wave potential profile of the reflected wave is thus

$$\tilde{\phi}_R(x, 0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R(k_x) \tilde{F}_{\text{inc}}(k_x) e^{j\delta_x} dk_x,$$

where $R$ is the plane wave reflection coefficient, as defined in the literature for both the lossless fluid–solid interface and the viscoelastic fluid–solid interface.
III. EFFICIENCY OF RAYLEIGH-TYPE SURFACE WAVE EXCITATION

When a bounded acoustic beam is incident on a solid surface near the Rayleigh angle, a portion of the incident energy is transmitted into the solid and carried within the solid medium along the interface (i.e., in the x-direction in Fig. 1). This energy flux generates a Rayleigh-type surface wave in the solid, which then radiates energy into the fluid to form the displaced portion of the reflected profile. The shift of the reflected wave along the interface has been described in detail for Gaussian incident profiles and for bounded inhomogeneous incident profiles. There thus exists, near the incident beam, a power flux at any given position along the interface, which will be reradiated into the fluid by the excitation of the surface wave.

In order to quantify the surface wave generation by bounded inhomogeneous incident waves, the surface wave excitation efficiency, as a function of the position along the interface, can be defined as the difference between the normal incident and reflected intensities of the incident and reflected waves, respectively. The intensities for each wave, denoted with the subscript \( m \), are straightforward to compute in the lossless fluid as

\[
I_{m} = \text{Re}[-\sigma_{m,zz} \bar{v}_{m,z}] / 2,
\]

where \( \sigma_{m,zz} = -\rho_1 \omega^2 \tilde{\phi}_m \) is the associated normal stress (\( \rho_1 \) is the density of the fluid), and \( \bar{v}_{m,z} \) is the associated normal velocity

\[
\bar{v}_{m,z}(z, 0) = \frac{\omega}{2\pi} \int_{-\infty}^{+\infty} \tilde{k}_z \tilde{F}_{inc}(k_x)e^{i k_z z} dk_x,
\]

and

\[
\bar{F}_{inc}(k_x) = e^{i k_x x - \eta k_x z},
\]

where \( \tilde{k}_z = \sqrt{k_x^2 - k_z^2} \) is evaluated as the principal square root and is the z-component of the constituent wave vector. The surface wave excitation efficiency takes on its maximum value at a position \( x_{max} \), beyond which point the reflected normal intensity exceeds the incident intensity. However, it should be noted that, for the case of a plane incident wave, the excitation efficiency is independent of the position along the interface, since the ratio of the incident and reflected wave amplitudes is a function only of the plane wave reflection coefficient. Equation (5) thus simplifies, for a plane wave, to

\[
\eta = 1 - |\tilde{F}|^2.
\]

It should be further emphasized here that the surface wave excitation efficiency in Eq. (5) and the incident and reflected profiles in Eqs. (2) and (4) specify the energy flux and pressure field at the interface (i.e., at any \( x \)-value along \( z = 0 \)). Since this work is focused on finding the incident wave parameters which yield minimal reflection and maximal excitation efficiency at the interface, these quantities at \( z = 0 \) are sufficient. Note, however, that away from the interface, the reflected profile lies along a plane perpendicular to its associated mean wave vector, which is in general not aligned with the interface for oblique incidence.

IV. NUMERICAL RESULTS AND DISCUSSION

In order to illustrate the effect of the spatial decay rate of the incident wave on the surface wave generation at fluid–solid interfaces, a water–stainless steel interface is considered here. The frequency was set to \( f = 4 \text{ MHz} \ (f = \omega / 2\pi) \), which is within the range for typical ultrasonic nondestructive testing applications. The densities and wave speeds of the two media were taken to be those used by Vanaverbeke et al.: for water, density \( \rho_1 = 1000 \text{ kg/m}^3 \) and longitudinal wave speed \( c_1 = 1480 \text{ m/s} \); and for stainless steel, density \( \rho_2 = 7900 \text{ kg/m}^3 \), longitudinal wave speed \( c_2 = 5790 \text{ m/s} \), and shear wave speed \( b_2 = 3100 \text{ m/s} \). For the case in which viscoelastic losses in the stainless steel are included, which is considered in Sec. IV B, the longitudinal and shear wave attenuation coefficients at the given frequency were taken, respectively, to be \( \alpha_{l} = 16.0 \text{ rad/m} \) and \( \alpha_{s} = 50.8 \text{ rad/m} \), which were computed from the inverse quality factors used by Borcherdt for stainless steel. The steepness parameter in Eq. (1) was set to \( p = 8 \) for the bounded inhomogeneous incident profiles and the wave potential amplitude \( A \) was taken to be an arbitrary constant.

To illustrate the form of the incident and reflected wave profiles, several incident profiles are presented in Fig. 2(a), and an incident profile along with the corresponding reflected profile at the lossless water–stainless steel interface are shown in Fig. 2(b), with incidence at \( \theta_1 = 30.96^\circ \), near the Rayleigh angle. The shift of the peak in the reflected wave profile along the interface is analogous to the shift observed for Gaussian incident waves. For a detailed account of the form of the incident and reflected profiles, the reader is referred to the work of Vanaverbeke et al.

In addition to the surface wave excitation efficiency defined by Eq. (5), the local reflection coefficient defined as the ratio \( |\tilde{\phi}_R|/|\tilde{\phi}_{inc}| \), was considered at \( x = z = 0 \) as a measure of the local transmission efficiency at this point. Specifically, the effect of the decay parameter \( \beta \) was of interest here.

A. Water–stainless steel interface

For the lossless water–stainless steel interface, the magnitude of the reflection coefficient for an incident inhomogeneous plane wave and the magnitude of the local reflection coefficient for several bounded inhomogeneous incident waves are presented in Fig. 3 as a function of the decay parameter \( \beta \). The waves are incident at the angle that minimizes the reflection coefficient, \( \theta_1 = 30.96^\circ \), which is near the Rayleigh angle. For the plane wave, the decay parameter gives the rate of exponential decay perpendicular to the propagation direction. As is evident, the form of the plane wave reflection coefficient, including the location of the minimum, is closely matched by the local reflection...
coefficients for the wider beamwidths. The decay parameter which yields the minimum for the profile with the half beamwidth $W = 30\,\text{mm}$ is $\beta = 110.8\,\text{rad/m}$, which gives a 0.18% error with respect to the value for the plane incident wave, $\beta = 111.0\,\text{rad/m}$. Moreover, as expected, the correspondence between this decay value for bounded waves and that predicted by plane wave theory is found to be exact in the limit of large beamwidths. The profile with the smallest beamwidth in Fig. 3, however, shows a considerable shift to a lower value of the decay parameter required to yield the minimum. This is due to the fact that narrower beamwidths inherently possess a greater degree of inhomogeneity (as the spatial windowing dominates over a larger portion of the profile), and so less inhomogeneity must be introduced through the exponentially decaying term in order to achieve the optimal level of inhomogeneity. Also of note in Fig. 3(b) is the small nonzero value of the reflection coefficient at the minimum for the bounded wave profiles, as opposed to the zero value for the incident plane wave. The nonzero minimum value is attributable to the effect of the presence of the suboptimal wave vector components which are inherent in the bounded wave profile and which are quantified by the decomposition in Eq. (3).

Figure 4 shows the surface wave excitation efficiency, evaluated at the critical point $x_{\text{max}}$ that yields the maximum efficiency, as a function of the decay parameter and half beamwidth of the incident wave. The global maximum of the excitation efficiency is observed at a decay parameter of $\beta = 134.2\,\text{rad/m}$ and a half beamwidth of $W = 7.7\,\text{mm}$, which yield an efficiency of $\eta(x_{\text{max}}) = 92.8\%$. Vanaverbeke et al.\textsuperscript{22} noted the local maximum with respect to the beamwidth, and the results presented here indicate that a maximum with
respect to the decay parameter can also be located. As a point of comparison with more common incident wave profiles, the peaks in the excitation efficiency with respect to the beamwidth for Gaussian ($\beta = 0$, $p = 2$) and square ($\beta = 0$, $p = 8$) waves are found to be 80.2% and 80.9%, respectively. The use of the bounded inhomogeneous profiles considered here, with the optimal decay parameter and beamwidth, thus yields an improvement of approximately 12%–13% over those more common profiles. This improvement is even more pronounced for beamwidths which are larger than that at the peak value, and the relative increase in the excitation efficiency at a half beamwidth of 50 mm, for example, exceeds 50% as compared to both Gaussian and square incident waves (see also Ref. 22). As is evident in Fig. 4, the value of the decay parameter which yields the global maximum lies above the value which yields the reflection coefficient minimum, and this result is attributable to the greater spatial concentration of the incident wave’s energy for the higher spatial decay rates. As such, the peak in the fraction of the power flux available for surface wave generation is larger for greater decay rates, and the energy is reradiated over a larger distance (i.e., the peak in the reflected wave profile is shifted farther along the interface). Moreover, for beamwidths larger than the width which yields the global maximum, the optimal decay parameter is shifted to higher values since the greater spatial concentration of the incident wave provided by larger decay values is more significant for the larger beamwidths. This effect is balanced by the increased transmission at the local minimum of the reflection coefficient at lower decay parameter values.

Figure 5 presents the surface wave excitation efficiency as a function of the decay parameter at the same half beamwidths as were used for calculating the reflection coefficients shown in Fig. 3, along with that for a plane incident wave, where the decay parameter range is increased to show the maximum for each beamwidth. For the plane wave, the peak in the excitation efficiency (which reaches an efficiency of 100%) is observed to occur at the exact decay value which yields the zero of the reflection coefficient, and the shift in the optimal decay rate to higher values for the bounded waves, which increases with beamwidth, is readily apparent. It should also be noted that, for the case of a homogeneous plane incident wave (i.e., $\beta = 0$), though stress fields are induced near the solid surface, at any given point along the interface, the energy from the incident wave is entirely reflected back into the fluid, and thus no energy is available for surface wave excitation at other points on the interface, which is shown by the zero value of the efficiency in Fig. 5.

B. Effect of viscoelastic losses in the solid medium

The effect of viscoelastic losses in the solid medium is considered here for the water–stainless steel interface. The magnitude of the reflection coefficient for an incident inhomogeneous plane wave and for several bounded inhomogeneous incident waves (using the local reflection coefficient) is presented in Fig. 6, with the waves again incident near the Rayleigh angle to minimize the reflection coefficient. It should be noted that this optimal angle, $\theta_1 = 30.973^\circ$, is slightly shifted relative to the lossless case. As is evident in Fig. 6, the main effect of the incorporation of the viscoelastic losses is the shift in the minimum of the reflection coefficient to significantly smaller values of the decay parameter. Since losses in the solid medium introduce additional levels of inhomogeneity in the transmitted waves, a smaller degree of inhomogeneity is necessary to optimize the transmission, as was previously noted for the case of incident inhomogeneous plane waves.24 Moreover, the plane wave reflection coefficient magnitude remains less than unity even when the incident wave is homogeneous ($\beta = 0$), due to the losses in the solid. As can be observed, the reflection coefficients for the bounded wave profiles again closely match that of the plane wave for the larger beamwidths. Also of note is the increase
in the reflection coefficient value at the minimum as compared to the lossless case, which is particularly evident for the narrowest beamwidth, $W = 10\, \text{mm}$, in Fig. 6(b). This result also follows from the introduction of material damping, which increases the value at the local minimum.

Figure 7 shows the surface wave excitation efficiency, again evaluated at the critical point $x_{\text{max}}$, as a function of the decay parameter and half beamwidth with the viscoelastic losses in stainless steel included. A global maximum can again be found but, with respect to the lossless case, the corresponding decay parameter is shifted to a lower value and the corresponding beamwidth is shifted to a higher value. This optimal decay rate, however, is still above the decay rate which yields the minimum of the reflection coefficient for the viscoelastic case. Interestingly, for beamwidths larger

than that which yields the global maximum of the excitation efficiency, the optimal decay parameter decreases with increasing beamwidth, and this decay value ultimately falls below that which gives the reflection coefficient minimum. This effect may be due to the greater levels of inhomogeneity introduced in the transmitted waves by the material damping for the larger beamwidths, since these wave profiles experience the effects of the viscoelastic losses over a greater distance along the interface.

Finally, Fig. 8 gives the surface wave excitation efficiency as a function of just the decay parameter for the same half beamwidths as were previously considered, along with that for a plane incident wave. As for the lossless case, the

FIG. 6. (Color online) The magnitude of the reflection coefficient for the water–stainless steel interface at 4 MHz, with the viscoelastic losses in steel included, as a function of the incident wave decay parameter $\beta$. The incident waves are specified as an inhomogeneous plane wave (unmarked curve), and bounded wave profiles ($p = 8$) of half beamwidths $W = 10\, \text{mm}$ (× markers), $W = 20\, \text{mm}$ (triangular markers), and $W = 30\, \text{mm}$ (square markers). The curves for the inhomogeneous plane wave and bounded wave profile of half beamwidth $W = 30\, \text{mm}$ are nearly coincident. Note that (b) gives a zoomed-in view near the local minima.

FIG. 7. (Color online) The surface wave excitation efficiency, evaluated at the critical point $x_{\text{max}}$, for the water–stainless steel interface at 4 MHz, with the viscoelastic losses in steel included, as a function of the incident wave decay parameter $\beta$ and half beamwidth $W$ for the bounded incident wave profiles ($p = 8$). The + marker indicates the global maximum.

FIG. 8. (Color online) The surface wave excitation efficiency, evaluated at the critical point $x_{\text{max}}$, for the water–stainless steel interface at 4 MHz, with the viscoelastic losses in steel included, as a function of the incident wave decay parameter $\beta$. The incident waves are specified as an inhomogeneous plane wave (unmarked curve), and bounded wave profiles ($p = 8$) of half beamwidths $W = 10\, \text{mm}$ (× markers), $W = 20\, \text{mm}$ (triangular markers), and $W = 30\, \text{mm}$ (square markers). The solid, circular markers indicate the maxima for the respective incident waves.
excitation efficiency for the plane incident wave reaches its maximum at the value of the decay parameter which yields the minimum of the reflection coefficient. Since the half beamwidth $W = 10 \text{mm}$ lies below that which gives the global maximum for this case, the decay parameter which yields the peak efficiency is shifted to larger values, whereas the other two beamwidths shown in Fig. 8 lie above the global maximum and therefore show shifts to smaller decay parameter values to yield the respective peaks in excitation efficiency. Also note that the value of the efficiency for the homogeneous plane wave case ($\beta = 0$) is nonzero due to the losses in the solid. It follows that the excitation efficiency for the bounded wave profiles increases with increasing beamwidth in the limit of small values of the decay parameter.

V. CONCLUSIONS

A comparison of the predictions for the reflection coefficient and for the surface wave excitation efficiency of incident plane waves and incident bounded inhomogeneous waves as a function of the incident wave spatial decay rate has been presented for a lossless fluid–solid interface and also with viscoelastic losses included in the solid. This work extends that of Vanaverbeke et al., who demonstrated that bounded inhomogeneous waves improve the surface wave excitation efficiency as compared to Gaussian and square waves, by examining the effect of tuning the decay parameter. It was shown here that the minimum in the plane wave reflection coefficient with respect to the decay parameter provides a good prediction of the minimum in the local reflection coefficient for bounded wave profiles, which is exact in the limit of large beamwidths. Inhomogeneous plane wave theory also provides an indication of the decay parameter value which maximizes the surface wave excitation efficiency, but this value is sensitive to the beamwidth of bounded waves and there is generally a shift to larger decay parameter values due to the greater spatial concentration of the incident wave energy at those larger decay rates. The incorporation of viscoelastic losses in the solid, however, has the effect of introducing additional inhomogeneity to the transmitted waves, and so lower values of the decay parameter were found to yield the maximum excitation efficiency with the losses included.

The results presented here, which demonstrate that an optimal value of the incident wave decay rate can be identified with incidence near the Rayleigh angle, may prove useful for non-destructive testing and medical ultrasound imaging. Moreover, these waveforms may be generated by sound field reproduction techniques with phased arrays of sources, or by other approaches, though the distortion of the profile over nonzero standoff distances would have to be carefully controlled in such an implementation (see also the Appendix). The generation of bounded inhomogeneous waves of the type considered in this work, in particular, was investigated by Declercq and Leroy, and it was noted that a reasonable approximation may be achievable in the near field.

In future work, sound field reproduction techniques for these types of bounded inhomogeneous wave profiles will be investigated, specifically through the use of source arrays. In addition, experimental validation of the theoretical predictions of the optimal surface wave excitation efficiency will be pursued. This work will continue the investigation of methods for increased acoustic transmission across fluid–solid interfaces through analysis and experimentation.

ACKNOWLEDGMENTS

This research is funded by the U.S. Office of Naval Research through ONR Grant Nos. N00014-10-1-0958 and N00014-16-1-2275.

APPENDIX: PROPAGATION EFFECT FOR BOUNDED INHOMOGENEOUS WAVES

With reference to Fig. 1, if the incident wave profile given by Eq. (1) is prescribed in the frame of the wave at $z' = 0$, then the Fourier decomposition into the plane wave spectrum must also be implemented at $z' = 0$. The associated Fourier transform is then

$$\hat{F}_{inc}(k_x, z) = \int_{-\infty}^{+\infty} \tilde{F}_{inc}(x', 0) e^{-jk_x x'} dx'.$$

The coordinate transformation to the interface frame is given by

$$x' = x \cos(\theta_1) - (h + z) \sin(\theta_1),$$
$$z' = x \sin(\theta_1) + (h + z) \cos(\theta_1).$$

Therefore, by using the coordinates and wave vector components in the interface frame, the incident wave profile can be written at an arbitrary position (where $z < 0$) as

$$\tilde{\phi}_{inc}(x, z) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \hat{F}_{inc}(k_x) e^{jk_x x + jk_z z} dk_x.$$

To compute the reflected profile is also straightforward

$$\tilde{\phi}_R(x, z) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \hat{R}(k_x) \hat{F}_{inc}(k_x) e^{jk_x x - jk_z z} dk_x.$$

This approach to the computation of the profile at the interface (i.e., evaluating the expressions at $z = 0$) fully accounts for the propagation effect and resulting distortion of the bounded profile at the interface for arbitrary offset distances $h$. In the present work, the profile was instead prescribed along the interface itself, in order to isolate the effect of the wave profile alone. However, for the purpose of providing a brief discussion of this propagation effect, which is of interest in practical implementations, results for the distortion effect for several exemplary cases are presented here.

The water–stainless steel interface at 4 MHz considered in Sec. IV A is again considered here, with the incidence angle set at $\theta_1 = 30.968^\circ$, near the Rayleigh angle. Figure 9 shows the amplitude distortion at the interface ($z = 0$) for an exemplary bounded wave profile of half beamwidth $W = 20 \text{mm}$.
and decay parameter $\beta = 200 \text{rad/m}$, given several values of the offset distance and corrected for the position of the peak. As is evident, the deviations relative to the undistorted profile ($h = 0$) increase as the offset distance increases. Specifically, the profile for a distance of $h = 25 \text{mm}$ is nearly identical to the zero offset curve, but notable deviations on the right side of the profile are clear as the distance is increased to $h = 50 \text{mm}$ and $h = 100 \text{mm}$.

In terms of the distortion of the phase, Fig. 10 presents the corresponding phase difference (in relation to the undistorted wave, $h = 0$) for the same incident wave profiles. It should be clear that the offset distances constitute several wavelengths (approximately 68 wavelengths for $h = 25 \text{mm}$, and a greater number for each of the larger offsets), so the phase difference in each case is shown relative to the value at an initial point for the reconstruction along the interface (i.e., a zero phase difference is taken at a point sufficiently to the left of the amplitude peak position). Since only the relative variations in the phase are significant (as the waves are harmonic), this constant offset does not impact the interpretation and facilitates a visualization of the phase distortion for all three cases. As is evident in Fig. 10, there is little variation up until the region approaching the amplitude peak near $x/w = 1.4$, where the phase lags behind that of the zero offset case, a lag which increases with offset distance. Beyond the location of the amplitude peak, the phase difference continues to decrease before climbing above the initial phase difference value due to the progressive decrease of the amplitude beyond the peak region. In this regime, though the phase continues to change relative to the zero offset profile, the corresponding amplitudes monotonically decrease to near-zero values. Thus, the phase difference has little effect on the reconstruction in this region. Note that the profile with an offset distance of $h = 100 \text{mm}$ shows the slowest phase variation beyond the amplitude peak, as this profile with the largest offset distance also shows the slowest convergence of the amplitude to zero in Fig. 9.

In light of the exemplary results shown here, the specification of the profile in the frame of the wave at some distance from the interface can be observed to introduce additional variability into the profile impinging at the interface, which is dependent not only on the distance $h$, but also on the form of the profile, the incidence angle, and the frequency. It therefore follows that the interface phenomena for bounded incident waves, such as the surface wave excitation, are dependent on that offset distance and those other parameters. This observation suggests that future work in the design of practical systems for such an implementation, as well as subsequent theoretical studies in the area of incident wave profile optimization, should investigate this effect.


