ON THE DYNAMICS OF TWO MUTUALLY-COUPLED, ELECTROMAGNETICALLY-ACTUATED MICROBEAM OSCILLATORS

Andrew B. Sabater, Jeffrey F. Rhoads
School of Mechanical Engineering, Birck Nanotechnology Center, and Ray W. Herrick Laboratories Purdue University West Lafayette, Indiana 47907 Email: jfrhoads@purdue.edu

ABSTRACT

This work describes the modeling, analysis, predictive design, and control of self-excited oscillators, and associated arrays, founded upon electromagnetically-actuated microbeams. The study specifically focuses on the characterization of nonlinear behaviors arising in isolated oscillators and small arrays of nearly-identical, mutually-coupled oscillators. The work provides a framework for the exploration of larger oscillator arrays with different forms of coupling and feedback, which can be exploited in practical applications ranging from signal processing to micromechanical neurocomputing.

1 INTRODUCTION

Though studies of simple oscillators, self-excited systems with a stable amplitude and neutrally stable phase, date back centuries, these systems remain a topic of great interest, due in part to their utility in micro- and nanoscale timing applications [1–5]. While engineering research interest has largely focused on isolated oscillator systems, coupled arrays of oscillators can have vastly different (and typically more complex) dynamics, as demonstrated in a number of interesting studies produced by the applied mathematics, physics, and biology communities [5–16]. While efforts in these fields have addressed a wide variety of research questions, there remains a number of open questions related to the existence and stability of emergent behaviors, such as synchronization, as well as the active exploitation of these dynamic behaviors in practical application. At the microscale, Hoppensteadt and Izhikevich have proposed the use of coupled oscillators in neurocomputing [17]. Likewise, Chang et al. have demonstrated that certain coupled oscillator topologies can be used in development of reduced phase noise electronics [18]. The goal of the current study is to build upon these efforts through the modeling, analysis, predictive design, and control of self-excited oscillators, and associated arrays, founded upon electromagnetically-actuated microbeams. With proper development, the authors believe these systems have distinct potential in mass sensing, signal processing, and computing applications.

This work begins in Section 2 with the development of a distributed-parameter model for a representative electromagnetically-actuated microbeam resonator, and the subsequent reduction of this model to a lumped-parameter analog. Section 3 presents a nonlinear control law for self-excitation, and the analysis of related nonlinear behaviors. Section 4 considers the dynamics of two mutually-coupled nearly-identical oscillators, and the work concludes with a brief discussion of potential applications and future work.
2 ISOLATED ELECTROMAGNETICALLY-ACTUATED MICROBEAM MODEL

The device under consideration, shown in Fig. 1, is a cantilevered microbeam with a wire loop deposited on its top surface. It will be assumed in the modeling of these devices that the mechanical effects of the wire loop are negligible because of the wire’s small mass relative to the microbeam, and that the residual stress in the wire is minimal. In order to actuate the microbeam, the device is placed in a uniform magnetic field \( \vec{B} \), which is at an angle \( \alpha \) with respect to the vertical reference. When a current is supplied through the wire loop, the Lorentz force induces mechanical motion.

FIGURE 1. MODEL OF THE BEAM IN THREE DIMENSIONS. AS SHOWN IN THE INSET FIGURE, THE MAGNETIC FIELD \( \vec{B} \) IS ORIENTED AT AN ANGLE \( \alpha \) WITH RESPECT TO THE VERTICAL REFERENCE.

FIGURE 2. SCHEMATIC DIAGRAM OF THE BEAM ELEMENT WITH A DESCRIPTION OF THE VARIABLES USED FOR MODELING.

The variables used for the modeling of the microbeam are defined in Fig. 2. Using the Extended Hamilton’s principle [19], a single degree of freedom governing equation for the microbeam can be developed. The specific Lagrangian of the microbeam is defined as

\[
\mathcal{L} = \frac{1}{2} \int_0^l \rho A \left( \dot{u}^2 + \dot{v}^2 \right) ds - \frac{1}{2} EI \psi'^2,
\]

where \( u, v, \) and \( \psi \) are defined as in Fig. 2 and \( (\cdot) \) and \( (\cdot)' \) denote the derivatives with respect to the time and the arc length variable \( s \) respectively. The parameters of the microbeam are \( \rho \), the beam density, \( A \), the cross-sectional area, \( l \), the undeformed length, \( E \), the modulus of elasticity and \( I \), the cross-sectional moment of inertia. Note that the rotational inertia of the microbeam is considered to be negligible because the thickness of the beam is much smaller than length of the beam. Assuming that shear deformations can be neglected and that deformation is primarily due to bending [20, 21], an inextensibility constraint and a kinematic constraint on the angle \( \psi \) can be developed

\[
(1 + u')^2 + (v')^2 = 1, \\
\tan \psi = \frac{v'}{1 + u'}.
\]

The variation of the Hamiltonian is given by

\[
\delta H = 0 \\
= \delta \int_{t_1}^{t_2} \int_0^l \left\{ \mathcal{L} + \frac{1}{2} \lambda \left[ 1 - (1 + u')^2 - (v')^2 \right] \right\} ds dr \\
+ \int_{t_1}^{t_2} \int_0^l (Q_u \delta u + Q_v \delta v) ds dr,
\]

where \( \lambda \) is the Lagrange multiplier introduced to enforce the inextensibility constraint and \( Q_u \) and \( Q_v \) are planar, non-conservative forces in the \( u \) and \( v \) directions, respectively. Assuming that the microbeam is viscously damped and that the Lorentz force is a point load acting at the beam’s free end, the non-conservative forces are given by

\[
Q_u = F_1 \delta (s - l), \\
Q_v = -c v + F_2 \delta (s - l),
\]

where \( c \) is the specific viscous damping coefficient and \( F_1 \) and \( F_2 \) are the resulting Lorentz forces in the longitudinal and transverse directions respectively. The equations governing the longitudinal and transverse displacement can be derived by first approximating \( u \) and \( \psi \) with a third-order Taylor series approximation by using the inextensibility constraint and the kinematic constraint on \( \psi \), integrating Eqn. (3) successively by parts and finally applying the ideal cantilever boundary conditions. By solving for
the Lagrange multiplier in the equation governing the longitudinal displacement, and making the proper substitutions in the equation governing the transverse displacement, a single equation governing the transverse vibration can be recovered. This equation is nondimensionalized such that

\[ \ddot{\delta} = \frac{v_0^2}{v_0}, \quad \dot{\delta} = \frac{s}{l}, \quad \dot{t} = \frac{t}{T}, \]  

(5)

where \( v_0 \) is the beam’s thickness, and

\[ T = \sqrt{\frac{\rho A l^2}{EI}}, \quad \dot{\hat{c}} = \frac{cT}{\rho A}. \]  

(6)

This yields a nondimensionalized, third-order, distributed-parameter model of the device given by

\[
\frac{\partial^2 \psi}{\partial t^2} + \epsilon \frac{\partial \psi}{\partial t} + \frac{\partial^4 \psi}{\partial \delta^4} + \frac{v_0^2}{l^2} \left( \frac{\partial^2 \psi}{\partial \delta^2} \right)^3 + 4 \frac{v_0^2}{l^2} \frac{\partial \psi}{\partial s} \frac{\partial^3 \psi}{\partial \delta^3} \frac{\partial \psi}{\partial \delta^2} \frac{\partial \psi}{\partial \delta} \frac{\partial \psi}{\partial \delta} = 0
\]

(7)

\[
\frac{1}{2} \int_1^\delta F_1(\delta) \delta(\delta - 1) \, d\delta_1
\]

Using a Lorentz force model, the applied current and the force applied to the end of the microbeam are related by the following equation,

\[
\vec{F}(\vec{t}) = i(\vec{t}) \int d\vec{l} \times \vec{B},
\]

(8)

where \( i(\vec{t}) \) is the applied current, and \( d\vec{l} \) is the differential element of the wire loop.

Defining the width of the wire loop to be \( g \), the Lorentz force can be approximated as

\[
\vec{F}(\vec{t}) = F_1(\vec{t}) \hat{i} + F_2(\vec{t}) \hat{j}
\]

(9)

Assuming that the dynamics of the microbeam can be approximated by the first mode shape of an ideal cantilever according to

\[
\hat{v}(\delta, \vec{t}) = z(\vec{t}) \hat{\Psi}(\delta),
\]

(10)

and projecting the model onto the first mode shape and subsequently rescaling time results in a final lumped-parameter governing equation given by

\[
z'' + \varepsilon \varepsilon \varepsilon'' + [1 + \varepsilon \lambda_4(\tau)] z + \varepsilon k_3 + \varepsilon \lambda_3(\tau) z^3
\]

(11)

\[ + \varepsilon \beta(zz'^2 + z^2 z'') = \eta_1(\tau). \]

The parameters used in Eqn. (11) are given in Table 1. Note that all of the parameters in Eqn. (11), except for \( \eta_1 \), are scaled by \( \varepsilon \). \( \varepsilon \) is a small positive number assumed to be much less than one, which is used to not only imply the magnitude of a given parameter but also facilitates the application of various perturbation methods [22]. The specific order of \( \varepsilon \) is based on the physical parameters of the system, which are introduced later.

### TABLE 1. DEFINITIONS OF THE NONDIMENSIONAL PARAMETERS USED IN EQN. (11).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_0 )</td>
<td>( \int_0^1 \Psi \Psi' \omega , d\delta )</td>
</tr>
<tr>
<td>( \dot{\varepsilon} )</td>
<td>( \frac{\dot{c}}{\omega_0} )</td>
</tr>
<tr>
<td>( \tau )</td>
<td>( \alpha_0 \hat{\delta} )</td>
</tr>
<tr>
<td>( \alpha_0 )</td>
<td>( \frac{\partial(\bullet)}{\partial \tau} )</td>
</tr>
<tr>
<td>( \varepsilon k_3 )</td>
<td>( \frac{v_0^2}{l^2 \omega_0^2} \left( 4 \int_0^1 \Psi \Psi'' \Psi''' \Psi'' , d\delta + \int_0^1 \Psi \Psi'' \Psi'' , d\delta \right) )</td>
</tr>
<tr>
<td>( \varepsilon \lambda_4 )</td>
<td>( \frac{gBl^2 \cos \alpha}{EI \omega_0^2} \left( \int_0^1 \Psi \Psi' , d\delta \int_0^\delta \delta(\delta - 1) , d\delta_1 , d\delta \right) )</td>
</tr>
<tr>
<td>( \varepsilon \lambda_3 )</td>
<td>( \frac{3v_0^2 gB \cos \alpha}{2EI \omega_0^2} \left( \int_0^1 \Psi \Psi' \Psi' \Psi'' , d\delta \int_0^\delta \delta(\delta - 1) , d\delta_1 , d\delta \right) )</td>
</tr>
<tr>
<td>( \varepsilon \beta )</td>
<td>( \frac{v_0^2}{l^2} \left( \int_0^1 \Psi \Psi'' , d\delta \int_0^\delta \Psi , d\delta_1 , d\delta \right) )</td>
</tr>
<tr>
<td>( \eta_1 )</td>
<td>( \frac{gBl^3 \sin \alpha}{EI \omega_0^2} \left( \int_0^1 \Psi \delta(\delta - 1) , d\delta \right) )</td>
</tr>
</tbody>
</table>
Since a changing magnetic flux induces an electromotive force (emf), the vibrations of electromagnetic devices are coupled to the voltage potential across the device. By incorporating a second wire loop, the component of the voltage potential that is only dependent on the vibrations of the device can be isolated, thus allowing for self-sensing. The relationship between the emf and the response of the system can be obtained through a direct application of Faraday’s Law [23, 24]. The magnetic flux \( \Phi(t) \) through an arbitrary surface \( S \) is defined as

\[
\Phi(t) = \int_S (\vec{B} \cdot \hat{n}) dS = \int_S B \sin \alpha \sin \psi \, dS + \int_S B \cos \alpha \cos \psi \, dS,
\]

where \( \hat{n} \) is the unit vector normal to the surface. Note that the magnetic field \( \vec{B} \) is assumed to be constant. Using a third-order Taylor series expansion for the terms with the angle \( \psi \), nondimensionalizing and projecting the result onto the first mode, the flux through the device is approximated as

\[
\Phi(t) = \left[ B_g \sin \alpha_0 \int_0^1 \Psi \int_0^1 \Psi' d\tilde{s} \right] z + B_g \cos \alpha \int_0^1 \Psi d\tilde{s} + \left[ \frac{B_g \cos \alpha_0 \nu_0^2}{2l} \int_0^1 \Psi \int_0^1 \Psi'^2 d\tilde{s} \right] \tilde{z}^2.
\]

Using Faraday’s Law and rescaling time, the induced emf is defined as

\[
V_{emf} = -\frac{d\Phi(t)}{dt} = -\frac{1}{T \omega_0} \frac{d\Phi(\tau)}{d\tau}.
\]

Thus the lumped-mass approximation for the induced emf is

\[
V_{emf} = \varepsilon_3 \kappa_1 z' + \varepsilon_4 \kappa_2 \tilde{z} \tilde{z}'.
\]

where

\[
\varepsilon_3 \kappa_1 = -\frac{B_g \sin \alpha_0}{T \omega_0} \int_0^1 \Psi \int_0^1 \Psi' d\tilde{s}, \quad \varepsilon_4 \kappa_2 = -\frac{B_g \cos \alpha \nu_0^2}{l T \omega_0} \int_0^1 \Psi \int_0^1 \Psi'^2 d\tilde{s}.
\]

Note that the angle of the magnetic field \( \alpha \) controls the linearity of the governing equation [Eqn. (11)] and the induced emf [Eqn. (15)]. When the magnetic field is parallel to the vertical reference, or \( \alpha = 0 \), the device is parametrically excited and the induced emf has a nonlinear relationship with the system’s state. When the magnetic field is perpendicular to the vertical reference, or \( \alpha = \pi/2 \), the device is directly excited and the induced emf has a linear relationship with the system’s velocity.

3 ISOLATED ELECTROMAGNETICALLY-ACTUATED MICROBEAM OSCILLATORS

A schematic diagram of the microbeam oscillators is shown in Fig. 3. The current design of the oscillators requires two wire loops per oscillator: the outer loop is for actuation and the inner loop is for sensing. Since this design requires at least four electrical contact pads per oscillator, methods to reduce the number of pads are currently being investigated. Note that it is assumed that all of the microbeams are spaced such that they are mechanically isolated.

As a preliminary step to understanding the dynamics of electromagnetically-actuated oscillator arrays, the dynamics of an isolated oscillator are considered. While the dynamics of oscillator arrays are more complicated than in the isolated case, many effects found in the isolated oscillators can still be found in the array. Through the use of feedback, the beam’s actuation is dependent on the sensed emf, and therefore only the current state of the device. Thus under the conditions that will be detailed later in this section, the device can be made self-sustaining. For the isolated oscillator case, the following positive feedback control law is employed

\[
V_c = -\varepsilon^{-2} G V_{emf} - \varepsilon^{-2} K \left( \varepsilon^{-2} G \right)^3 V_{emf}.
\]
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where \( V_c \) is the controller voltage, \( \varepsilon^{-2}G \) is the gain applied to the induced emf, and \( \varepsilon^{-2}K \) is an additional gain used to adjust the oscillator amplitude. The controller voltage is related to the input current \( i(\tau) \) by Ohm’s Law

\[
i(\tau) = \frac{V_c}{R}
\]

(18)

where \( R \) is the resistance of the actuation wire loop. This, in conjunction with a physically-consistent scaling results in a governing equation for the microbeam oscillator, truncated to third-order terms, given by

\[
z'' + (\varepsilon \ddot{c} - \varepsilon \gamma_1)z' + z + (\varepsilon^2 \gamma_{21} - \varepsilon^2 \gamma_{22})zz' + \varepsilon k_3 z^3 + \varepsilon \beta (zz'^2 + z^2z') + \varepsilon^3 \gamma_3 z^2 z' + \varepsilon \gamma_4 z^3 = 0,
\]

(19)

with parameters defined as in Table 2. Note that in these parameters, the \( \varepsilon \)'s are collected to reflect the relative magnitude of the parameters.

**TABLE 2. DEFINITIONS OF THE PARAMETERS USED IN EQN. (19).**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon \gamma_1 )</td>
<td>( \frac{G K_1 \eta_1}{R} )</td>
</tr>
<tr>
<td>( \varepsilon \gamma_{21} - \varepsilon \gamma_{22} )</td>
<td>( \frac{G}{R} (\kappa_1 \lambda_1 - \kappa_2 \eta_1) )</td>
</tr>
<tr>
<td>( \varepsilon^3 \gamma_3 )</td>
<td>( \frac{G \kappa_2 \lambda_1}{R} )</td>
</tr>
<tr>
<td>( \varepsilon \gamma_4 )</td>
<td>( \frac{K G^3 \kappa_1^3 \eta_1}{R} )</td>
</tr>
</tbody>
</table>

In order to facilitate predictive design, the method of averaging can be used to calculate approximate solutions of Eqn. (19) [22, 25]. This equation is in the class of weakly-nonlinear oscillators, thus employing the following constrained coordinate transformation

\[
z(\tau) = a(\tau) \cos[\tau + \phi(\tau)],  
\]

\[
z'(\tau) = -a(\tau) \sin[\tau + \phi(\tau)],  
\]

(20)

renders the slow flow equations given by

\[
a'(\tau) = \varepsilon \left[ \frac{1}{2} (\gamma_1 - \ddot{c}) a - \frac{3}{8} \gamma_3 a^3 \right] + O(\varepsilon^2)
\]

\[
\phi'(\tau) = \varepsilon \left[ \frac{1}{8} (3k_3 - 2\beta) a^2 \right] + O(\varepsilon^2).
\]

(21)

Note that because of the scaling of the system, \( \gamma_{21}, \gamma_{22} \) and \( \gamma_3 \) do not appear in these equations. These terms are related to parametrically-excited feedback and the nonlinear effects in the emf respectively. The nonlinear differential equations presented in Eqn. (21) can be solved in closed form:

\[
a = \sqrt{\frac{3}{4} a_0^2 \gamma_4 + \left[ (\gamma_1 - \ddot{c}) - \frac{3}{2} a_0^2 \gamma_4 \right] e^{-\varepsilon (\gamma_1 - \ddot{c}) \tau}},
\]

\[
\phi = \phi_0 + \frac{3k_3 - 2\beta}{6\gamma_4} \ln \left[ \frac{3}{4} a_0^2 \gamma_4 (e^{\varepsilon (\gamma_1 - \ddot{c}) \tau} - 1) + (\gamma_1 - \ddot{c}) \right],
\]

(22)

where \( a_0 \) and \( \phi_0 \) are the initial amplitude and phase. Note that these solutions evolve on a time scale slower than \( \tau \). Equation (22) shows that in order to have a stable limit cycle, \( \gamma_1 > \ddot{c} \) and \( a_0 > 0 \). Under these conditions, the steady-state solutions are given by

\[
a = \lim_{\tau \to \infty} a(\tau) = \sqrt{\frac{4}{3} \frac{\gamma_1 - \ddot{c}}{\gamma_4}},
\]

\[
\phi = \lim_{\tau \to \infty} \phi(\tau) = \phi_0 + \frac{3k_3 - 2\beta}{3\gamma_4} \ln \left( \frac{a_0}{\ddot{c}} \right) + \frac{3k_3 - 2\beta}{8} \ddot{c} \tau.
\]

(23)

The steady-state amplitude \( \ddot{c} \) can be used to generate a bifurcation diagram of the system, which for the parameters in Table 3, \( \alpha = \pi/4 \) and \( \varepsilon^{-2}K = 100 \) is shown in Fig. 4. Note that \( \varepsilon^{-2}G \), the gain applied to the emf, is negative such that \( \gamma_1 \) is positive. For the case shown in Fig. 4, the rest state, or zero solution, always exists, but is only stable for \( \varepsilon^{-2}G \) greater than \(-3.701 \times 10^3 \). When the magnitude of \( \varepsilon^{-2}G \) is increased past this value, the oscillator has a stable limit cycle with a nonzero amplitude, provided the system has nonzero initial conditions.

A bifurcation diagram for \( \varepsilon^{-2}G = -2 \times 10^4 \) and \( \varepsilon^{-2}K = 100 \) is shown in Fig. 5. Similar to the previous case, the rest state is stable, provided that the magnitude of the magnetic field orientation angle is less than 0.309 rad. When the magnitude of the magnetic field orientation angle exceeds this value, the oscillator has a stable limit cycle with a nonzero amplitude provided the system has nonzero initial conditions. Also worth noting is that due to nonlinearities in the system there is a perturbation in the oscillation frequency.

**4 TWO NEARLY-IDENTICAL MUTUALLY-COUPLED OSCILLATORS**

The model for multiple oscillators can be derived from a modification of the control law for the microbeams. In the case where two microbeams are nearly-identical, the following con-
TABLE 3. DIMENSIONS AND MATERIAL PROPERTIES USED TO STUDY THE DYNAMIC RESPONSE OF A REPRESENTATIVE ELECTROMAGNETICALLY-ACTUATED MICROCANTILEVER OSCILLATOR.

<table>
<thead>
<tr>
<th>Physical Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of Beam</td>
<td>400 μm</td>
</tr>
<tr>
<td>Width</td>
<td>50 μm</td>
</tr>
<tr>
<td>Thickness</td>
<td>2 μm</td>
</tr>
<tr>
<td>Young’s Modulus (E)</td>
<td>159 GPa</td>
</tr>
<tr>
<td>Mass Density (ρ)</td>
<td>2330 kg/m³</td>
</tr>
<tr>
<td>Magnetic Field Strength (B)</td>
<td>1 T</td>
</tr>
<tr>
<td>Quality Factor (Q)</td>
<td>500</td>
</tr>
<tr>
<td>Resistance (R)</td>
<td>30 Ω</td>
</tr>
</tbody>
</table>

FIGURE 4. BIFURCATION DIAGRAM OF THE STEADY-STATE AMPLITUDE FOR THE PARAMETERS IN TABLE 3, \( e^{-2}G = -2 \times 10^4 \) AND \( e^{-2}K = 100 \). THE REST STATE ALWAYS EXISTS, HOWEVER IT IS ONLY STABLE FOR \( |α| < 0.309 \). FOR \( α \) OUTSIDE THIS DOMAIN, THE SYSTEM HAS A STABLE LIMIT CYCLE.

FIGURE 5. BIFURCATION DIAGRAM OF THE STEADY-STATE AMPLITUDE FOR THE PARAMETERS IN TABLE 3, \( e^{-2}G = -2 \times 10^4 \) AND \( e^{-2}K = 100 \). THE REST STATE ALWAYS EXISTS, HOWEVER IT IS ONLY STABLE FOR \( |α| < 0.309 \). FOR \( α \) OUTSIDE THIS DOMAIN, THE SYSTEM HAS A STABLE LIMIT CYCLE.

The governing equations used in the coupled case are therefore

\[
\begin{align*}
\zeta_1' + (e^\zeta - e^\gamma_1)\zeta_1' &= -e\gamma_1 G_c \zeta_1' + (1 - e^\delta)\zeta_1 \\
+ (e^2 \gamma_1 - e^2 \gamma_2)z_1 \zeta_1 + e^2 \gamma_1 G_c z_1 \zeta_1' - e^2 \gamma_2 G_c z_2 \zeta_2' \\
+ e \kappa_1 \zeta_1 + e \beta (z_1 \zeta_1' + z_2 \zeta_2') &= + e^3 \gamma_3 G_c z_1 \zeta_2' = 0,
\end{align*}
\]

(25)

\[
\begin{align*}
\zeta_2' + (e^\zeta - e^\gamma_1)\zeta_2' &= -e\gamma_1 G_c \zeta_2' + (1 + e^\delta)\zeta_2 \\
+ (e^2 \gamma_1 - e^2 \gamma_2)z_2 \zeta_2 + e^2 \gamma_1 G_c z_2 \zeta_2' - e^2 \gamma_2 G_c z_1 \zeta_1' \\
+ e \kappa_1 \zeta_2 + e \beta (z_2 \zeta_2' + z_1 \zeta_1') &= + e^3 \gamma_3 G_c z_2 \zeta_1' = 0.
\end{align*}
\]

Using first-order averaging and a slower time scale \( \tau_1 = \varepsilon \tau \), solutions to the following slow flow equations provide solutions to Eqn. (25) to \( O(\varepsilon) \)

\[
\begin{align*}
a_1'(\tau_1) &= \frac{1}{2}(\gamma_1 - \varepsilon) a_1 - \frac{1}{8} G_c a_1^3 + \gamma_1 G_c a_2 \cos(\phi_1 - \phi_2), \\
\phi_1'(\tau_1) &= -\frac{\delta}{4} + \frac{1}{8} (3k_3 - 2\beta) a_2^2 - \gamma_1 G_c a_2 \sin(\phi_1 - \phi_2),
\end{align*}
\]

(26)

\[
\begin{align*}
a_2'(\tau_1) &= \frac{1}{2}(\gamma_1 - \varepsilon) a_2 - \frac{1}{8} G_c a_2^3 + \gamma_1 G_c a_1 \cos(\phi_1 - \phi_2), \\
\phi_2'(\tau_1) &= \frac{\delta}{4} + \frac{1}{8} (3k_3 - 2\beta) a_1^2 + \gamma_1 G_c a_1 \sin(\phi_1 - \phi_2).
\end{align*}
\]

Here, the subscript denotes the particular microbeam, \( G_c \) denotes a coupling gain, and all other quantities are defined as in the iso-
Note that equations similar to the ones in Eqn. (26) have been extensively studied in prior literature, which can be utilized here [8]. As detailed in the following subsections, the solutions to Eqn. (26) can be classified as, stable rest state, symmetric phase locked, symmetric phase drift, and asymmetric phase locked. Since, in general, the conditions under which two oscillators are synchronized are of particular interest, a synchronized state is a phase locked state where $\psi' = \phi_1' - \phi_2' = 0$.

### 4.1 Stable Rest State Solutions

To solve for the conditions when the rest state, or state when oscillators have a zero amplitude, is stable, it is useful to transform the system in Eqn. (26) using the following coordinate transformation

$$u_1 + iv_1 = a_1 e^{i\phi_1}, \quad u_2 + iv_2 = a_2 e^{i\phi_2}, \quad (27)$$

where the dynamic variables $u_1, v_1, u_2$ and $v_2$ are constrained to be real. Using these new coordinates, the slow-flow equations are given by

\begin{align*}
    u'_1(\tau_1) &= \frac{\delta}{4} v_1 + \frac{1}{2} (\gamma - \bar{c}) u_1 - \frac{3}{8} \gamma a (u_1^3 + u_1 v_1^2) \\
    &\quad - \frac{1}{8} (3k_3 - 2\beta)(u_1^2 v_1 + v_1^3) + \gamma \frac{G_c}{2} u_2, \\
    v'_1(\tau_1) &= -\frac{\delta}{4} u_1 + \frac{1}{2} (\gamma - \bar{c}) v_1 - \frac{3}{8} \gamma a (u_1^2 v_1 + v_1^3) \\
    &\quad + \frac{1}{8} (3k_3 - 2\beta)(u_1^2 + u_1 v_1^2) + \gamma \frac{G_c}{2} v_2, \\
    u'_2(\tau_1) &= -\frac{\delta}{4} v_2 + \frac{1}{2} (\gamma - \bar{c}) u_2 - \frac{3}{8} \gamma a (u_2^3 + u_2 v_2^2) \\
    &\quad - \frac{1}{8} (3k_3 - 2\beta)(u_2^2 v_2 + v_2^3) + \gamma \frac{G_c}{2} u_1, \\
    v'_2(\tau_1) &= \frac{\delta}{4} u_2 + \frac{1}{2} (\gamma - \bar{c}) v_2 - \frac{3}{8} \gamma a (u_2^2 v_2 + v_2^3) \\
    &\quad + \frac{1}{8} (3k_3 - 2\beta)(u_2^2 + u_2 v_2^2) + \gamma \frac{G_c}{2} v_1. \quad (28)
\end{align*}

The eigenvalues $\lambda$, of the Jacobian evaluated at the rest state, or $u_1 = v_1 = u_2 = v_2 = 0$, are

$$\lambda = \frac{1}{2} (\gamma - \bar{c}) \pm \frac{1}{4} \sqrt{4\gamma^2 G_c^2 - \delta^2}. \quad (29)$$

The rest state is asymptotically stable when the real part of the eigenvalues are negative. Thus, the rest state is stable when $\bar{c} > \gamma_1$ and $|G_c| < \frac{1}{1} \sqrt{\frac{4(\bar{c} - \gamma_1)^2 + \delta^2}{\gamma_1}}$.

### 4.2 Symmetric Phase Locked Solutions

To determine the conditions when the oscillators are synchronized, the slow-flow equations in Eqn. (26) can be reduced from four equations to three by introducing a relative phase, $\psi = \phi_1 - \phi_2$.

\begin{align*}
    a'_1(\tau_1) &= \frac{1}{2} (\gamma - \bar{c}) a_1 - \frac{3}{8} \gamma a_1^3 + \gamma \frac{G_c}{2} a_2 \cos \psi, \\
    a'_2(\tau_1) &= \frac{1}{2} (\gamma - \bar{c}) a_2 - \frac{3}{8} \gamma a_2^3 + \gamma \frac{G_c}{2} a_1 \cos \psi, \\
    \psi'(\tau_1) &= -\frac{\delta}{2} + \frac{1}{8} (3k_3 - 2\beta)(a_1^2 - a_2^2) - \gamma \frac{G_c}{2} \left( \frac{a_1}{a_2} + \frac{a_2}{a_1} \right) \sin \psi. \quad (30)
\end{align*}

Since Eqn. (30) is symmetric with respect to the amplitude variables, assuming symmetric solutions of the form $a_1 = a_2 = a$ reduces Eqn. (30) to

\begin{align*}
    a'_1(\tau_1) &= \frac{1}{2} (\gamma - \bar{c}) a - \frac{3}{8} \gamma a^3 + \gamma \frac{G_c}{2} a \cos \psi, \\
    \psi'(\tau_1) &= -\frac{\delta}{2} - \gamma G_c \sin \psi. \quad (31)
\end{align*}

Setting $a' = \psi' = 0$ reveals the solutions of interest. Note that the second equation of Eqn. (31) is independent of the amplitude and is a phase model for the synchronization of two oscillators. This equation has also been called Adler’s equation [26] and is a form of the Kuramoto model for two oscillators. The phase equation only has constant solutions when

$$\left| \frac{\delta}{2\gamma G_c} \right| \leq 1, \quad (32)$$

thus this condition must be met to have symmetric phase locked solutions. As such, in order to have synchronization, the beams must be nearly-identical or the coupling must be large enough to overcome the frequency mistuning.

Making the restriction that the only solutions of interest are $-\pi \leq \psi < \pi$, the steady-state solutions to Eqn. (31), given in $(a, \psi)$ pairs with conditions on the damping and coupling, are

\begin{align*}
    (\sqrt{\bar{a}^2 - a^2} - \bar{a} - \psi), \bar{c} < \gamma_1, G_{c1} < G_c < G_{c2} \quad (33) \\
    (\sqrt{\bar{a}^2 - a^2} + \psi), \bar{c} < \gamma_1, -G_{c2} < G_c < -G_{c1} \quad (34) \\
    (\sqrt{\bar{a}^2 + a^2} - \psi), \bar{c} < \gamma_1, G_{c1} < G_c \quad (35) \\
    (\sqrt{\bar{a}^2 + a^2} + \psi), \bar{c} > \gamma_1, G_{c2} < G_c \quad (36) \\
    (\sqrt{\bar{a}^2 + a^2} - \bar{a} + \psi), \bar{c} < \gamma_1, -G_{c1} > G_c \quad (37) \\
    (\sqrt{\bar{a}^2 + a^2} + \bar{a} + \psi), \bar{c} > \gamma_1, -G_{c2} > G_c \quad (38)
\end{align*}
In order to determine when these solutions are stable, the eigenvalues of the Jacobian of Eqn. (30), evaluated at the solutions given in Eqn. (33–38), are calculated. The eigenvalues, $\lambda_i$ for $i = 1–3$, in terms of $a$ are

$$
\begin{align*}
\lambda_1 &= -\frac{3\gamma a^2}{4}, \\
\lambda_2 &= \gamma - \bar{e} - \frac{3\gamma a^2}{2}, \\
\lambda_3 &= \gamma - \bar{e} - \frac{3\gamma a^2}{4}.
\end{align*}
$$

Since a solution is stable if all of its eigenvalues have negative real parts, it can be shown that the solutions found in Eqn. (33) and Eqn. (34) are unstable and the solutions found in Eqn. (35–38) are stable.

### 4.3 Symmetric Phase Drift Solution

Since the phase equation in Eqn. (31) has no constant solutions when

$$
\left| \frac{\delta}{2\gamma G_c} \right| > 1,
$$

there exists a symmetric phase drift solution only when this condition is satisfied. In order to facilitate a more direct analysis of this solution, the parameters used Eqn. (31) can be redefined so that they match a known problem [8]. Letting

$$
\begin{align*}
\tau_2 &= \frac{3}{8}\gamma \tau_1, \\
\Delta &= -\frac{4\delta}{3\gamma}, \\
\gamma &= \frac{4\gamma G_c}{3\gamma}, \\
\kappa &= \frac{4(\bar{e} - \gamma)}{4\gamma G_c},
\end{align*}
$$

Eqn. (31) can be written as

$$
\begin{align*}
a'(\tau_2) &= a(1 - \kappa \gamma - a^2) + \gamma a \cos \psi, \\
\psi'(\tau_2) &= \Delta - 2\gamma \sin \psi.
\end{align*}
$$

Equation (43) asymptotically approaches a limit cycle, which can be explicitly defined as

$$
\begin{align*}
a(\tau_2) &= \sqrt{\frac{\bar{a}^2(1 - d^2)}{1 + d \sin(\psi + \theta + \pi)}}, \\
\psi(\tau_2) &= 2 \arctan \left[ \frac{\sqrt{\Delta^2 - 4\gamma^2 \tan \left( \frac{\tau_2}{2} \frac{\Delta^2 - 4\gamma^2}{2} \right) + 2\gamma}}{\Delta} \right],
\end{align*}
$$

where

$$
\begin{align*}
\bar{a}^2 &= 1 - \kappa \gamma, \\
d &= \gamma \sqrt{\frac{\bar{a}^4 + \frac{1}{4} \Delta^2}{\Delta}}, \\
\theta &= \arctan \left( \frac{2\bar{a}^2}{\Delta} \right).
\end{align*}
$$

The period of the limit cycle, $T$, can be explicitly defined

$$
T = \frac{2\pi}{\sqrt{\Delta^2 - 4\gamma^2}},
$$

and the average value of the square of the amplitude over one period is the square of the uncoupled amplitude

$$
\frac{1}{T} \int_0^T a(\tau_2)^2 \, d\tau_2 = \bar{a}^2.
$$

Since a periodic solution can be explicitly defined, the stability of the limit cycle can be determined from the Floquet multipliers of the first variation of the system evaluated on the limit cycle [27]. Specifically, if one of the Floquet multipliers is one and the others have a magnitude less than one, then the limit cycle is asymptotically stable. In order to more directly calculate the Floquet multipliers, another coordinate transformation and the parameters in Eqn. (43) can be used to manipulate Eqn. (30) such that

$$
\begin{align*}
\sigma'(\tau_2) &= \sigma(\bar{a}^2 - \gamma \cos \psi - 3\xi^2 - \sigma^2), \\
\xi'(\tau_2) &= \xi(\bar{a}^2 + \gamma \cos \psi - \xi^2 - 3\sigma^2), \\
\psi'(\tau_2) &= \Delta + 4q \sigma \xi - 2\gamma \xi^2 + \sigma^2 \xi^2 \sin \psi,
\end{align*}
$$
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where
\[
\begin{align*}
\sigma &= \frac{1}{2}(a_1 - a_2), \\
\zeta &= \frac{1}{2}(a_1 + a_2), \\
q &= \frac{k_3 - \frac{3}{2}h}{\gamma_4}.
\end{align*}
\]

The first variation of this system is given by
\[
\begin{bmatrix}
\sigma' \\
\zeta' \\
\psi'
\end{bmatrix} =
\begin{bmatrix}
T_1 & 0 & 0 \\
0 & T_2 - \gamma a \sin \psi \\
0 & 0 & -2\gamma c \cos \psi
\end{bmatrix}
\begin{bmatrix}
\sigma \\
\zeta \\
\psi
\end{bmatrix},
\]
where
\[
\begin{align*}
T_1 &= \hat{a}^2 - \gamma c \cos \psi - 3a^2, \\
T_2 &= \hat{a}^2 + \gamma c \cos \psi - 3a^2,
\end{align*}
\]
from which a fundamental solution matrix \( \Phi(\tau_2) \) can be easily found, because the equations for \( \sigma \) and \( \zeta \) are uncoupled. The Floquet multipliers, \( \mu_i \) for \( i = 1 - 3 \), of Eqn. (50) can be found from the eigenvalues of \( E = \Phi^{-1}(0)\Phi(T) \)
\[
\begin{align*}
\mu_1 &= \exp\left(-2\gamma \int_0^T \cos \psi \, dt_2\right), \\
\mu_2 &= \exp\left(\int_0^T \hat{a}^2 - \gamma c \cos \psi - 3a^2 \, dt_2\right), \\
\mu_3 &= \exp\left(\int_0^T \hat{a}^2 + \gamma c \cos \psi - 3a^2 \, dt_2\right).
\end{align*}
\]
Since the solution for \( \psi \) is periodic, the integral in \( \mu_1 \) equals zero and \( \mu_1 = 1 \). Since a Floquet multiplier is equal to one, the limit cycle is stable if the following integral \( I \) is negative
\[
I = \int_0^T (\hat{a}^2 - 3a^2) \, dt_2.
\]
The solution to this integral is given in [8] and \( I = -4\pi \hat{a}^2 / \sqrt{\Delta^2 - 4\gamma^2} \). For the limit cycle to exist, the radical term must be real and positive, thus the limit cycle is stable if \( \hat{a} > 0 \) or in terms of the parameters developed in the microbeam model, \( \gamma_1 > \hat{c} \).

**4.4 Asymmetric Phase Locked Solution**

To determine the existence and stability of the asymmetric phase locked solution, consider the fixed points of the Eqn. (30) normalized by the parameters defined in the previous section
\[
\begin{align*}
a'_1(\tau_2) &= a_1(\hat{a}^2 - a_1^2) + a_2 \gamma c \cos \psi, \\
a'_2(\tau_2) &= a_2(\hat{a}^2 - a_2^2) + a_1 \gamma c \cos \psi, \\
\psi'(\tau_2) &= \Delta + q(a_1^2 - a_2^2) - \gamma \frac{a_1 + a_2}{a_2} \sin \psi.
\end{align*}
\]
By equating the equations for \( a'_1(\tau_2) \) and \( a'_2(\tau_2) \) in Eqn. (54) to zero, solving for \( \cos \psi \), then taking the ratio of the resulting equations, the asymmetric phase locked solution can be found to have the property that \( \hat{a}^2 = a_1^2 + a_2^2 \). Using this property of the asymmetric solution and all of the equations in Eqn. (54), the following relationships for the trigonometric functions can be developed
\[
\begin{align*}
\cos \psi &= -\frac{a_1 \sqrt{\hat{a}^2 - a_1^2}}{\gamma}, \\
\tan \psi &= \frac{q(\hat{a}^2 - 2a_1^2) - \Delta}{\hat{a}^2}.
\end{align*}
\]
Combining all of these results, the amplitude equation can be found
\[
\gamma^2 = a_1^2 (\hat{a}^2 - a_1^2) \left[ 1 + \left( \frac{q(\hat{a}^2 - 2a_1^2) - \Delta}{\hat{a}^2} \right)^2 \right].
\]
The amplitude equation for the asymmetric solution only has solutions in the domain of \( 0 < a_1^2 < \hat{a}^2 \). Solutions come in pairs such that if a solution is found, then \( \hat{a}^2 = a_1^2 + a_2^2 \) can be used to find the other solution. For small values of \( q \) only one pair of solutions exists, but for large values of \( q \), two pairs of solutions can exist. To determine the stability of the asymmetric solution, consider the eigenvalues of the Jacobian evaluated at the asymmetric solution. Since the trace of the linearized system matrix is equal to zero, it is not possible for the system to be asymptotically stable. In addition, when \( q = 0 \), the determinant \( D \) of the linearized system matrix is
\[
D = -2\hat{a}^2(\hat{a}^4 - 4\gamma^2 + \Delta^2).
\]
Since this value is always negative when the solution exists, one eigenvalue has a negative real part and two have positive real parts. For the more general case when \( q \neq 0 \), the determinant of the linearized system matrix can be positive, negative and zero. In all of these cases however, it is not possible for all of the eigenvalues to have negative real parts. Thus, the asymmetric solution is not stable.
4.5 Bifurcation Diagrams

The following section details in a graphical fashion the different states the two oscillator system exhibits. For fixed values of $\epsilon^2 G$, $\epsilon^2 K$, $\alpha$ and $\delta$, the amplitude of the oscillators are plotted against the coupling gain $G_c$ in Fig. 6–7. The solutions are color coded: red identifies symmetric phase locked solutions, blue identifies symmetric phase drift solutions and black identifies asymmetric phase locked solutions. Note that the symmetric phase drift solutions are represented by the average value of the amplitude over one period. Stable solutions are solid lines and unstable solutions are dashed lines.

Figure 6 details the system’s bifurcation structure when the frequency mistuning is $\delta = 0.05$ and the gain applied to the emf, $\epsilon^2 G$, is below the threshold for an isolated oscillator to have a stable limit cycle. While the rest state solution always exists, it is only stable in the system highlighted in Fig. 6 when the magnitude of $G_c$ is below a critical value of 15.422. When the magnitude of $G_c$ exceeds this value, the symmetric phase locked solution is stabilized. Thus the coupling between the oscillators can be used to stabilize a synchronized solution, even when the isolated oscillators would have a stable rest state. Note that this behavior is the same in the case when there is no frequency mistuning, only in that scenario the coupling threshold is changed.

In the scenario shown in Fig. 7 there is no frequency mistuning, or $\delta = 0$, and the gain applied to the emf, $\epsilon^2 G$, is above the threshold for an isolated oscillator to have a stable limit cycle, three types of solutions can exist. The rest state solution exists, but it is always unstable. Note that the stable rest state solution can only exist in systems where the isolated oscillators would not have a stable limit cycle. There are both stable and unstable symmetric phase locked solutions, but the stable solution always exists. Thus, unless the system has initial conditions that place the system on an unstable solution, this system will synchronize with the larger symmetric phase locked amplitude. Note that the asymmetric phase locked solution exists for values where the magnitude of the coupling gain is below a certain value, but this solution is never stable.

In the last case considered where $G_c$ is varied, which is depicted in Fig. 8, the frequency mistuning has a nontrivial value of $\delta = 0.05$ and the gain applied to the emf is above the threshold for an isolated oscillator to have a stable limit cycle. This case is similar to the previous one in that common solutions have qualitatively the same behavior, except an additional solution can exist, the symmetric phase drift solution. When the magnitude of the coupling gain $G_c$ is below 0.771, the only stable solution is the symmetric phase drift solution. Depending on how close $G_c$ is to this critical value controls how quickly the relative phase between the solutions drift. When the coupling is very weak, the behavior of the oscillators are very close to the scenario in which the oscillators are isolated. When the coupling is close to the critical coupling gain, the frequencies of the oscillators attempt to lock, but when the oscillators almost lock, one of the oscillators increases its frequency relative to the other. As the coupling gain increases beyond this critical value, a stable symmetric phase locked solutions always exists. For a smaller subset of values, two symmetric phase locked solutions can exist, however the smaller amplitude solution is never stable. The asymmetric phase locked solutions exists for values where the magnitude of the coupling gain is below a certain value, but these solutions are also never stable.

A potential application of nearly-identical, mutually-coupled oscillators is as a mass sensor. Assuming that only one of the microbeams is functionalized such that chemical agents are able to selectively bond to a microbeam, the addition of a small mass causes a shift in the natural frequency of the functionalized microbeam. Linear mass sensors require a system that is able to resolve these small changes in natural frequency, but frequency detuning between two mutually-coupled oscillators causes an amplitude and relative phase shift. Shown in Fig. 9 is the amplitude of the oscillators against $\delta$ when $\epsilon^2 G$, $\epsilon^2 K$, $\alpha$ and $G_c$ are fixed. Note that same states are present as in Fig. 8. The symmetric phase locked solutions are stable when the magnitude of $\delta$ is less than 0.065, thus sensing amplitude shifts within this band of frequency detuning can be used to sense mass. A more direct way of sensing shifts in $\delta$ would be measuring the relative phase between the oscillators, which is nearly linear within this range of $\delta$.

**FIGURE 6. BIFURCATION DIAGRAM FOR THE TWO OSCILLATOR CASE WHEN $\bar{\epsilon} > \gamma$. THE PARAMETERS FOR THE SYSTEM ARE $\epsilon^2 G = -3 \times 10^4$, $\epsilon^2 K = 100$, $\alpha = \pi/4$ AND $\delta = 0.05$. THE REST STATE IS STABLE WHEN $|G_c| < 15.422$. WHEN $G_c$ EXCEEDS THIS CRITICAL VALUE, THE SYMMETRIC PHASE LOCKED SOLUTION IS STABLE AND THE OSCILLATORS HAVE LIMIT CYCLES OF IDENTICAL FREQUENCY, WITH A PHASE DIFFERENCE RELATED TO THE FREQUENCY MISTUNING.**
FIGURE 7. BIFURCATION DIAGRAM FOR THE TWO OSCILLATOR CASE, WITH $e^{-2G} = -6 \times 10^5$, $e^{-2K} = 100$, $\alpha = \pi/4$ AND $\delta = 0$. THE SOLUTIONS IN THIS CASE ARE QUALITATIVELY THE SAME AS IN THE CASE WHEN THERE IS A FREQUENCY MISTUNING, WITH TWO MAJOR DIFFERENCES: THE SYMMETRIC PHASE DRIFT SOLUTION DOES NOT EXISTS AND THE SYMMETRIC PHASE LOCKED SOLUTION IS ALWAYS STABLE FOR A NONZERO VALUE OF $G_c$.

FIGURE 8. BIFURCATION DIAGRAM FOR THE TWO OSCILLATOR CASE, WITH $e^{-2G} = -6 \times 10^5$, $e^{-2K} = 100$, $\alpha = \pi/4$ AND $\delta = 0.05$. THE SYMMETRIC PHASE DRIFT SOLUTION (SOLID BLUE) IS THE ONLY STABLE SOLUTION WHEN $|G_c| < 0.771$. FOR LARGER $G_c$, THE ONLY STABLE SOLUTION IS THE LARGER SYMMETRIC PHASE LOCKED SOLUTION (SOLID RED). THE ASYMMETRIC (BLACK DASHED) AND SMALLER PHASE LOCKED SOLUTIONS (RED DASHED) EXIST FOR CERTAIN VALUES OF $G_c$, BUT THESE SOLUTIONS ARE NOT STABLE.

FIGURE 9. BIFURCATION DIAGRAM FOR THE TWO OSCILLATOR CASE, WITH $e^{-2G} = -6 \times 10^5$, $e^{-2K} = 100$, $\alpha = \pi/4$ AND $G_c = 1$. THE LARGER SYMMETRIC PHASE LOCKED SOLUTION IS THE ONLY STABLE SOLUTION FOR $|\delta| < 0.065$ AND OUTSIDE THIS RANGE THE SYMMETRIC PHASE DRIFT SOLUTION IS THE ONLY STABLE SOLUTION. SENSING THE AMPLITUDE OF THE PHASE LOCKED SOLUTION COULD BE EXPLOITED TO IMPLEMENT A MASS SENSOR.

5 CONCLUSIONS AND FUTURE DIRECTIONS

In this work, the model of self-excited oscillators and associated arrays, composed of electromagnetically-actuated microbeam resonators with self-sensing capabilities, is developed. This model is analyzed, which produces predictive design methods based on the characterization of the nonlinear behaviors of the isolated and nearly-identical mutually-coupled oscillators.

Future work will not only consider the dynamics of larger oscillator arrays with different forms of coupling and feedback, but also experimental validation of the proposed model. Practical applications of these devices range from signal processing to micromechanical neurocomputing.
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