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Abstract—This article explores how to relate sound and touch in terms of their spectral characteristics based on crossmodal congruence. The context is the audio-to-tactile conversion of short sounds frequently used for user experience improvement across various applications. For each short sound, a single-frequency amplitude-modulated vibration is synthesized so that their intensive and temporal characteristics are very similar. It leaves the vibration frequency, which determines the tactile pitch, as the only variable. Each sound is paired with many vibrations of different frequencies. The congruence between sound and vibration is evaluated for 175 pairs (25 sounds × 7 vibration frequencies). This dataset is employed to estimate a functional relationship from the sound loudness spectrum of sound to the most harmonious vibration frequency. Finally, this sound-to-touch crossmodal pitch mapping function is evaluated using cross-validation. To our knowledge, this is the first attempt to find general rules for spectral matching between sound and touch.

Index Terms—Audio-to-tactile conversion, congruence, crossmodal, spectral matching, vibrotactile pitch.

I. INTRODUCTION

Haptic effects can improve the realism, immersiveness, and user experiences of various applications in virtual reality, multimedia, and gaming [1], [2], [3], [4]. Among the many approaches to generating haptic effects, the study we report in this paper concerns the multisensory effects that combine sound and touch. When manually designing or automatically generating tactile stimuli for sounds, we need criteria for the adequacy of the tactile stimuli. One unanimous metric is crossmodal congruence: how harmonious tactile stimuli feel with sounds [5]. A critical barrier against achieving high crossmodal auditory-tactile congruence stems from the auditory and tactile channels’ disparate frequency ranges to which humans are sensitive. The perceptible frequency band for sound is 20–20,000 Hz, whereas that for touch is 0 to 1,000 kHz [6]. Moreover, the perceptual sensitivity to frequency differences is markedly better for sound than touch [6]. These fundamental perceptual differences make it arduous to find general rules or guidelines for matching the spectral content between sound and touch to a high degree of congruence.

This article explores methods to determine the pitch of a vibrotactile stimulus most congruent with a short sound. Such knowledge is essential for the auditory-to-tactile conversion of short sounds—a core technology for haptic user experience enhancement in interactive applications, such as video games, multimedia, and broadcasting; see Section II for related work. Given a sound signal, we prepared many vibrotactile stimuli in the form of a single-frequency amplitude-modulated sinusoidal function (Section III). They had similar intensive and temporal properties, leaving the frequency as the only variable affecting the tactile pitch. We collected many short sound samples in five categories from games and paired each sound sample with seven vibrations of different frequencies. We conducted a perceptual experiment in which participants assessed the crossmodal congruence between the sound and vibration stimuli by ranking. Then, we used this crossmodal congruence data to estimate a regression function that predicts the most congruent vibration frequency to a sound sample (Section IV). This was done by stepwise linear regression after representing the sound samples by their loudness spectra. Finally, the prediction performance of the crossmodal pitch matching function was evaluated by standard cross-validation (Section V). It is followed by conclusions along with a discussion on limitations and future work (Section VI).

II. RELATED WORK

A. Multisensory Sound and Tactile Effects

In sound-to-touch conversion, tactile stimuli are usually generated from sounds for simultaneous presentation. The conversion considers the sound’s intensive, temporal, and spectral properties and maps them to tactile features. To this end, early methods relied on signal processing, beginning with a low-pass filter that transforms only the low-frequency bass information in sound to tactile sensations [7]. Using a filter bank enables the expression of both the bass and treble components in sound by two vibrations of respective pitches [8], [9]. We can also combine the spectral components in selected audio bands into one vibration stimulus [10]. Alternatively, the entire sound spectrum can be compressed into the frequency band for tactile perception by frequency shifting [11]. Using a spatiotemporal coding scheme, the spectral energies of many frequency bands in a sound can excite different body sites, representing the auditory spectral content by full-body tactile patterns [12]. These methods are generally appropriate for expressing music with tactile stimuli and were demonstrated to enhance music listening experiences [8], [9], [11], [12].

Another approach extracts physical or perceptual features from sounds and uses them to synthesize tactile stimuli. For instance, pitch, loudness, brightness, and envelope computed from music can determine the properties of vibration effects to be played back together [13].
Perceptual features are also useful for selective conversion, where haptic effects are provided only for target sound classes. For example, haptic effects are desired for gunshot sounds but not for background music in gaming applications. Such selective conversion can be achieved by a perceptual mapping associating sound and tactile signals using their roughness and loudness [14]. This method can be extended to using more psychoacoustical features, loudness, booming, sharpness, and low-frequency energy, to determine when to present tactile effects from sounds [15]. Machine learning can also effectively control the classes of sounds for tactile conversion, using a neural network [16] and a random forest [17]. It was demonstrated that some of these methods can improve user experiences related to gaming [14, 16, 17] and movie viewing [14, 15].

Despite these efforts, we still need ways to explicitly address the spectral (pitch) harmony between sound and touch.

### B. Multisensory Congruence

Congruence has been a popular and effective notion for multisensory design. For example, audio and tactile crossmodal icons were designed for mobile devices considering their congruence [18]. This idea was extended to include visual aspects [5]. Also, design guidelines were studied based on the emotional congruence between visual and tactile icons [19]. The effects of audio-tactile congruence were investigated for its extent of music experience enhancement [20]. Technologies and methods to provide harmonious musical audio and tactile experiences are surveyed in [21].

In comparison, the present work concentrates on only congruence in the spectral content between sound and touch. It seeks a functional relationship between them for short sounds useful for automatic auditory-to-tactile conversion.

### III. PERCEPTUAL EXPERIMENT

We conducted a perceptual experiment to investigate the spectral relationship between congruent sound and tactile stimuli. As described earlier, the focus was on short sounds emphasizing event occurrences in multimedia content, such as games and movies.

#### A. Methods

1) **Participants:** Twenty volunteers (11 males and 9 females; 19–30 years old, $M = 24.5$, and $SD = 3.4$) participated in this experiment. None of the participants reported known sensorimotor disorders. The experiment took around 60 min, and each participant was paid KRW 20,000 ($\approx$ USD 16) after the experiment.

2) **Stimuli:** We collected 25 sound samples from video games of five different types (gunshot, glass break, hitting, explosion, and sword clashing). All samples were shorter than 1 s and copyright-free. They are available in the supplemental video. Each sound sample $s(t)$ was converted to a vibration signal, as depicted in Fig. 1. First, an auditory loudness function $l(t)$ was computed from $s(t)$ using the ISO 532-1 standard [22]. Second, a vibration signal $v(t)$ was determined by

$$v(t) = l(t) \sin(2\pi ft),$$

where $v(t)$ is an amplitude-modulated sinusoid with the envelope $l(t)$ and the frequency $f$. For $f$, we chose seven values, 50, 70, 99, 140, 198, 280, and 398 Hz, at 0.5-octave spacing. Consequently, each sound sample was paired with seven vibrations; see Fig. 2.

This single-frequency amplitude-modulated waveform was selected for a few merits. First, it is widely used to model real collision events making sounds [23, 24]. Second, it allows us to predict the perceived tactile pitch clearly, even for short vibrations. Third, it can be generated by most vibration actuators if the vibration frequency falls within the actuator bandwidth. Therefore, the waveform is adequate for this study about crossmodal pitch matching.

In contrast, using more complex vibration waveforms in this study does not offer apparent advantages. For example, consider tactile vibrations consisting of two frequency components, which show systematic perceptual behaviors about consonance [25], dissimilarity [26], and perceived intensity [27]. However, nothing is known about the pitch perception of tactile vibrations that include two or more frequency components. It is more so for those of continuous spectra, which can result from applying frequency shifting to sounds [11]. Using stimuli with unknown pitch perception characteristics is unsuitable for crossmodal perception studies. Furthermore, producing such complex vibrations requires wideband actuators and frequency-turned rendering schemes, which may be overkill for the target applications using short sound-to-touch conversion.

We also scaled the sound and vibration signals as

$$s'(t) = c_s s(t)$$ and $$v'(t) = c_v v(t).$$

Each participant tuned the scaling constants $c_s$ and $c_v$; see Section III-A3. Sound and vibration stimuli were produced using $s'(t)$ and $v'(t)$ as the input signals.
s′(t) and v′(t) were designed to have identical, or at least very similar, properties in intensity and time. However, the frequency ranges of sound and tactile stimuli are disparate, and we paired each s′(t) with v′(t) of different frequencies varying widely from 50 to 400 Hz. Consequently, the essential task was matching the spectral characteristics between auditory and tactile stimuli.

3) Procedure: Participants sat in a chair in front of a computer monitor placed on a table (Fig. 3). Vibrations were generated by a mini-shaker (4810, Bruel & Kjær) that had 18 g of effective moving mass. A 3D-printed plate (80 × 70 × 7 mm and 24 g) was fastened atop the shaker. The total moving mass for vibration stimulation was 42 g. Participants put their left index and middle fingers on the plate for vibration perception. They wore earphones that played the sound samples and also noise-canceling headphones that generated while noise over the earphones. This setup allowed us to block all external sounds produced by the mini-shaker. Participants controlled the program’s graphical user interface (GUI) using their right hands.

The experiment consisted of four sessions of the same procedure. The first session was to help participants become familiar with the stimuli and procedure. Each participant experienced all sound and vibration stimuli and then adjusted the sound and tactile volumes to comfortable levels using the sliders in the GUI (Fig. 3, right). This volume selection determined the conversion gains cz and cT in (2). These gains were used for the participant in the next three main sessions. Participants rested for 2 min between sessions.

Each session had 25 trials. Each trial was for one sound sample out of the 25. The order of the sound samples was randomized per session and participant. The GUI provided seven buttons in the center (Fig. 3, right). When participants clicked one button, a vibration with the frequency assigned to the button was played back with the sound sample. The assignment between buttons and vibration frequencies was randomly made for each trial. Participants could perceive the (sound + vibration) stimuli repeatedly. Then, they ranked the top three vibrations perceived as the most congruent with the sound sample using the drop-down lists on the GUI. Participants clicked the ‘Next’ button to proceed to the next trial.

We also tested a magnitude estimation task, i.e., representing the degree of congruence between sound and vibration using a number instead of ranking. However, many participants were inexperienced with the vibrotactile stimuli varying significantly in frequency and showed substantial response inconsistency. Hence, we decided to use the ranking task to improve response consistency while giving up the advantages of interval-scale data.

4) Data Analysis: Only the data collected in the three main sessions were used for analysis. The ranking data of all participants were pooled and then represented as follows. We denote the sound sample i ∈ {1, 2, ..., 25} by si and the vibration signal j ∈ {1, 2, ..., 7} for the sound sample i by vi,j. vi,j has a frequency of fj in the frequency vector f = (50, 70, 99, 140, 198, 280, 398 Hz)T. For each pair of si and vi,j, we obtained three counts, r1,k, r2,k, and r3,k, that summarized how many times the participants ranked the pair as the first, second, or third, respectively, for congruence. These counts are represented by three matrices, such that

\[ R^k = \begin{bmatrix} r_{1,k} \\ r_{2,k} \\ r_{3,k} \end{bmatrix}. \]  

Here, \( R^k \) has a dimension of 25 × 7, and \( k \in \{1, 2, 3\} \). Also, the row sums satisfy

\[ \sum_{j=1}^{7} r_{i,j}^k = 60, \]  

as we had 20 participants and 3 repetitions per condition.

We also used weights \( w = (w_1, w_2, w_3)^T \) to combine \( R^1, R^2, \) and \( R^3, \) such that

\[ P = \sum_{k=1}^{3} w_k R^k. \]  

Each \( p_{i,j} \) in \( P \) represents the extent of congruence of vibration \( j \) that has frequency \( f_j \) to sound sample \( i \). For \( w \), we tested three choices: \( w_1 = (3, 2, 1)^T, w_2 = (5, 3, 1)^T, \) and \( w_3 = (7, 4, 1)^T, \) where the latter weights emphasize the higher ranked vibrations more. It was, although empirical, to choose the weighting scheme that yielded the most accurate predictions for the congruent vibration frequencies.

B. Results

The congruence score matrices \( P \) obtained by the experiment are shown in Fig. 4 for the three weighting methods. The sounds for glass break (index 1–5) and sword (11–15) showed higher congruence scores with the high-frequency (≥ 198 Hz) vibrations. Contrarily, the sounds for gunshot (6–10), hitting (16–20), and explosion (21–25) were more congruent with the low-frequency (≤ 100 Hz) vibrations. These observations were common for all weighting methods.

C. Discussion

We examined the specific loudness plots of the sound samples for their association with the experimental results. Examples are shown in Fig. 5, where the frequency axis is in the widely-used Bark scale [29].

1In vibrotactile perception, the weight of a contactor affects the perceived intensity; the heavier, the stronger [28].
IV. CROSSMODAL PITCH MATCHING

In this section, we explore how to relate the spectral features of a sound to the frequency of an amplitude-modulated vibration based on the congruence data obtained from the perceptual experiment.

A. Crossmodal Pitch Matching Function

We aimed to find a crossmodal pitch matching function $\psi(\cdot)$:

$$f = \psi(\lambda),$$

where $\lambda$ is a feature vector representing the spectral characteristics of a sound sample, and $f$ is the frequency of the vibration in the form of (1) that feels the most congruent to the sound sample. Based on the results in Section III-C, we use the specific loudness values in the Bark scale to constitute the sound feature vector $\lambda$:

$$\lambda = (l_1, l_2, ..., l_{24})^T,$$

where $l_i$ is the sound's specific loudness in the Bark band $i$.

For function fitting, we represent the congruence score distribution of each sound sample in Fig. 4 to one vibration frequency $\zeta$ by

$$\zeta_i = \frac{1}{\sum_{j=1}^{7} p_{i,j} f_j} \sum_{j=1}^{7} p_{i,j} f_j,$$

where $p_{i,j}$ is the $(i,j)$ element of the congruence score matrix $P$, and $f_j$ is the $j$-th element of the frequency vector $f$. $\zeta_i$ is the frequency averaged using the congruence scores as the weights. We regard $\zeta_i$ as the most congruent vibration frequency to the sound sample $i$. The values of $\zeta$ are shown in Fig. 6.

The above procedure provides a dataset $\Gamma$, such that

$$\Gamma = \{(\lambda_i, \zeta_i) \mid i = 1, 2, \ldots, 25\}$$

for the 25 sound samples. We apply stepwise linear regression to learn the crossmodal spectral matching function $\psi$ on $\Gamma$. This method can reduce the input variables to only significant ones, resulting in a relatively simple linear relationship.

B. Results and Discussion

An optimal regression model found by the stepwise linear regression had the following form:

$$\zeta = \psi(\lambda) = \sum_{i \in I} a_i \lambda_i,$$

where $I$ is the set of significant features.
where $I \subset \{1, 2, \ldots, 24\}$ is an index set for significant terms. The regression results and the coefficients for the three weighting methods $w_1$, $w_2$, and $w_3$ are shown in Tables I and II, respectively. The coefficient $a_i = 0$ for insignificant terms. Also, no interaction terms were significant, so they are not included in the regression model (10).

According to Table I, only $\lambda_2, \lambda_9, \lambda_{12}$, and $\lambda_{24}$ were significant for all three weighting methods. $\lambda_3$ was significant only when the weighting method was $w_2$ and $w_3$. $R^2$ ranged from 0.920 to 0.934, with very small $\rho$-values. These results demonstrate that, for short sounds, we can obtain a well-defined function from a sound spectrum to a vibration pitch accounting for their perceptual congruence.

Table II shows the coefficients of the significant terms. A negative coefficient means that the spectral energy in the corresponding Bark band decreases the most congruent vibration frequency $\zeta$. This role is shared by the Bark band $2$ (100–200 Hz) and $9$ (920–1080 Hz). The band $2$ is critical for bass sound, and the band $9$ is within the midrange of sound frequency in which upper harmonics frequently begin [31]. The band $9$ has 4–5 times more influence in decreasing $\zeta$ than the band $2$ according to their coefficients. Contrarily, the Bark bands $12$ (1480–1720 Hz) and $24$ (12000–15500 Hz) have positive coefficients.

Thus, their spectral energies increase $\zeta$. The band $12$ is included in the upper midrange region, which adds volume to a midrange sound or gives articulation to a vocal [32]. The band $24$ is the highest Bark band within the region often called the “air” or “openness” of sound [32]. Interestingly, the linear regression chose the mid- and extremely high-frequency bands instead of other high-frequency Bark bands (15–20) that transmit treble sound. The contributions of bands $12$ and $24$ are similar, as assessed from their similar coefficients. Lastly, the Bark band $3$, significant only for $w_2$ and $w_3$, emphasizing higher contrast of congruence, had a positive coefficient. Its coefficient was 0.003, decreasing the effect of the adjacent band $2$ with a coefficient of $-0.005$.

The above results indicate that only partial spectral information of sound is required for conversion to a tactile stimulus that preserves congruence in pitch. This computational efficiency can be an important merit for real-time applications.

V. VALIDATION

In this section, we evaluate the performance of the crossmodal pitch matching function estimated in Section IV using cross-validation. The predicted frequencies of pitch matching functions using only the five Bark bands in Table II were compared with the most congruent frequencies obtained in the perceptual experiment (Section III).

A. Methods

We used 5-fold cross-validation on the dataset $\Gamma$ in (9). $\Gamma$ consisted of the five sound samples for each of the five categories. From $\Gamma$, we randomly made five subsets, $\Gamma_m$ $(m = 1, 2, \ldots, 5)$, so that each $\Gamma_m$ includes only one sample in each of the five categories. We selected and combined four subsets into a reduced training dataset, denoted by $\Gamma_T$. The other subset, denoted by $\Gamma_V$, was used for validation. This procedure made five cases for each of the five subsets.

We estimated a crossmodal pitch matching function $\psi$ using linear regression on the reduced dataset $\Gamma_T$. We used the weighting method $w_2$ and its five significant terms, $\lambda_2, \lambda_3, \lambda_9, \lambda_{12}$, and $\lambda_{24}$, shown in Table I, for the regression. This configuration was chosen owing to its highest $R^2$. Then, for the sound samples in the validation set $\Gamma_V = \{\left(\lambda, \zeta\right)\}$, we computed

$$\tilde{\zeta} = \psi(\lambda).$$

This estimated vibration frequency $\tilde{\zeta}$ for the best congruence was compared with the measured frequency $\zeta$ using a normalized absolute error in percentage:

$$e = \frac{100 \times \left| \tilde{\zeta} - \zeta \right|}{\zeta} \quad \text{(\%)}.$$  

$e$ was computed for each of the five sound samples in $\Gamma_V$.  

Fig. 7. Histogram for the normalized absolute error $e$. 

Fig. 6. Most congruent vibration frequencies to the sound samples.
B. Results

The 5-fold cross-validation procedure for one random composition of the five sub-datasets (Γ1, Γ2, . . . , Γ5) generated 25 values of the normalized absolute error $e$ (5 regression functions $\times$ 5 errors per regression function). This procedure was repeated 100 times, resulting in 2500 values of $e$. This error distribution had $M = 9.03\%$ and $SD = 6.66\%$. It is also represented by a histogram in Fig. 7.

These errors can be compared with the JND (just noticeable difference) of vibrotactile frequency, which is between 17 and 21% in the frequency range of 50–300 Hz [33]. According to Fig. 7, 84.2% of the errors are below the JND ($\approx 20\%$). 15.8% of the errors are over the JND, but they are all lower than 30% and not easy to perceive in actual applications. This analysis allows us to conclude that our method of crossmodal pitch matching from sound to tactile vibration has competent performance.

VI. CONCLUSION

This study allows us to provide the following conclusions. For a short sound matched with a single-frequency mechanical vibration that has very similar intensive and temporal properties, 1) the vibration frequency determines the congruence between the sound and vibration; 2) the loudness spectrum of the sound is correlated with the most congruent vibration frequency; 3) the most congruent vibration frequency can be predicted by a linear function of the sound loudness values in several frequency bands; 4) the high-frequency energy in sound generally increases the most congruent vibration frequency, whereas the low-frequency energy decreases it; and 5) the prediction error of the most congruent vibration frequency is acceptable for human tactile frequency discrimination.

These findings should be accompanied by a few remarks. First, our experiment used a ranking task. Therefore, given a short sound, our results allow prediction of the most congruent frequency, but not the extent of congruence. Second, our results need to be carefully interpreted for applications using ERM (Eccentric Rotation Mass) motors. These actuators have correlated amplitude and frequency in vibration output, and amplitude control often has a higher priority. Third, the contact location was the fingertips, and the vibration device was grounded in our experiment. How our results generalize to other contact sites or ungrounded cases, e.g., holding a mobile phone in the hand, require further examination.
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