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ACADEMIC
EMPLOYMENT

LEADERSHIP
POSITIONS

EDUCATION

ACADEMIC
HONORS &
AWARDS

Purdue University, West-Lafayette, IN

Professor of Industrial Engineering, 2021 — present
Professor of Electrical and Computing Engineering (by courtesy),

Thomas and Jane Schmidt Rising Star Associate Professor, 2018 — 2021
Associate Professor 2015 — 2018
State University of New York (SUNY) Buffalo, Buffalo, NY

Assistant Professor of Electrical Engineering, 2011 — 2015

University of Illinois at Urbana Champaign, Urbana-Champaign, IL
Research Associate, Dept. of Industrial and Enterprise Engineering, 2009 - 2010

Hong Kong University of Science and Technology (HKUST)

Post-doc (then Research Associate), Dept. of Electronic and Computer Engineering,
2007 — 2009.

Purdue University, West-Lafayette, IN

Founding Director of a university-wide center of Science of Data Analytic (SODA)
(the center has been approved by the CoE and will be lunched in Fall 2024)

Thrust Lead for Optimization, Center for Resilient Infrastructures, Systems, and Pro-
cesses, 2017 — 2022
Director for Big Data Analytics, Cyber Center (Discovery Park), 2015 - 2016

University of Rome, “La Sapienza”, Rome, Italy,

Ph.D. (cum laude) in Electrical Engineering, 2007
Laurea Degree (with Highest Honor) in Electrical Engineering, 2002

University of California at Berkeley, Berkeley, CA

Visiting Ph.D. student, Dept. of Electrical Engineering and Computer Science, 2004
— 2005

1. Purdue University Faculty Scholar 2023

2. Purdue College of Engineering Research Excellence Award 2023
Award given annually to one faculty (only) within the entire CoE to have achieved
national and/or international recognition and have demonstrated excellent potential
for the future;

3. Purdue Seed for Success ACORN Award 2023

Recognizing Purdue principal investigators for acquiring awards of $1 million or
more for the first time.

4. IEEE Signal Processing Society Distinguished Lecturer 2023-2024
One of the five world-wide Distinguished Lecturer nominated by the IEEE Signal
Processing Society for 2023-2024;

5. IEEE Fellow 2021
For contributions to distributed optimization in signal processing and communica-
tions;



ACADEMIC
HONORS &
AWARDS

RESEARCH
AREAS

10.

11.

12.

13.

14.
15.

16.

2020 IEEE Signal Processing Society Best Paper Award 2021
Most prestigious award given by the IEEE Signal Processing Society to honor the
author(s) of a paper of exceptional merit dealing with a subject related to the
Society’s technical scope, and appearing in one of the Society’s owned transactions
in the last five years to the date of the award;

Purdue Endowed Chair: Thomas and Jane Smith Rising Star Associate Professor
of Industrial Engineering; 2018-2021

Best Student Paper Award (as advisor) 2017
Best Student Paper Award at the 2017 IEEE International Workshop on Computa-
tional Advances in Multi-Sensor Adaptive Processing, Dec. 10-13, 2017, Curacao,
Dutch Antilles;

Keynote Speaker at at the ACM MobiHoc 2017 Workshop on “Distributed Infor-
mation Processing in Wireless Networks”, II'T Madras, Chennai, India, July 10-14,
2017;

Plenary Speaker at the 18th IEEE International Workshop on Signal Processing
Advances in Wireless Communications (SPAWC), Hokkaido, Japan, July 3-6, 2017;

Annamaria Molteni Award for Mathematics & Physics 2015
The award is given by the ISSNAF to a single Italian researcher in North America
& Canada, whose work on Mathematics and Physics has garnered public and/or
professional accolades beyond the norm,;

2014 IEEE Signal Processing Society Young Author Best Paper Award,
2015

Most prestigious award given by the IEEE Signal Processing Society to honor the
author(s) of a paper of exceptional merit dealing with a subject related to the
Society’s technical scope, and appearing in one of the Society’s owned transactions
in the last five years to the date of the award;

ISSNAF Award for Young Investigators 2014
This is the highest recognition given every year to the most promising young (i.e.,
less than 40 years old) Italian researcher in North America & Canada by the Italian
Scientists and Scholars of North America Foundation (ISSNAF);

NSF CAREER Award 2013;

SUNY Buffalo Exceptional Scholars—Young Investigator Award 2013;
The award is given every year by the University at Buffalo to a single individual,
whose work must have garnered public and/or professional accolades beyond the
norm for other bodies of work in the identified genre;

IEEE ICASSP Best Student Paper Award 2006
Best student paper award at the IEEE International Conference on Acoustics,
Speech, and Signal Processing (ICASSP), Toulouse, France, May 15-19, 2006. ICASSP
is the world’s largest and most comprehensive technical conference focused on signal
processing and its applications.

Distributed Optimization and Information Processing

Machine Learning Algorithms

Mathematical Optimization Theory/Methods and (Engineering) Applications
Game Theoretical Models/Algorithms and (Engineering) Applications



SELECTED Total Google Scholar Citations: 10640, h-index: 51 (as of Oct. 2023)!
PUBLICATIONS Full publication list: see appendix.
(by area)

Mathematical Optimization Algorithms

e Y. Sun®, G. Scutarix, and A. Daneshmand®, “Distributed Optimization Based
on Gradient-Tracking Revisited: Enhancing Convergence Rate via Surrogation,”
SIAM J. on Optimization, vol. 32, no. 2, pp. 354-385, 2022 [https://doi-
org/10.1137/19M1259973].

e F. Facchinei*x, V. Kungurtsev*, L. Lampariello*, and G. Scutari*, “Diminishing
Stepsize Methods for Nonconvex Composite Problems via Ghost Penalties: from
the General to the Convex Regular Constrained Case,” Optimization Methods
and Software, vol. 37, no. 4, pp. 109-120, 2022 [https://doi.org/10.1080/
10556788.2020.1854253].

e F. Facchinei*x, V. Kungurtsev*, L. Lampariello*;, and G. Scutari*, “Ghost
Penalty in Nonconvex Constrained Optimization: Diminishing Stepsizes and It-
eration Complexity,” Mathematics of Operations Research, vol. 46, no. 2,
p. 595-626, 2021 [https://doi.org/10.1287/moor.2020.1079].

e A. Nedich, J.-S. Pang, G. Scutari, and Y. Sun, Multi-agent Optimization. Lec-
ture Notes in Mathematics, Springer Verlag, CIME Subseries, 2018.

e A. Daneshmand™, G. Scutarix, and V. Kungurtsev, “Second-order Guarantees
of Distributed Gradient Algorithms,” STAM J. on Optimization, vol. 30, no.
4, 2020 [https://doi-org.ezproxy.lib.purdue.edu/10.1137/18M121784X].

e L. Cannelli™, F. Facchinei*x, V. Kungurtsev*, G. Scutari*, “Asynchronous Par-
allel Algorithms for Nonconvex Optimization,” Mathematical Programming,
vol. 184, pp. 121-154, 2020 [https://doi.org/10.1007/s10107-019-01408-w].

e A. Daneshmand*, G. Scutarix, and V. Kungurtsev, “Second-order Guarantees
of Distributed Gradient Algorithms,” SIAM J. on Optimization, vol. 30, no.
4, 2020 [https://doi-org.ezproxy.lib.purdue.edu/10.1137/18M121784X].

e G. Scutari*x and Y. Sun®* “Distributed Nonconvex Constrained Optimization
over Time-varying Digraphs,” Mathematical Programming, vol. 176, pp.
497-544, 2019 [https://doi.org/10.1007/s10107-018-01357-w].

Highly cited paper (ISI Web of Knowledge, 2019, 2020).

e F. Facchinei*x, L. Lampariello®, and G. Scutari*, “Feasible Methods for Non-
convex Nonsmooth Problems with Applications in Green Communications,” Math-
ematical Programming, vol. 164, pp. 55-90, 2017 [https://doi.org/10.1007/
10107-016-1072-9].

e F. Facchinei*x, J.-S. Pang*, and G. Scutari*, “Non-Cooperative Games with
Minmax Objectives,” Computational Optimization and Applications, vol.
59, no. 1, pp 85-112; Oct. 2014 [https://doi.org/10.1007/s10589-014-9642-3].

e F. Facchinei*x, J.-S. Pang*, G. Scutari*, and L. Lampariello, “VI-constrained
Hemivariational Inequalities: Distributed Algorithms and Power Control in Ad-
Hoc Networks,” Mathematical Programming, vol. 145, no. 1, pp 59-96, June
2014 [ https://doi.org/10.1007/s10107-013-0640-5].

e J.-S. Pang*x and G. Scutari*, “Nonconvex Games with Side Constraints,”
SIAM J. on Optimization, vol. 21, no. 4, pp. 1491-1522, Dec. 2011
[https://doi-org/10.1137/10081178].

Ley’> denotes student co-author (supervised by Scutari); ‘$’ denotes post-doc co-author (supervised
by G. Scutari); ‘*’ equal contribution, x corresponding author.

Authorship order adopted with an advisee (either a student or postdoctoral scholar) is generally ad-
visee followed by faculty members (listed in alphabetical order), unless there is a significant distinction
in contributions.



Machine Learning Algorithms

e Y. JiT, G. Scutarix, Y. Sun, and H. Honnappa, “Distributed Sparse Regression
via Penalization,” J. of Machine Learning Research, vol. 24, no. 272, pp. 1-
62, 2023.

e M. Maros® and G. Scutarix, “Decentralized Matrix Sensing: Statistical Guar-
antees and Fast Convergence,” accepted, Proc. Conference on Neural Infor-
mation Processing Systems (NeurIPS), 2023.

e Y. JiT, G. Scutarix, Y. Sun, and H. Honnappa, “Distributed (ATC) Gradient
Descent for High-Dimension Sparse Regression,” IEEE Trans. on Information
Theory, vol. 69, no. 8, pp. 5253-5276, 2023 [10.1109/TTT.2023.3267742].

e M. Maros® and G. Scutarix, “Acceleration in Distributed Sparse Regression,”
Proc. Conference on Neural Information Processing Systems (NeurIPS
2022), 2022.

e M. Maros® and G. Scutarix, “DGD?: A Linearly Convergent Distributed Algo-
rithm for High-dimensional Statistical Recovery” Proc. Conference on Neural
Information Processing Systems (NeurIPS 2022), 2022.

e D. Kovalev, A. Beznosikov, E. Borodich, A. Gasnikov, and G. Scutari, “Op-
timal Gradient Sliding and Its Application to Distributed Optimization under
Similarity,” Proc. Conference on Neural Information Processing Systems
(NeurIPS 2022), 2022 (Spotlight, acceptance rate 4%).

e Y. Tian™, G. Scutari, T. Cao™, and A. Gasnikov, “Acceleration in Distributed
Optimization under Similarity,” Proc. International Conference on Artifi-
cial Intelligence and Statistics (AISTATS 2022), 2022.

e A. Daneshmandt*, G. Scutari*x, P. Dvurechensky, A. Gasnikov, “Newton
Method over Network is Fast up to Statistical Precision,” International Con-
ference on Machine Learning (ICML 2021), PMLR vol 139, pp. 2398-2409,
2021.

e A. Beznosikov, G Scutari, A. Rogozin, and A. Gasnikov, “Distributed Saddle
Point Problems under Similarity,” Conference on Neural Information Pro-
cessing Systems (NeurIPS 2021), 2021.

e J. Xu®, Y. Tian™, Y. Sun®, and G. Scutari, “Accelerated Primal-Dual Algo-
rithms for Distributed Smooth Convex Optimization over Networks,” Interna-
tional Conference on Artificial Intelligence and Statistics (AISTATS
2020), 2020.

e A. Daneshmand™, Y. Sun®, G. Scutarix, F. Facchinei, and B. Sadler, “De-
centralized Dictionary Learning over Time-Varying Graphs,” J. of Machine
Learning Research, vol. 20, no. 139, pp. 1-62, 2019.

Distributed Optimization and Game Theory with Engineering Applications

e N. Michelusi*, G. Scutari*x, and C.-S. Lee™, “Finite-Bit Quantization for Dis-
tributed Algorithms with Linear Convergence,” IEEE Trans. on Information
Theory, vol. 68, no. 11, pp. 7254-7280, Nov. 2022 [10.1109/TIT.2022.3176253].

e J. Xu® Y. Tiant, Y. Sun®, and G. Scutarix, “Distributed Algorithms for Com-
posite Optimization: Unified and Tight Convergence Analysis,” IEEE Trans.
on Signal Processing, vol. 69, pp. 3555-3570, June 2021 [10.1109/TSP.2021.
3086579].

e Y. Tian™, Y. Sun®, and G. Scutarix, “Achieving linear rate in distributed asyn-
chronous optimization,” IEEE Trans. on Automatic Control, vol. 65, no.
12, pp. 5264-5269, 2020 [DOIL: 10.1109/TAC.2020.2977940].



L. Cannellit*, F. Facchinei*, G. Scutari*x, and V. Kungurtsev, “Asynchronous
Optimization over Graphs: Linear Convergence under Error Bound Conditions,”
IEEE Trans. on Automatic Control, vol. 66, no. 16, pp. 4604-4619, Oct.
2020 [10.1109/TAC.2020.3033490].

I. Notarnicola, Y. Sun®, G. Scutarix, and G. Notarstefano, “Distributed Big-
Data Optimization via Block-wise Gradient Tracking,” TEEE Trans. on Au-
tomatic Control, vol. 66, no. 5, pp. 2045-2060, July 2020 [10.1109/TAC.2020
3008713].

Y. Tian™, Y. Sun®, and G. Scutarix, “Achieving linear rate in distributed asyn-
chronous optimization,” TEEE Trans. on Automatic Control, vol. 65, no.
12, pp. 5264-5269, 2020 [DOIL: 10.1109/TAC.2020.2977940].

G. Shetty, K. Slavakisx, A. Bose, L. Ying, U. Nakarmi, and G. Scutari, “Bi-
Linear Modeling of Data Manifolds for Dynamic-MRI recovery,” IEEE Trans.
on Medical Imaging, vol. 39, no. 3, pp. 688-702, March 2020 [10.1109/TMI.
2019.2934125].

G. Scutari*x, F. Facchinei, and L. Lampariello, “Parallel and Distributed Meth-
ods for Constrained Nonconvex Optimization — Part I: Theory,” IEEE Trans.
on Signal Processing, vol. 65, no. 8, pp. 1929-1944, April 2017 [10.1109/TSP.
2016.2637317]. Top 50 downloaded articles in IEEE TSP (Feb. 2017-June 2018).
Highly cited paper (ISI Web of Knowledge, 2018, 2019).

G. Scutari*x, F. Facchinei, L. Lampariello, S. Sardellitti, P. Song™, “Parallel and
Distributed Methods for Constrained Nonconvex Optimization — Part II: Applica-
tions in Communication and Machine Learning,” IEEE Trans. on Signal Pro-
cessing, vol. 65, no. 8, pp. 1945-1960, April 2017 [10.1109/TSP.2016.2637314].
Top 50 downloaded articles in IEEE TSP (Feb. 2017-June 2017).

S. Sardellitti*, G. Scutari*, and Sergio Barbarossa, “Joint Optimization of Ra-
dio and Computational Resources for Multicell Mobile-Edge Computing,” IEEE
Trans. on Signal and Information Processing over Networks, vol. 1, no.
2, pp. 89-103, June 2015 [10.1109/TSIPN.2015.2448520].

Top 50 downloaded articles in IEEE TSP (Dec. 2016-June 2017).

Highly cited paper (ISI Web of Knowledge, 2016-2019).

2020 IEEE Signal Processing Society Best Paper Award.

G. Scutari*x, F. Facchinei, J.-S. Pang, and D. P. Palomar, “Real and Complex
Monotone Communication Games,” IEEE Trans. on Information Theory,
vol. 60, no. 7, pp. 4197-4231, July 2014 [10.1109/TIT.2014.2317791].

G. Scutari*x, F. Facchinei, P. Song™, D. P. Palomar, and J.-S. Pang, “Decom-
position by Partial Linearization: Parallel Optimization of Multi-agent Systems,”
IEEE Trans. on Signal Processing, vol. 63, no. 3, pp. 641-656, Feb. 2014
[10.1109/TSP.2013.2293126].

2015 IEEE Signal Processing Society Young Author Best Paper Award.

Highly cited paper (ISI Web of Knowledge, 2016, 2017, 2018, 2019, 2020).

G. Scutari*x and J.-S. Pang, “Joint Sensing and Power Allocation in Nonconvex
Cognitive Radio Games: Nash Equilibria and Distributed Algorithms,” TEEE
Trans. on Information Theory, vol. 59, no. 7, pp. 4626-4661, July 2013
[10.1109/TIT.2013.2239354].

I. Atzeni*, L. G. Ordonez*, G. Scutari*, D. P. Palomar, and J. R. Fonollosa,
“Demand-Side Management via Distributed Energy Generation and Storage Op-
timization,” IEEE Transactions on Smart Grid, vol. 4, no. 2, pp. 866-876,
June 2013 [10.1109/TSG.2012.2206060].

Top 50 downloaded articles in IEEE TSG (Jan. 2017, April 2017).

Highly cited paper (IST Web of Knowledge, 2016, 2017, 2018, 2019, 2020).



Magazine Papers (Signal and Information Processing)

e G. Scutari*x, F. Facchinei, D. P. Palomar, and J.-S. Pang, “Convex Optimiza-
tion, Game Theory, and Variational Inequality Theory in Multiuser Communica-
tion Systems,” IEEE Signal Processing Magazine, vol. 27, no. 3, pp. 35-49,
May 2010 [10.1109/MSP.2010.936021].

Top 100 downloaded articles in IEEE among 1.25 million articles available (April-
July 2010).
Top 10 downloaded articles in IEEE SP Magazine (April-August 2010.

e G. Scutari*x, D. P. Palomar, J.-S. Pang, and Francisco Facchinei, “Flexible
Design for Cognitive Wireless Systems: From Game Theory to Variational In-
equality Theory,” IEEE Signal Processing Magazine, vol. 26, no. 5, pp.
107-123, Sept. 2009 [10.1109/MSP.2009.933446].

Top 100 downloaded articles in IEEE among 1.25 million articles available (Sept.
2009)
Top 10 downloaded articles in IEEE SP Magazine (Oct. 2009).

e G. Scutari*x, D. P. Palomar, and S. Barbarossa, “Cognitive MIMO Radio: Com-
petitive Optimality Design Based on Subspace Projections,” IEEE Signal Pro-
cessing Magazine, vol. 25, no. 6, pp. 46-59, Nov. 2008 [10.1109/MSP.2008.
929297].

Top 100 downloaded articles in IEEE among 1.25 million articles available (Jan.—
Mar. 2009).
Top 10 downloaded articles in IEEE SP Magazine (Mar. 2009).

e S. Barbarossa* and G. Scutari*x, “Bio-Inspired Sensor Network Design,” IEEE
Signal Processing Magazine, vol. 24, no. 3, pp. 26-35, May 2007 [10.1109/
MSP.2007.361599].

PATENTS Gesualdo Scutari and Daniel P. Palomar, “Multiple-Input Multiple-Output Cognitive
MIMO Radio,” US Patent 20,120,071,102, 2012, March 2012. Licensed.

SPONSORED National Science Foundation

RESEARCH 1. NeTS: Small: Toward Distributed Decision Making in Cognitive Radio Ad-hoc
Networks Based on Bilevel-equilibrium Programming, 07/01/2012-06/30/2016,
$400,000. Role: PI (co-PI: T. Melodia), PI share: 75%.

2. CARFEER: Variational Inequalities: A New Paradigm for Cognitive Network
Layering, 02/15/2013-01/31/2018, $400, 000. Role: Sole PI.

3. CIF: Small: Collaborative Research: Communicating While Computing: Mobile
Fog Computing Over Wireless Heterogeneous Networks, 09/01/2015-08/31/2018
(extended till 08/31/2019), $ ~ 225,000. Role: PI Lead Institution.

4. CIF: Medium: Collaborative Research: Parallel Online Algorithms for Large-scale
Dynamic MRI, 09/01/2015-08/31/2017, $ ~ 121,438. Role PI for SUNY Buffalo
(co-PI: L. Ying; PI Lead: G. Giannakis, UMN).

5. CIF: Small: Collaborative Research: Distributed Fog Computing for Non-Convez
Big-Data Analytics, 09/01/2017-08/31/2021, $270,000. Role: PI Lead Institu-
tion.

6. CMMI: CRISP 2.0 Type 1: Collaborative Research: Distributed Edge Computing
to Improve Resilience of Interdependent Systems, 01/01/2019-12/31/2022, § ~
352,077. Role: Co-PI, Co-PI share: 33% (PI: A. Liu, Co-PI: R. Nateghi).

7. CNS: NSF Workshop on State-of-the-Art and Challenges in Resilience, 10/01/2018—-
09/30/2019, $49,500. Role: Co-PI (PI: S. Bagchi).



Department of Defense (DoD)

8. Distributed On-line Optimization and Learning for Nonconvex Big Data Analytics
over Dynamic Networks, 03/01/2016-02/28/2019, $348,000, Office of Naval
Research (ONR). Role: Sole PI.

9. Fast Parallel and Distributed Algorithms for Neural Networks, 09/01/2016—
08/31/2017, ~ $80,000, BAE Systems-Army Reaserch Lab (ARL). Role:
Sole PI.

10. Distributed Robust Stochastic Nonconvexr Optimization Quver Time-Varying Net-
works, 06/01/2018-07/01/2022, ~ $400,000, Army Research Office (ARO).
Role: Sole PI.

11. High-dimensional Statistical Inference and Optimization over Networks: Designs,
Guarantees, and Tradeoffs, 06/09/2021-06/09,/2024, Office of Naval Research
(ONR), $453,000. Role: Sole PI.

Department of Energy (DoE)

13. Communication-Constrained Robust Control and Learning of Grid-Connected IoT,
08/01/2020-30/5/2024, ~ $1.500, 000, Role: Co-PI; co-PI share: $250, 000.

Purdue College of Engineering

14. Nonconvex Statistical Learning over Networks: Fundamental Tradeoffs and Guar-
antees, 08/01/2018-07/31/2019, $80,000, Collaborative Seed Grant, Data Sci-
ence in Engineering, Purdue University. Role: PI (co-PI: H. Honnappa).

15. Data Science for Decision-Making: A Distributed Nonconvex Approach with Guar-
antees, 01/01/2018-01/31/2020, School of Industrial Engineering/IE Emerging
Frontiers Teams Seed Funding Initiative, Purdue University, $500,000. Role: PI
(Co-PIs: H. Honnappa, A. Liu, and G. Cheng).

PROFESSIONAL LEADERSHIP POSITIONS
ACTIVITIES &

SERVICES e Founding Director of a university-wide center of Science of Data Analytic (SODA)

(the center has been approved by the CoE and will be lunched in Fall 2024)
e Member of the Purdue Engineering Initiative (PEI) in Data and Engineering Appli-

cations Group 2019-2020
e Member of the Purdue Data Science Working Group, 2018-2021
e Thrust Leader for the area of Optimization, Center for Resilient Infrastructures,
Systems, and Processes (CRISP), Purdue University, 2017-2022
e Director for Big Data Analytics, Cyber Center (Discovery Park) 2015-2016

e Member of the Purdue College of Engineering Preeminent Team on Flexible and
Efficient Spectrum Usage? 2016 — present

e Elected Member of IEEE Signal Processing for Communications and Networking
Technical Committee (SPCOM TC) 2012-2014.

EDITORIAL ACTIVITIES

e Associate Editor STAM J. on Optimization 2020-present
e Guest Editor IEEE Signal Processing Magazine, Special Issue on “Non-Convex

Optimization for Signal Processing and Machine Learning” 2021
e Senior Area Editor of IEEE Trans. on Signal Processing 2018-2021

2Members were chosen for the potential /impact of their work and international preeminence, as
part of the college’s strategic growth plan that will add as many as 107 faculty over five years.



Associate Editor of IEEE Trans. on Signal and Information Processing over

Networks 2017-2020
Associate Editor of IEEE Trans. on Signal Processing 2013-2018
Associate Editor of IEEE Signal Processing Letter 2012-2013

CONFERENCE ORGANIZATION AND SERVICES

Member of the best-paper award committee at the 2023 IEEFE International Work-
shop on Computational Advances in Multi-Sensor Adaptive Processing (IEEE CAM-
SAP), Dec. 10-13, 2023, Costa Rica.

Special session “Recent Advances on Distributed Optimization,” IEEE Asilomar
Conference on Signal, System, and Computing, Pacific Ground, CA, USA, Australia,
Nov. 3-6, 2019;

Special session “Optimization for Big-Data,” International Conference on Continu-
ous Optimization (ICCOPT), Tokyo, Japan, August 6-11, 2016;

Special session “Signal Processing and Optimization for Big-data,” Asilomar Con-
ference on Signal, System, and Computing, Pacific Grove, CA, USA, Nov. 8-11,
2015;

Member of the organizing committee of the 2014 IEEE Workshop on Signal Pro-
cessing Advances in Wireless Communications (IEEE SPAWC), June 22-25, 2014,
Toronto, Canada;

Member of the best-paper award committee of the 2012 IEEE Workshop on Signal
Processing Advances in Wireless Communications (IEEE SPAWC);

Special session on “Game Theory in Signal Processing for Communications,” the
17th International Conference on Digital Signal Processing, Santorini, Greece, July
6-8, 2011;

Special session on “Cognitive Radio Systems,” Asilomar Conference on Signal, Sys-
tem, and Computing, Pacific Grove, CA, USA, Nov. 4-7, 2011;

Special session on “Game Theory”, INFORMS 2011 Midwestern Conference, Ohio
State University, Columbus, OH, USA, August 1-2, 2011;

Member of the organizing committee of the 2003 IEEE Workshop on Signal Pro-
cessing Advances in Wireless Communications (IEEE SPAWC), July 15-18, 2003,
Rome, Italy.

TECHNICAL PROGRAM COMMITTEE MEMBERSHIP

IEEE Workshop on Signal Processing Advances in Wireless Communications, July
15-18, 2003, Rome, Italy.

International Conference on Game Theory for Networks, May 13-15, 2009, Bogazici
University, Istanbul, Turkey.

Mosharaka International Conference on Communications, Computers and Applica-
tions, October 16, 2009, Amman, Jordan.

Third Workshop on Game Theory in Communication Networks, October 23, 2009,
Pisa, Italy.

IEEE Workshop on Signal Processing Advances in Wireless Communications, June
21-24, 2009, Perugia, Italy.

International Workshop on Cognitive Information Processing, June 14-16, 2010, Elba
Island, Italy.

IEEE Vehicular Technology Conference, May 15-18, 2011, Budapest, Hungary.
IEEE International Conference on Communication, June 5-9, 2011, Kyoto, Japan;

International Conference on Network Games, Control and Optimization, October
12-14, 2011, Paris, France.



e European Signal Processing Conference, August 29-Sept. 2, 2011, Barcelona, Spain.
e [EEE Global Communications Conference, December 9-11, 2011, Huston, TX, USA.

e IEEE International Conference on Acoustics, Speech, and Signal Processing, March
25-30, 2012, Kyoto, Japan.

e IEEE 74rd Vehicular Technology Conference, May 6-9, 2012, Yokohama, Japan;

e IEEE Workshop on Signal Processing Advances in Wireless Communications, June
17-20, 2012, Cesme, Turkey.

e IEEE Global Communications Conference, December 3-7, Anaheim, CA, USA.

o [EEE Wireless Communications and Networking Conference, April 7-10, 2013, Shang-
hai, China.

e IEEE International Conference on Acoustics, Speech, and Signal Processing, May
26-31, 2013, Vancouver, Canada.

e IEEE Workshop on Signal Processing Advances in Wireless Communications, June
16-19, 2013, Darmstadt, Germany.

e IEEE Global Communications Conference, December 9-13, Atlanta, GA, USA.

o [EEE Wireless Communications and Networking Conference, April 6-9, 2014, Istan-
bul, Turkey;

e IEEE International Conference on Acoustics, Speech, and Signal Processing, May
4-9, 2014, Florence, Italy.

e IEEE Workshop on Signal Processing Advances in Wireless Communications, June
22-25, 2014, Toronto, Canada.

e [EEE Global Communications Conference, December 9-12, Austin, TX, USA.

o IEEE International Conference on Signal Processing, Informatics, Communication
and Energy Systems, Feb. 19-21, Kozhikode, India.

e IEEE International Conference on Communication, June 8-12, 2015, London, UK.

e IEEE Global Communications Conference, December 6-10, 2015, San Diego, CA,
USA.

e IEEE Global Conference on Signal and Information Processing, Dec. 14-16, 2015,
Orlando, FL, USA.

e Symposium on Signal and Information Processing Over Networks, within the 2016
IEEE Global Conference on Signal and Information Processing, Dec. 7-9, 2016,
Washington, D.C., USA.

e Symposium on Distributed Information Processing, Optimization, and Resource
Management over Networks, within the 2016 IEEE Global Conference on Signal
and Information Processing, Dec. 7-9, 2016, Washington, D.C., USA.

e Symposium on Distributed Optimization and Resource Management over Networks,
within the 2017 IEEE Global Conference on Signal and Information Processing, Nov.
14-16, 2017, Montreal, Canada.

PEER REVIEW ACTIVITIES (Journals only)

Mathematical Programming (Series A & B); Mathematics of Operation Research;
EURASIP Signal Processing J.; IEEE Communication Magazine; IEEE Commu-
nication Letters; IEEE J. on Selected Areas in Communications; IEEE J. on Se-
lected Topics in Signal Processing; IEEE Signal Processing Letter; IEEE Signal
Processing Magazine; IEEE Transactions on Automatic Control; IEEE Trans-
actions on Communications; IEEE Transactions on Information Theory; IEEE
Transactions on Signal Processing; IEEE Transactions on Vehicular Technology;
IEEE Transactions on Wireless Communications; SIAM Journal on Matrix Anal-
ysis and Applications; STAM Journal on Optimization; Operation Research.



GRANT REVIEWER (Panelist)

e Natural Science and Engineering Research Council of Canada 2014-2018

e National Science Foundation (NSF) Panelist (including CAREER panels) 2013—
2021

e European Community Council 2020-2023.

SERVICES AT PURDUE

e Chair of the faculty search committee, IE School AY 2019-2020, 2022-2023,
20232024

e Member of the IE Head search committee, AY 2021-2022
e Member of the faculty search committee, IE School 2020
e Member of the Faculty search committee, Purdue (CoE) College of Engineering,
Big-Data Science Initiative AY 2017-2018, 2018-2019
e Graduate committee member, School of IE, AY 2015-2016, 2016-2017,
2017-2018.
INVITED KEYNOTES, PLENARY TALKS, and DISTINGUISHED LECTURES
COURSES, 1. Communication Efficient Distributed Machine Learning. IEEE Signal Processing
TUTORIALS, & s . . ) Lo
Distinguished Lecture Series, IEEE SEM (Southeasterm Michigan) Chapter,
SCHOLARLY
Nov. 21, 2023.
TALKS

. Statistical Inference over Networks: Decentralized Optimization Meets High-di-

mensional Statistics. IEEE Signal Processing Distinguished Lecture Series, IEEE
SPS North Jersey Chapter, Nov. 29, 2023.

. Statistical Inference over Networks: Decentralized Optimization Meets High-di-

mensional Statistics. IEEE Signal Processing Distinguished Lecture Series, Ma-
chine Learning Seminars, University of Minnesota, Nov. 14, 2023, Minneapolis,
USA.

. Bringing Statistical Thinking in Distributed Optimization. Vignettes from High-

Dimensional Statistical Inference. IEEE Signal Processing Distinguished Lecture
Series, King’s College London, July 13, 2023, London, UK.

. Bringing Statistical Thinking in Distributed Optimization. Vignettes from High-

Dimensional Statistical Inference. IEEE Signal Processing Distinguished Lecture
Series, Imperial College London, July 12, 2023, London, UK.

. Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical

Learning over Networks. IEEE Signal Processing Distinguished Lecture Series,
IIT Madras, Feb. 15, 2023 (online on zoom).

. Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical

Learning over Networks. IEEE Signal Processing Distinguished Lecture Series,
IIT Kharagpur, Feb. 5, 2023 (online on zoom).

. Just Relax: Parallel Distributed Nonconvex Optimization via Successive Convex Ap-

prozimation. Plenary Talk at the IEEE International Workshop on Signal Process-
ing Advances in Wireless Communications (SPAWC 2017), July 3-6, 2017, Hokkaido,
Japan.

. Just Relax: Parallel Distributed Nonconvex Optimization via Successive Convexr Ap-

proximation. Keynote Speaker at the International Workshop on Distributed In-
formation Processing in Wireless Networks, ACM-MobiHoc 2017, July 10-14, 2017,
Madras, Chennai, India.



INVITED TALKS (most representative)

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Bringing Statistical Thinking in Distributed Optimization. Vignettes from High-
Dimensional Statistical Inference. Politecnico of Milan, July 17, 2023, Milan,
UK.

Bringing Statistical Thinking in Distributed Optimization. Vignettes from High-
Dimensional Statistical Inference. Sapienza University of Rome, June 28, 2023,
Rome, Italy.

Some Reflections on Decentralized Optimization for High-Dimensional Statistical
Inference. Statistics and Optimization in Data Science Workshop, Daniels’ School
of Business, Purdue University, May 25-27, 2023, West-Lafayette, IN, USA.

Some Reflections on Distributed Optimization for High-Dimensional Statistical In-
ference. Operations Research and Engineering Management, Southern Metho-
dist University (online on zoom), Feb. 10, 2023, Dallas, TX.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. Texas A&M University, Nov. 4, 2022, College Station,
Texas, USA.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. ICON Seminar in Optimization, Purdue University,
Oct. 28, 2022, West-Lafayette, IN, USA.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. Dept. of Statistics, Purdue University, April 29, 2022,
West-Lafayette, IN, USA.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. School of Electrical, Computer, and Energy Engineering,
Arizona State University, Feb. 25, 2022, Phoenix, AZ, USA.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. All-Russian Optimization Seminar, Dec. 15, 2021
(online on zoom).

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. Department of Electrical and Computer Engineering, Rice
University (online on zoom), Nov. 30, 2021, Huston, TX, USA.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. Dept. of Computer Sciences, Purdue University, Nov.
22, 2021.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. School of Mathematical and Statistical Sciences, Clemson
University (online on zoom), Nov. 1, 2021.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. School of Mathematics, Nanjing University (online on
zoom), Oct. 28, 2021.

Bringing Statistical Thinking in Distributed Optimization: Vignettes from Statistical
Learning over Networks. One World Signal Processing Seminar (online on
zoom), Dec. 10, 2020.

Distributed Statistical Inference Over Networks: Are Existing Optimization Algo-
rithms/Analyses Good?, Dept. of Electrical and Computing Engineering, Tufts
University, Dec. 4, 2020 (online on zoom), Medford, MA, USA.

Decentralized Statistical Learning: Algorithms and Guarantees. Dept. of Informa-
tion Engineering, Electronics, and Telecommunications, University of Rome “La
Sapienza”, July 4, 2019, Rome, Italy.



26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

Distributed On-line Optimization and Learning for Nonconvexr Big Data Analytics
over Dynamic Networks. Mathematical Optimization 6.1 Peer Review Meeting, Dec.
8, 2018, Arlington, VA, USA.

Just Relax: Parallel Distributed Nonconvex Optimization via Successive Convexr Ap-
prozimation. Dept. of Information Engineering, Electronics, and Telecommunica-
tions,University of Rome “La Sapienza”, June 28, 2017, Rome, Italy.

Parallel and Distributed Methods for Big-Data Optimization. NSF BDSpoke project—
Workshop on data quality, March 29, 2017, Purdue University, West-Lafayette,
IN, USA.

In-Network Nonconvez Large-scale Optimization. Information Systems Laboratory
Colloquium, Electrical Engineering Department, Stanford University, Feb. 8,
2017, CA, USA.

In-Network Nonconvex Large-scale Optimization, Institute for Pure & Applied Math-
ematics, University of California (UCLA), Feb. 7, 2017, Los Angeles, CA, USA.

In-Network Nonconvezr Large-scale Optimization, Dept. of Electrical Engineering,
University of California (UCLA), Nov. 10, 2016, Los Angeles, CA, USA.

In-Network Nonconvex Large-scale Optimization. Center for Optimization and Sta-
tistical Learning, Northwestern University, Oct. 10, 2016, Evanston, IL, USA.

In-Network Nonconvez Large-scale Optimization. Dept. of Engineering, University
of Salento, July 7, 2016, Lecce, Italy.

In-Network Nonconvex Large-scale Optimization. Dept. of Computer, Control, and
Management Engineering, University of Rome “La Sapienza”, June 27, 2016,
Rome, Italy. In-Network Nonconvex Big-Data Optimization. Dept. of Industrial
and System Engineering, University of Illinois at Urbana-Champaign, March
14, 2016, Urbana-Champaign, 1L, USA.

In-Network Nonconvexr Large-scale Optimization, Dept. of Electrical and Computer
Engineering, Purdue University, Feb. 18, 2016, West-Lafayette, IN, USA.

In-Network Nonconvexr Big-Data Analytics. “Distributed and Collaborative Intel-
ligent Systems Army Science and Planning Strategy Meeting”, Army Research
Lab (ARL), Dec. 3-4, 2015, Adelphi, MD, USA.

In-Network Nonconvexr Big-Data Analytics. Army Research Lab (ARL), Oct.
27, 2015, Adelphi, MD, USA.

Parallel and Distributed Algorithms for (nonconvex) Big-Data Optimization. Dept.
of Electrical and Computer Engineering, University of Wisconsin-Madison,
March 24, 2015, Madison, WI, USA.

Parallel and Distributed Algorithms for (nonconvez) Big-Data Optimization, Dept.
of Industrial Engineering, Purdue University, March 4, 2015, West-Lafayette, IN,
USA.

Parallel and Distributed Algorithms for (nonconvex) Big-Data Optimization. Dept.
of Industrial & Operations Engineering, University of Michigan, Feb. 17, 2015,
Ann Arbor, MI, USA.

Parallel and Distributed Algorithms for (nonconvex) Big-Data Optimization. Dept.
of Industrial and Manufacturing Engineering, Penn State University, Feb. 9,
2015, University Park, PA, USA.

Parallel Optimization Algorithms for Big-Data Problems. Dept. of Information En-
gineering, Electronics, and Telecommunications, University of Rome “La Sapienza”,
Dec. 18, 2014, Rome, ITtaly.

Parallel Optimization Algorithms for Big-Data Problems. Dept. of Electrical and
Computer Engineering, University of Michigan, Dec. 11, 2014, Ann Arbor, MI,
USA.



44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

95.

56.

HyFLEXA: Hybrid Random/Deterministic Parallel Algorithms for Nonconvex Big
Data Optimization. Dept. of Electrical and Systems Engineering, University of
Pennsylvania, Dec. 3, 2014, Philadelphia, PA, USA.

HyFLEXA: Hybrid Random/Deterministic Parallel Algorithms for Nonconvex Big
Data Optimization. Google, Nov. 5, 2014, Mountain View, CA, USA.

Parallel and Distributed Optimization of Large Scale Systems. Dept. of Electrical
Engineering, Penn State University, April 10, 2014, University Park, PA, USA.

Parallel and Distributed Optimization of Large Scale Systems. Dept. of Electrical
Engineering, University of Southern California, April 2, 2014, Los Angeles,
CA, USA.

Parallel and Distributed Optimization of Large Scale Systems. Dept. of Electrical
Engineering, University of California, March 31, 2014, Los Angeles, CA, USA.

Distributed Optimization of Large Scale Multi-Agent Systems. Digital Technology
Center, Dept. of Electrical and Computer Engineering, University of Minnesota,
Sept. 23, 2013, Minneapolis, MN, USA.

Distributed Optimization of Large Scale Multi-Agent Systems. Dept. of Electrical
and Computer Science, Northwestern University, August 19, 2013, Evanston,
IL.

Distributed Optimization of Large Scale Multi-Agent Systems. Dept. of Informa-
tion Engineering, Electronics, and Telecommunications, University of Rome “La
Sapienza”, July 5, 2013, Rome, Italy.

To Cooperate or Not to Cooperate: The Price of Altruism and Selfishness. Dept.
of Information Engineering, Electronics, and Telecommunications, University of
Rome “La Sapienza”, Dec. 19, 2011, Rome, Italy.

To Cooperate or Not to Cooperate: The Price of Altruism and Selfishness. Dept. of
Electrical Engineering, SUNY Buffalo, Oct. 24, 2011, Buffalo, NY, USA.

Variational Inequality (VI) Theory: A Mathematical Framework for Distributed De-
cision Makings. Dept. of Electrical Engineering, SUNY Buffalo, April 16, 2011,
Buffalo, NY.

Distributed Resource Allocation in Competitive Wireless Networks, Ph.D. Opponent
in Peter von Wrycza’s Doctoral Thesis in Telecommunications, School of Electrical
Engineering, KTH University, Dec. 14, 2010, Sweden.

Distributed Design of Cognitive Radio Systems: A Variational Inequality Approach.
Dept. of Industrial and Enterprise System Engineering, University of Illinois at
Urbana-Champaign, April 13, 2010, Urbana-Champaign, IL, USA.

TUTORIALS AND INVITED SHORT COURSES

Network- and Data-driven Learning: Fundamentals and Applications. 2019 IEEE-
SPS/EURASIP Summer School, May 20-24, 2019, Lecce Ttaly.

Advanced Decomposition Algorithms for Multi-Agent Systems. CIME Summer
School on “Centralized and Distributed Multi-Agent Optimization: Models and
Algorithms”, Cetraro, Italy, June 23-28, 2014.

Parallel Decomposition Techniques for Large Scale Multi-Agent Systems. IMSE
Summer School on Multi-Agent Networked Systems, University of Illinois at
Urbana-Champaign, August 15-19, 2013. Monotone Communication Games:
Theory, Algorithms, and Models. One-day course, Syracuse University, Nov.
18, 2012.

Distributed Algorithms for Multiuser Systems. Tutorial speaker at the 2012 Work-
shop on Complementarity and its Extensions, Institute of Mathematical Sciences,
National University of Singapore, December 17-19, 2012.



e Optimization Theory in the Decision Making for Cognitive Radio. ACROPOLIS
Summer School on Cognitive Radio Networks, July 12-15, 2011, Florence, Italy.

o Variational Inequality (VI) Theory: A Mathematical Framework for Multiuser Com-
munication Systems and Signal Processing. Tutorial at the IEEE International
Conference on Acoustic, Speech, and Signal Processing (ICASSP), May 22, 2011,
Prague, Czech Republic.

o Convexr Optimization, Game Theory, and Variational Inequality Theory in Multiuser
Communication Systems. Tutorial at the European Signal Processing Conference
(EUSIPCO), August 23-27, 2010, Aalborg, Denmark.

e Distributed Resource Allocation in Competitive Wireless Networks. Ph.D. Oppo-
nent Talk in Peter von Wrycza’s Doctoral Thesis in Telecommunications, Dec. 14,
2010, KTH, Sweeden.

TEACHING Purdue University
e [E335-Introduction to Operation Research-Optimization S16, S17, S18, S19, F20,

523

e IE590-Introduction to Computational Optimization (Purdue) F22
(new course introduced by Dr. Scutari)

e TE690-Large Scale Optimization S22
(new course introduced by Dr. Scutari)

e AAE/TIE561-Introduction to Convex Optimization F19, F21

e [E528-Nonlinear Optimization S21

e [E590-Optimization for Big Data F16, F18
(new course introduced by Dr. Scutari)

e TE690-Multi-Agent Optimization F15, F17

(new course introduced by Dr. Scutari)

SUNY Buffalo
e EE701-Sparse Optimization (SUNY) S14, S15
(new course introduced by Dr. Scutari)

e EE701-Variational Inequality Theory with Engineering Applications (SUNY) S12,
S13
(new course introduced by Dr. Scutari)

e EE531-Probability and Stochastic Processes F11, F12, F13, F14

MENTORING POST DOCTORAL SCHOLAR ADVISED
ACTIVITIES e Sandipan Kundu, Dept. of Electrical Eng, SUNY Buffalo 08/13-12/13
Topic(s): Distributed Fog-Computing for Heterogeneous Cloud Networks,
First job: Cruise Automation.
e Dr. Ying Sun, IE School, Purdue University 08/16-12/20
Topic(s): Distributed nonconvex optimization,

First job: Assistant Professor, Dept. of Electrical and Computer Engineering,
Penn State University, USA.

e Dr. Jiming Xu, IE School, Purdue University 08/18-08/19

Topic(s): Computational-Communication tradeoff in nonconvex distributed opti-
mization,

First job: Assistant Professor, College of Control Science and Engineering, Zhe-
jiang University, China.



e Dr. Yao Zheng, IE School, Purdue University 01/18-12/18
(co-advised with G. Cheng)

Topic(s): High-Dimensional Statistics over networks,

First job: Assistant Professor, Dept. of Statistics, University of Connecticut, USA.
e Dr. Marie Maros, IE School, Gilbreth Fellow, Purdue University —09/10-present

Topic(s): Decentralized High-Dimensional Statistics Learning.

GRADUATE STUDENTS ADVISED
e Peiran Song, SUNY Buffalo, Dept. of Electrical Engineering 05/2015

Ph.D. Thesis: Distributed Optimization of Nonconvex Multi-Agent Systems: The-
ory and Applications,

First job: Associate Professor at the Beijing Information Science and Technology
University.

Loris Cannelli, IE School, Purdue University 08/2019

Ph.D. Thesis: Asynchronous Algorithms for Nonconvex Large-Scale Optimization,

First job: Research Scientist at the Dalla Molle Institute for Artificial Intelligence,

Switzerland.

e Ye Tian, IE School, Purdue University 08/2021
Ph.D. Thesis: Distributed Optimization for Machine Learning: Guarantees and
Tradeofts,

First job: Data Scientist at Amazon Research.

e Amir Daneshmand, IE School, Purdue University 08/2021
Ph.D. Thesis: Parallel/Decentralized Algorithms for Big-data Non-convex Opti-
mization,

First job: Uber, Machine Learning Engineer.

Chang-Shen Lee, ECE School, Purdue University 08/2021
(co-advised with Prof. Michelusi),

Ph.D. Thesis: Efficient Communication Methods for Distributed Optimization,
First job: Quantitative Research Associate at Bloomberg L.P..

Tejas Tamboli, IE School, Purdue University 06/2022

M.S. Thesis: Linear Convergence of Distributed Gradient Tracking Schemes under
the KL Property,

First job: Axtria.

CURRENT PH.D. STUDENTS
e Yao Ji, IE School, Purdue University , Graduation date: 2024 (expected)
e Tianyu Cao, IE School, Purdue University Graduation date: 2026 (expected)
e Xiaokai Chen, IE School, Purdue University = Graduation date: 2027 (expected)
( )

Evan Chen, ECE School, Purdue University =~ Graduation date: 2027 (expected
(co-advised with Prof. Brendon),

Pai-Chuan Chang, ECE School, Purdue University Graduation date: 2027
(expected)



UNDERGRADUATE ADVISING

Dr. Scutari has advised several undergraduate students, in the form of individual
studies or summer research projects. The full list is omitted for the sake of brevity and
available under request.
PH.D. THESIS COMMITTEES SERVED
e Peter von Wrycza, Dept. of Electrical Eng., KTH, Sweden 12/10
Ph.D. Thesis: Distributed Resource Allocation in Competitive Wireless Networks
Ph.D. Advisor: B. Otterstern.

e Alberth Alvarado, Dept. of Industrial & Enterprise Systems Eng., UTUC, USA
08/14

Ph.D. Thesis: Centralized and Distributed Resource Allocation with Applications
to Signal Processing in Communications

Ph.D. Advisor:J.-S. Pang.

e Ali Parichehreh, Dept. of Electrical Eng., Polytechnic of Milan, Italy 10/15
Ph.D. Thesis: Efficient Traffic Offloading in Advanced Wireless Networks
Ph.D. Advisor: U. Spagnolini.

e Wenqi Wang, IE School, Purdue University 05/17

Ph.D. Thesis: Multi-Dimensional Data Analysis: Subspace Learning, Clustering
and Completion

Ph.D. Advisor: V. Aggarwal.
e Ali N. Al-Shuwail, Dept. of Electrical Eng., NJIT, USA 05/17

Ph.D. Thesis: Joint Uplink/Downlink, Precoding, Scheduling and Offloading Op-
timization for Mobile Cloud Computing with Limited Backhaul

Ph.D. Advisor: O. Simeone.
e Aryan Mokhtari, Dept. of Electrical & System Eng., UPenn, USA 05/17

Ph.D. Thesis: Efficient Methods for Large-Scale Optimization
Ph.D. Advisor: A. Ribeiro.

e Elvin Isufi, Dept. of Electrical Eng., Delft University, Netherlands 03/18
Ph.D. Thesis: Signal Processing on Graphs: filtering, sampling, and adaptive
algorithms
Ph.D. Advisor: P. Banelli and G. Leus.

e Run Chen, IE School, Purdue University, USA 06/21

Ph.D. Thesis: Distributed Optimization Algorithms and Their Applications to
Large-scale Problems in Energy Systems

Ph.D. Advisor: A. Liu.
e Kananart Kuwaranancharoen, ECE School, Purdue University, USA 06/23

Ph.D. Thesis: Analyses and Scalable Algorithms For Byzantine-Resilient Dis-
tributed Optimization

Ph.D. Advisor: S. Sundaram.



FULL
PUBLICATION
LIST

Monograph (lecture notes)

1.

A. Nedich, J.-S. Pang, G. Scutari, and Y. Sun, Multi-agent Optimization. Lecture
Notes in Mathematics, Springer Verlag, CIME Subseries, 2018.

Refereed Book Chapters

1.

Francisco Facchinei*, Vyacheslav Kungurtsev*, Lorenzo Lampariello*, and Gesu-
aldo Scutari*, “Iterative Complexity of a Fixed-Step SQP Method for NonConvex
Optimization with Convex Constraints,” Numerical Analysis and Optimization, p.
109-120, 2020.

G. Scutari*, D. P. Palomar, F. Facchinei, and J-S. Pang, “Monotone Games for
Cognitive Radio Systems,” in Distributed Decision-Making and Control, Eds. An-
ders Rantzer and Rolf Johansson, Lecture Notes in Control and Information
Sciences Series, Springer Verlag, 2011.

G. Scutari*, D. P. Palomar, and S. Barbarossa, “Competitive Optimization of
Cognitive Radio MIMO Systems via Game Theory,” in Convex Optimization in
Signal Processing and Communications, Eds. Daniel P. Palomar and Yonina C.
Eldar, Cambridge University Press, 2009.

S. Barbarossa, G. Scutari, and L. Pescosolido, “Distributed Space-Time Coding
Techniques for Multihop Networks”, in EURASIP Hindawi Book Series, T.
Kaiser and A. Bourdoux, Editors, 2004.

Journal Papers (Published/Accepted)?

1.

Y. Jit, G. Scutarix, Y. Sun, and H. Honnappa, “Distributed Sparse Regression
via Penalization,” J. of Machine Learning Research, vol. 24, no. 272, pp. 1-62,
2023.

. M. Maros® and G. Scutarix, “Decentralized Matrix Sensing: Statistical Guarantees

and Fast Convergence,” accepted, Proc. Conference on Neural Information
Processing Systems (NeurIPS), 2023.

. Y. Jit, G. Scutarix, Y. Sun, and H. Honnappa, “Distributed (ATC) Gradient

Descent for High-Dimension Sparse Regression,” IEEE Trans. on Information
Theory, vol. 69, no. 8, pp. 5253-5276, 2023 [10.1109/TTT.2023.3267742].

. V. Kungurtsev, M. Morafah, T. Javidi, and G. Scutari, “Decentralized Asyn-

chronous Non-convex Stochastic Optimization on Directed Graphs,” early access,
IEEE Trans. on Control of Network Systems, 2023 [10.1109/TCNS.2023.
3242043].

. N. Michelusi*, G. Scutari*x, and C.-S. Lee’, “Finite-Bit Quantization for Dis-

tributed Algorithms with Linear Convergence,” IEEE Trans. on Information
Theory, vol. 68, no. 11, pp. 7254-7280, Nov. 2022 [10.1109/TIT.2022.3176253].

. K. Slavakisx, G. Shetty, L. Cannelli™, G. Scutari, U. Nakarmi, and L. Ying, “Kernel

Regression Imputation in Manifolds via Bi-linear Modeling: The Dynamic MRI
case,” IEEE Trans. on Computational Imaging, vol. 8, pp. 133-147, 2022
[10.1109/TCI.2022.3148062].

. Y. Sun®, G. Scutarix, and A. Daneshmand™®, “Distributed Optimization Based

on Gradient-Tracking Revisited: Enhancing Convergence Rate via Surrogation,”
SIAM J. on Optimization, vol. 32, no. 2, pp. 354-385, 2022 [https://doi-
org/10.1137/19M1259973).

. F. Facchinei*x, V. Kungurtsev*, L. Lampariello*, and G. Scutari*, “Diminishing

Stepsize Methods for Nonconvex Composite Problems via Ghost Penalties: from the
General to the Convex Regular Constrained Case,” Optimization Methods and

3The list includes papers published at the conferences NeurIPS, AAAI, ICML, and AISTATS with

acceptance rate around 15% — 30%.



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Software, vol. 37, no. 4, pp. 109-120, 2022 [https://doi.org/10.1080/10556788.2020.
1854253].

M. Maros® and G. Scutarix, “Acceleration in Distributed Sparse Regression,” Proc.
Conference on Neural Information Processing Systems (NeurIPS 2022),
2022.

M. Maros® and G. Scutarix, “DGD?: A Linearly Convergent Distributed Algo-
rithm for High-dimensional Statistical Recovery” Proc. Conference on Neural
Information Processing Systems (NeurIPS 2022), 2022.

D. Kovalev, A. Beznosikov, E. Borodich, A. Gasnikov, and G. Scutari, “Optimal
Gradient Sliding and Its Application to Distributed Optimization under Similarity,”
Proc. Conference on Neural Information Processing Systems (NeurIPS
2022), 2022 (Spotlight, acceptance rate 4%).

Y. Tian™, G. Scutari, T. Cao*, and A. Gasnikov, “Acceleration in Distributed
Optimization under Similarity,” Proc. International Conference on Artificial
Intelligence and Statistics (AISTATS 2022), 2022.

F. Facchinei*x, V. Kungurtsev*, L. Lampariello*, and G. Scutari*, “Ghost Penalty
in Nonconvex Constrained Optimization: Diminishing Stepsizes and Iteration Com-
plexity,” Mathematics of Operations Research, vol. 46, no. 2, p. 595626,
2021 [https://doi.org/10.1287 /moor.2020.1079].

A. Daneshmand ™, G. Scutari*x, P. Dvurechensky, A. Gasnikov, “Newton Method
over Network is Fast up to Statistical Precision,” Proc. International Conference
on Machine Learning (ICML 2021), PMLR vol 139, pp. 2398-2409, 2021.

A. Beznosikov, G Scutari, A. Rogozin, and A. Gasnikov, “Distributed Saddle Point
Problems under Similarity,” Proc. Conference on Neural Information Pro-
cessing Systems (NeurIPS 2021), 2021.

J. Xu®, Y. Tian™, Y. Sun®, and G. Scutarix, “Distributed Algorithms for Compos-
ite Optimization: Unified and Tight Convergence Analysis,” IEEE Trans. on Sig-
nal Processing, vol. 69, pp. 3555-3570, June 2021 [10.1109/TSP.2021.3086579].

J. Xu®, Y. Tian™t, Y. Sun®, and G. Scutari, “Accelerated Primal-Dual Algorithms
for Distributed Smooth Convex Optimization over Networks,” Proc. International
Conference on Artificial Intelligence and Statistics (AISTATS 2020), 2020.

L. Cannelli™, F. Facchinei, G. Scutarix, and V. Kungurtsev, “Asynchronous Opti-
mization over Graphs: Linear Convergence under Error Bound Conditions,” IEEE
Trans. on Automatic Control, vol. 66, no. 16, pp. 4604-4619, Oct. 2020
[10.1109/TAC.2020.3033490].

C.-S. Lee™, N. Michelusi, and G. Scutarix, “Limited Rate Distributed Weight-
Balancing and Average Consensus over Digraphs,” IEEE Trans. on Automatic
Control, vol. 66, no. 10, pp. 4530-4545, Oct. 2021 [10.1109/TAC.2020.3030871].

I. Notarnicola, Y. Sun®, G. Scutarix, and G. Notarstefano, “Distributed Big-Data
Optimization via Block-wise Gradient Tracking,” IEEE Trans. on Automatic
Control, vol. 66, no. 5, pp. 2045-2060, July 2020 [10.1109/TAC.2020.3008713].

A. Daneshmand™, G. Scutarix, and V. Kungurtsev, “Second-order Guarantees of
Distributed Gradient Algorithms,” SIAM J. on Optimization, vol. 30, no. 4,
2020 [https://doi-org.ezproxy.lib.purdue.edu/10.1137/18M121784X].

Y. Tiant, Y. Sun®, and G. Scutarix, “Achieving linear rate in distributed asyn-
chronous optimization,” IEEE Trans. on Automatic Control, vol. 65, no. 12,
pp. 5264-5269, 2020 [DOT: 10.1109/TAC.2020.2977940].

L. Cannelli™, F. Facchinei*x, V. Kungurtsev*, G. Scutari*, “Asynchronous Paral-
lel Algorithms for Nonconvex Optimization,” Mathematical Programming, vol.
184, pp. 121-154, 2020 [https://doi.org/10.1007/s10107-019-01408-w].



24

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

. G. Shetty, K. Slavakisx, A. Bose, L. Ying, U. Nakarmi, and G. Scutari, “Bi-Linear
Modeling of Data Manifolds for Dynamic-MRI recovery,” IEEE Trans. on Medi-
cal Imaging, vol. 39, no. 3, pp. 688-702, March 2020 [10.1109/TMI.2019.2934125].

G. Scutari* and Y. Sun®* “Distributed Nonconvex Constrained Optimization over
Time-varying Digraphs,” Mathematical Programming, vol. 176, pp. 497-544,
2019 [https://doi.org/10.1007 /s10107-018-01357-w].

Highly cited paper (IST Web of Knowledge, 2019, 2020).

A. Daneshmand™®, Y. Sun®, G. Scutarix, F. Facchinei, and B. Sadler, “Decentral-
ized Dictionary Learning over Time-Varying Graphs,” J. of Machine Learning
Research, vol. 20, no. 139, pp. 1-62, 2019.

A. Al-Shuwaili, O. Simeone, A. Bagheri, and G. Scutari, “Joint Uplink/Downlink
Optimization for Backhaul-Limited Mobile Cloud Computing with User Schedul-
ing,” IEEE Trans. on Signal and Information Processing over Networks,
vol. 3, no. 4, pp. 787-802, Dec. 2017 [10.1109/TSIPN.2017.2668142].

Top 50 downloaded articles in Top 50 downloaded articles in IEEE TSP (Feb. 2017-
June 2017).

G. Scutari*x, F. Facchinei, and L. Lampariello, “Parallel and Distributed Methods
for Constrained Nonconvex Optimization — Part I: Theory,” IEEE Trans. on Sig-

nal Processing, vol. 65, no. 8, pp. 1929-1944, April 2017 [10.1109/TSP.2016.2637317].

Top 50 downloaded articles in IEEE TSP (Feb. 2017 — June 2018).
Highly cited paper (IST Web of Knowledge, 2018, 2019).

G. Scutari*x, F. Facchinei, L. Lampariello, S. Sardellitti, P. Song™, “Parallel and
Distributed Methods for Constrained Nonconvex Optimization — Part II: Applica-
tions in Communication and Machine Learning,” IEEE Trans. on Signal Pro-
cessing, vol. 65, no. 8, pp. 1945-1960, April 2017 [10.1109/TSP.2016.2637314].
Top 50 downloaded articles in IEEE TSP (Feb. 2017 — June 2017).

F. Facchinei*x, L. Lampariello®, and G. Scutari*, “Feasible Methods for Nonconvex
Nonsmooth Problems with Applications in Green Communications,” Mathemat-
ical Programming, vol. 164, pp. 55-90, 2017 [https://doi.org/10.1007/s10107-
016-1072-9].

P. Di Lorenzo* and G. Scutari*x, “NEXT: In-Network Nonconvex Optimization,”
IEEE Trans. on Signal and Information Processing over Networks, vol.
2, no. 2, pp. 120-136, June 2016 [10.1109/TSIPN.2016.2524588].

Top 50 downloaded articles in IEEE TSIPN (Dec. 2016 — May 2018).

Highly cited paper (ISI Web of Knowledge, 2017, 2018, 2019).

Y. Yang, G. Scutari, D. Palomar, and M. Pesavento, “A Parallel Stochastic Ap-
proximation Method for Nonconvex Multi-Agent Optimization Problems,” IEEE
Trans. on Signal Processing, vol. 64, no. 11, pp. 2949-2964, June 2016
[10.1109/TSP.2016.2531627].

7. Guan, T. Melodia, and G. Scutari, “To Transmit or Not to Transmit? Distributed
Queueing Games for Infrastructureless Wireless Networks,” IEEE/ACM Trans.
on Networking, vol. 24, no. 2, pp. 1153-1166, April 2016 [10.1109/TNET.2015.
2412116].

A. Daneshmandtx, F. Facchinei*, V. Kungurtsev*, and G. Scutari*, “Hybrid
Random/Deterministic Parallel Algorithms for Nonconvex Big Data Optimization,”
IEEE Trans. on Signal Processing, vol. 63, no. 13, pp. 3914-3929, August
2015 [10.1109/TSP.2015.2436357].

Top 50 downloaded articles in IEEE TSP (July 2015).

S. Sardellitti*, G. Scutari*, and Sergio Barbarossa, “Joint Optimization of Ra-
dio and Computational Resources for Multicell Mobile-Edge Computing,” IEEE
Trans. on Signal and Information Processing over Networks, vol. 1, no. 2,
pp. 89-103, June 2015 [10.1109/TSIPN.2015.2448520].

Top 50 downloaded articles in IEEE TSP (Dec. 2016-June 2017).
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Highly cited paper (ISI Web of Knowledge, 2016-2019).
2020 IEEE Signal Processing Society Best Paper Award.

F. Facchinei*, G. Scutari*x, and S. Sagratella, “Parallel Selective Algorithms for
Big Data Optimization,” IEEE Trans. on Signal Processing, vol. 63, no. 7,
pp. 1874-1889, April 2015 [10.1109/TSP.2015.2399858].

Top 10 downloaded articles in IEEE TSP (March 2015)

Top 50 downloaded articles in IEEE TSP (April 2015, May 2015).

F. Facchinei*x, J.-S. Pang*, and G. Scutari*, “Non-Cooperative Games with Min-
max Objectives,” Computational Optimization and Applications, vol. 59, no.
1, pp 85-112, Oct. 2014 [https://doi.org/10.1007/s10589-014-9642-3].

G. Scutari*x, F. Facchinei, J.-S. Pang, and D. P. Palomar, “Real and Complex
Monotone Communication Games,” IEEE Trans. on Information Theory, vol.
60, no. 7, pp. 4197-4231, July 2014 [10.1109/TIT.2014.2317791].

F. Facchinei*x, J.-S. Pang*, G. Scutari*, and L. Lampariello, “VI-constrained
Hemivariational Inequalities: Distributed Algorithms and Power Control in Ad-Hoc
Networks,” Mathematical Programming, vol. 145, no. 1, pp 59-96, June 2014
[ https://doi.org/10.1007/s10107-013-0640-5].

I. Atzeni, L. G. Ordonez, G. Scutari, Daniel P. Palomar, and Javier R. Fonollosa,
“Noncooperative Day-Ahead Bidding Strategies for Demand-Side Expected Cost
Minimization with Real-Time Adjustments,” IEEE Trans. on Signal Process-
ing, vol. 66, no. 9, pp. 2397-2412, May 2014 [10.1109/TSP.2014.2307835].

A, Alvarado, G. Scutari*x, and J.-S. Pang, “A New Distributed DC-Programming
Method and its Application to Physical Layer Security,” IEEE Trans. on Signal
Processing, vol. 62, no. 6, pp. 2984-2998, March 2014 [10.1109/TSP.2014.2315167].

G. Scutari*x, F. Facchinei, P. Songt, D. P. Palomar, and J.-S. Pang, “Decom-
position by Partial Linearization: Parallel Optimization of Multi-agent Systems,”
IEEE Trans. on Signal Processing, vol. 63, no. 3, pp. 641-656, Feb. 2014
[10.1109/TSP.2013.2293126].

2015 IEEE Signal Processing Society Young Author Best Paper Award.

Highly cited paper (IST Web of Knowledge, 2016, 2017, 2018, 2019, 2020).

Y. Yang, F. Rubio, G. Scutari, and Daniel P. Palomar, “Multi-Portfolio Optimiza-
tion: A Potential Game Approach,” ITEEE Trans. on Signal Processing, vol.
61, no. 22, pp. 5590-5602, Nov. 2013 [10.1109/TSP.2013.2277839].

Top 10 downloaded articles in IEEE TSP (Oct. 2013).

Y. Yang*, G. Scutari*x, P. Song™, and D. P. Palomar, “Robust MIMO Cogni-
tive Radio under Interference Temperature Constraints,” IEEE Journal on Se-
lected Areas in Communications, vol. 31, no. 11, pp. 2465-2482, Nov. 2013
[10.1109/JSAC.2013.131131].

G. Scutari*x and J.-S. Pang, “Joint Sensing and Power Allocation in Noncon-
vex Cognitive Radio Games: Nash Equilibria and Distributed Algorithms,” IEEE
Trans. on Information Theory, vol. 59, no. 7, pp. 4626-4661, July 2013
[10.1109/TTT.2013.2239354].

I. Atzeni*, L. G. Ordonez*, G. Scutari*, D. P. Palomar, and J. R. Fonollosa,
“Demand-Side Management via Distributed Energy Generation and Storage Op-
timization,” IEEE Transactions on Smart Grid, vol. 4, no. 2, pp. 866-876,
June 2013 [10.1109/TSG.2012.2206060)].

Top 50 downloaded articles in IEEE TSG (Jan. 2017, April 2017).

Highly cited paper (IST Web of Knowledge, 2016, 2017, 2018, 2019, 2020).

I. Atzeni*, L. G. Ordonez*, G. Scutari*, D. P. Palomar, and J. R. Fonollosa, “Non-
cooperative and Cooperative Optimization of Distributed Energy Generation and
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Storage in the Demand-Side of the Smart Grid,” IEEE Trans. on Signal Pro-
cessing, vol. 61, no. 10, pp. 24542472, May 2013 [10.1109/TSP.2013.2248002].
Top 10 downloaded articles in IEEE TSP (June, July 2013).

J.-S. Pang* and Gesualdo Scutari*x, “Joint Sensing and Power Allocation in Non-
convex Cognitive Radio Games: Quasi Nash Equilibria,” IEEE Trans. on Signal
Processing, vol. 61, no. 9, pp. 2366-2382, May 2013 [10.1109/TSP.2013.2239993].

J.-S. Pang*x and G. Scutari*, “Nonconvex Games with Side Constraints,” STAM
J. on Optimization, vol. 21, no. 4, pp. 1491-1522, Dec. 2011 [https://doi-
org/10.1137/10081178].

18. J. Wang, G. Scutarix, and D. P. Palomar, “Robust MIMO Cognitive Radio
via Game Theory,” IEEE Transactions on Signal Processing, vol. 59, no. 3,
pp. 1182-1201, March 2011 [10.1109/TSP.2010.2092773].
Top 10 downloaded articles in IEEE TSP (March 2011).

J.-S. Pang*, G. Scutari*x, Daniel P. Palomar, and Francisco Facchinei, “Design
of Cognitive Radio Systems Under Temperature-Interference Constraints: A Varia-
tional Inequality Approach,” IEEE Trans. on Signal Processing, vol. 58, no.
6, pp. 3251-3271, June 2010 [10.1109/TSP.2010.2043138].

G. Scutari*x, F. Facchinei, D. P. Palomar, and J.-S. Pang, “Convex Optimization,
Game Theory, and Variational Inequality Theory in Multiuser Communication Sys-
tems,” IEEE Signal Processing Magazine, vol. 27, no. 3, pp. 35-49, May 2010
[10.1109/MSP.2010.936021].

Top 100 downloaded articles in IEEE among 1.25 million articles available (April-
July 2010).

Top 10 downloaded articles in IEEE SP Magazine (April-August 2010.

G. Scutari*x and D. P. Palomar, “MIMO Cognitive Radio: A Game-Theoretical
Approach,” IEEE Trans. on Signal Processing, vol. 58, no. 2, pp. 761-780,
Feb. 2010 [10.1109/TSP.2009.2032039].

Top 10 downloaded articles in IEEE TSP (Jan.-March 2010).

G. Scutari*x, D. P. Palomar, J.-S. Pang, and Francisco Facchinei, “Flexible De-
sign for Cognitive Wireless Systems: From Game Theory to Variational Inequality
Theory,” IEEE Signal Processing Magazine, vol. 26, no. 5, pp. 107-123, Sept.
2009 [10.1109/MSP.2009.933446].

Top 100 downloaded articles in IEEE among 1.25 million articles available (Sept.
2009)

Top 10 downloaded articles in IEEE SP Magazine (Oct. 2009).

G. Scutari*x, D. P. Palomar, and S. Barbarossa, “The MIMO Iterative Waterfilling
Algorithm,” IEEE Trans. on Signal Processing, vol. 57, no. 5, pp. 1917-1935,
May 2009 [10.1109/TSP.2009.2013894].

Top 10 downloaded articles in IEEE TSP (May — July 2009).

G. Scutari*x, D. P. Palomar, and S. Barbarossa, “Cognitive MIMO Radio: Com-

petitive Optimality Design Based on Subspace Projections,” IEEE Signal Pro-

cessing Magazine, vol. 25, no. 6, pp. 46-59, Nov. 2008 [10.1109/MSP.2008.929297].
Top 100 downloaded articles in IEEE among 1.25 million articles available (Jan.-

Mar. 2009).

Top 10 downloaded articles in IEEE SP Magazine (Mar. 2009).

G Scutari*x, D. P. Palomar, and S. Barbarossa, “Competitive Design of Multiuser
MIMO Systems based on Game Theory: A Unified View,” IEEE J. on Selected
Areas in Communications: Special Issue on Game Theory, vol. 25, no. 7,
pp. 1089-1103, Sept. 2008 [10.1109/JSAC.2008.080907].

J.-S. Pang*, G. Scutari*x, F. Facchinei, and C. Wang, “Distributed Power Allo-
cation with Rate Constraints in Gaussian Parallel Interference Channels,” IEEE
Trans. on Information Theory, vol. 54, no. 8, pp. 3471-3489, Aug. 2008
[10.1109/TTT.2008.926399].
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66.

. G. Scutari*x and S. Barbarossa, “Distributed Consensus Over Wireless Sensor
Networks Affected by Multipath Fading,” IEEE Trans. on Signal Processing,
vol. 56, no. 8, pp. 41004110, Aug. 2008 [10.1109/TSP.2008.924857].

G. Scutari*x, D. P. Palomar, and S. Barbarossa, “Asynchronous Iterative Water-
Filling for Gaussian Frequency-Selective Interference Channels,” IEEE Trans. on
Information Theory, vol. 54, no. 7, pp. 2868-2878, July 2008 [10.1109/TIT.2008.
924723].

G. Scutari*x, S. Barbarossa, and L. Pescosolido, “Distributed Decision Through
Self-Synchronizing Sensor Networks in the Presence of Propagation Delays and
Asymmetric Channels,” IEEE Trans. on Signal Processing, vol. 56, no. 4,
pp. 1667-1684, April 2008 [10.1109/TSP.2007.909377].

G. Scutari*x, D. P. Palomar, and S. Barbarossa, “Optimal Linear Precoding Strate-
gies for Wideband Noncooperative Systems Based on Game Theory — Part I: Nash
Equilibria,” IEEE Trans. on Signal Processing, vol. 56, no. 3, pp. 1230-1249,
March 2008 [10.1109/TSP.2007.907807].

Highly cited paper (IST Web of Knowledge, 2008, 2009).

G. Scutari*x, D. P. Palomar, and S. Barbarossa, “Optimal Linear Precoding Strate-
gies for Wideband Noncooperative Systems Based on Game Theory — Part 1I: Al-
gorithms,” IEEE Trans. on Signal Processing, vol. 56, no. 3, pp. 1250-1267,
March 2008 [10.1109/TSP.2007.907808].

Highly cited paper (IST Web of Knowledge, 2008, 2009).

S. Barbarossa* and G. Scutari*x, “Decentralized Maximum-Likelihood Estimation
for Sensor Networks Composed of Nonlinearly Coupled Dynamical Systems,” IEEE
Trans. on Signal Processing, vol. 55, no. 7, pp. 3456-3470, July 2007
[10.1109/TSP.2007.893921].

S. Barbarossa*x and G. Scutarixx, “Bio-Inspired Sensor Network Design,” IEEE
Signal Processing Magazine, vol. 24, no. 3, pp. 26-35, May 2007 [10.1109/
MSP.2007.361599].

G. Scutari*x and S. Barbarossa, “Distributed Space-time Coding for Regenerative
Relay Networks,” IEEE Trans. on Wireless Communications, vol. 4, no. 5,
pp. 2387-2399, Sept. 2005 [10.1109/TWC.2005.853883].

Refereed Conference Papers

1

. M. Maros® and G. Scutarix, “A Unified View of Decentralized Algorithms for Sparse
Linear Regression,” Proc. of the 2023 IEEFE International Workshop on Compu-
tational Advances in Multi-Sensor Adaptive Processing (CAMSAP23), Dec. 10-13,
2023, Los Suenos, Costa Rica.

A. Agafonov, P. Dvurechensky, G. Scutari, A. Gasnikov, D. Kamzolov, A. Lukashe-
vich, and A. Daneshmand™, “An Accelerated Second-Order Method for Distributed
Stochastic Optimization,” Proc. of the 60th IEEE Conference on Decision and
Control (CDC), 14-17 Dec. 2021, Austin, TX, USA.

J. Xu®, Y. Tian™, Y. Sun®, and G. Scutarix, “A Unified Algorithmic Framework
for Distributed Composite Optimization,” Proc. of the 59th IEEE Conference on
Decision and Control (CDC20), Dec. 14-18, 2020, (online conference because of
COVID-19).

J. Xu®, Y. Sun®, Y. Tian™, and G. Scutarix, “A Unified Contraction Analysis of
a Class of Distributed Algorithms for Composite Optimization,” Proc. of the 2019
IEEE workshop on Computational Advances in Multi-Sensor Adaptive Processing
(CAMSAP19), Dec. 15-18, 2019, Guadeloupe, West Indies.
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11.

12.

13.

14.

15.

16.

17.

C.-S. Lee™, N. Michelusi, and G. Scutarix, “Distributed Quantized Weight-Balancing
and Average Consensus over Digraphs,” Proc. of the 57th IEEE Conference on De-
cision and Control (CDC18), Dec. 17-19, 2018, Fontainebleau, Miami Beach, FL,
USA.

Y. Tian™, Y. Sun®, G. Scutarix, and B. Dut, “ASY-SONATA: Achieving Linear
Convergence in Distributed Asynchronous Multiagent Optimization,” Proc. of the
56th Allerton Conference on Communication, Control, and Computing (Allerton

2018), Oct. 2-5, 2018, Monticello, IL, USA.

A. Daneshmand™, G. Scutarix, and V. Kungurtsev, “Second Order Guarantees of
Gradient Algorithms over Networks,” Proc. of the 56th Annual Allerton Conference
on Communication, Control, and Computing, Oct. 3-5, 2018, Monticello, IL, USA.

I. Notarnicola, Y. Sun®, G. Scutari, and G. Notarstefano, “Distributed Big-Data
Optimization via Block-Iterative Convexification and Averaging,” Proc. of the 56th
IEEE Conference on Decision and Control, Dec. 1215, 2017, Melbourne, Australia.

I. Notarnicola, Y. Sun®, G. Scutari, and G. Notarstefano, “Distributed Big-Data Op-
timization via Block Communications,” Proc. of the 2017 IEEFE workshop on Com-
putational Advances in Multi-Sensor Adaptive Processing (CAMSAP17), Dec. 10—
13, 2017, Curagao, Dutch Antilles.

Best Student Paper Award.

L. Cannelli*, F. Facchinei*, V. Kungurtsev*, and G. Scutari*, “Essentially Cyclic
Asynchronous Nonconvex Large-Scale Optimization,” Proc. of the 2017 IEEE In-
ternational Workshop on Signal Processing Advances in Wireless Communications
(SPAWC 2017), July 3-6, 2017, Sapporo, Japan.

Best Paper Award runner-up.

Y. Sun® and G. Scutarix, “Distributed Nonconvex Optimization for Sparse Repre-
sentation,” Proc. of the 2017 IEEE International Conference on Acoustics, Speech,
and Signal Processing (ICASSP17), March 5-9, 2017, New Orleans, USA.

A. Mokhtari, A. Koppel, G. Scutari, A. Ribeiro, “Large-scale Nonconvex Stochastic
Optimization by Doubly Stochastic Successive Convex Approximation,” Proc. of the

2017 IEEFE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP17), March 5-9, 2017, New Orleans, USA.

A. Daneshmand™t, Y. Sun®, G. Scutarix, and F. Facchinei, “D2L: Decentralized
Dictionary Learning over Dynamic Networks,” Proc. of the 2017 IEEFE International
Conference on Acoustics, Speech, and Signal Processing (ICASSP17), March 5-9,
2017, New Orleans, USA.

L. Cannellit*, F. Facchinei*, V. Kungurtsev*, and G. Scutari*x, “Asynchronous
Parallel Nonconvex Large-scale Optimization,” Proc. of the 2017 IEEE Interna-
tional Conference on Acoustics, Speech, and Signal Processing (ICASSP17, March
5-9, 2017, New Orleans, USA.

A. Daneshmand™, G. Scutari,x and F. Facchinei, “Distributed Dictionary Learning,”

Proc. of the 50th Asilomar Conference on Signals, Systems, and Computers, Nov.
6-9, 2016, Pacific Grove, CA, USA.

L. Cannellit, G. Scutarix, F. Facchinei, and V. Kungurtsev, “Parallel Asynchronous
Lock-Free Algorithms for Nonconvex Big-Data Optimization,” Proc. of the 50th
Asilomar Conference on Signals, Systems, and Computers, Nov. 6-9, 2016, Pacific

Grove, CA, USA.
Best Paper Award runner-up (track D).

Y. Sun®, G. Scutarix, and D. Palomar, “Distributed Nonconvex Multiagent Opti-
mization Over Time-Varying Networks,” Proc. of the 50th Asilomar Conference on
Signals, Systems, and Computers, Nov. 6-9, 2016, Pacific Grove, CA, USA.
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30.

. P. Song™, G. Scutarix, F. Facchinei, and L. Lampariello, “D3M: Distributed Multi-
Cell Multigroup Multicasting,” Proc. of the 2016 IEEE International Conference on
Acoustics, Speech, and Signal Processing (ICASSP16), March 20-25, 2016, Shang-
hai, China.

P. Di Lorenzo and G. Scutari, “Distributed Nonconvex Optimization Over Time-
Varying Networks,” Proc. of the 2016 IEEFE International Conference on Acoustics,
Speech, and Signal Processing (ICASSP16), March 20-25, 2016, Shanghai, China.

59. P. Di Lorenzo and G. Scutari, “Distributed Nonconvex Optimization Over Net-
works,” Proc. of the 6th IEEE International Workshop on Computational Advances
in Multi-Sensor Adaptive Processing, pp. 229-232, Dec. 13-16, 2015, Cancun, Mex-
ico.

L. Cannellit, P. Scarponi™, G. Scutari, and L. Ying, “A Parallel Algorithm for Com-
pressed Sensing Dynamic MRI Reconstruction,” Proc. of the 25th Annual Meet-
ing and Ezhibition, International Society of for Magnetic Resonance in Medicine

(ISMRM), May 30-June 5, 2015, Toronto, Ontario, Canada.

S. Sardellitti, S. Barbarossa, and G. Scutari, “Distributed Mobile Cloud Computing:
Joint Optimization of Radio and Computational Resources,” Proc. of the 2014 IEEE
Global Communication Conference, pp. 1505-1510, Dec. 8-12, 2014, Austin, TX,
USA.

A. Daneshmand™, F. Facchinei*, V. Kungurtsev*, and G. Scutari*, “Flexible Se-
lective Parallel Algorithms for Big Data Optimization,” Proc. of the 48th Asilomar

Conference on Signals, Systems, and Computers, pp. 3—7, Nov. 2-5, 2014, Pacific
Grove, CA, USA.

S. Sardellitti*, G. Scutari**, and S. Barbarossa, “Distributed Joint Optimization of
Radio and Computational Resources for Mobile Cloud Computing,” Proc. of the
Sth IEEE International Conference on Cloud Networking, pp. 211-216, Oct. 8-10,
2014, Luxembourg.

M. Mardani, L. Ying, G. Scutari, K. Slavakis, G. Giannakis, “Dynamic MRI Using
Subspace Tensor Tracking,” Proc. of the 36th Annual International Conference
of the IEEE Engineering in Medicine and Biology Society, August 26-30, 2014,
Chicago, Illinois, USA.

F. Facchinei*, S. Sagratella*, and G. Scutari*x, “Flexible Parallel Algorithms for
Big Data Optimization,” Proc. of the 201/ IEEE International Conference on
Acoustics, Speech, and Signal Processing (ICASSP14), pp. 7208-7212, May 4-9,
2014, Florence, Italy.

G. Scutari*x, F. Facchinei, L. Lampariello, and P. Song*, “Parallel and Distributed
Methods for Nonconvex Optimization,” Proc. of the 2014 IEEFE International Con-
ference on Acoustics, Speech, and Signal Processing (ICASSP14), pp. 840-844, May
4-9, 2014, Florence, Italy.

S. Sardellitti*, G. Scutari*x, and S. Barbarossa, “Joint Cell Selection and MIMO
Precoding in Heterogeneous Networks via Successive Convex Approximation,” Proc.
of the it 2014 IEEE International Conference on Acoustics, Speech, and Signal
Processing (ICASSP14), pp. 850-854, May 4-9, 2014, Florence, Italy.

Y. Yang, G. Scutari, and D. Palomar, “Parallel Stochastic Decomposition Algo-
rithms for Multi-Agent Systems,” Proc. of the 14th IEEE Workshop on Signal
Processing Advances in Wireless Communications (SPAWC14), pp. 180-184, June
16-19, 2013, Darmstadt, Germany.

G. Scutari*x, F. Facchinei, P. Song™, D. Palomar, and J.-S. Pang, “Decomposition
by Partial Linearization in Multiuser Systems,” Proc. of the 2018 IEEE Inter-
national Conference on Acoustics, Speech, and Signal Processing (ICASSP13), pp.
4424-4428, May 26—31, 2013; Vancouver, Canada.
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. I. Atzeni*, L. Ordonez*, G. Scutari*, D. Palomar, and J. Fonollosa, “Coopera-
tive Day-Ahead Bidding Strategies for Demand-side Expected Cost Minimization,”
Proc. of the 2013 IEEE International Conference on Acoustics, Speech, and Signal
Processing (ICASSP13), pp. 5224-5228, May 26-31, 2013, Vancouver, Canada.

7. Guan*, T. Melodia*, and G. Scutari*, “Distributed Queueing Games in Interference-
limited Wireless Networks,” in Proc. of the 2013 IEEFE International Conference on
Commaunications (ICC13), pp. 18101815, June 9-13, 2013, Budapest, Hungary.

I. Atzeni*, L. Ordonez*, G. Scutari*, D. Palomar, and J. Fonollosa, “Day-Ahead
Bidding Strategies for Demand-Side Expected Cost Minimization,” in Proc. of
the 2012 IEEE Smart Grid Communications, pp. 91-96, Nov. 5-8, 2012, Tainan,
Taiwan.

G. Scutari*x, F. Facchinei, and J.-S. Pang, “Equilibrium Selection in MIMO Com-
munication Games,” in Proc. of the 13th IEEE Workshop on Signal Processing
Advances in Wireless Communications (SAPWC12), p. 80-84, June 17-20, 2012,
Cesme, Turkey.

G. Scutari*x, F. Facchinei, and J.-S. Pang, and L. Lampariello, “Equilibrium Selec-
tion in Power Control Games on the Interference Channel,” in Proc. of the 2012
IEEFE International Conference on Computer Communications, pp. 675—-683, March
23-25, 2012, Orlando, Florida.

G. Scutari*x, D. Palomar, F. Facchinei, and J.-S. Pang, “Distributed Dynamic Pric-
ing for MIMO Interfering Multiuser Systems: A Unified Approach,” in Proc. of the
5th International Conference on Network Games, Control and Optimization, Oct.
12-14, 2011, Paris, France.

G. Scutari*x and J. Pang, “Joint Sensing and Power Allocation in Nonconvex Cog-
nitive Radio Games: Quasi-Nash Equilibria,” Proc. of the 17th International Con-
ference on Digital Signal Processing, July 6-8, 2011, Corfu, Greece.

Y. Yang, F. Rubio, G. Scutari, and D. Palomar, “Multi-Portfolio Optimization: A
Potential Game Approach,” in Proc. of the 2nd International ICST Conference on
Game Theory for Networks, pp. 1-5, April 16-18, 2011; Shanghai, China.

J. Wang, G. Scutari, and D. P. Palomar, “Robust MIMO Cognitive Radio via Game
Theory,” Proc. of the 2010 IEEFE International Symposium on Information Theory
(ISIT10), pp. 2073-2077, June 13-18, 2010, Austin, Texas, USA.

J.-S. Pang, G. Scutarix, D. P. Palomar, and F. Facchinei, “Design of Cognitive Ra-
dio Systems Under Temperature-Interference Constraints: A Variational Inequality
Approach,” Proc. of the 2010 IEEE International Conference on Acoustics, Speech,
and Signal Processing (ICASSP10), pp. 2997-2998, March 14-19, 2010, Sheraton
Dallas Hotel, Dallas, Texas, USA.

S. Barbarossa*, S. Sardellitti*, and G. Scutari*x, “Joint Optimization of Detection
Thresholds and Power Allocation for Opportunistic Access in Multicarrier Cognitive
Radio Networks,” Proc. of the Third IEEE International Workshop on Computa-
tional Advances in Multi-Sensor Adaptive Processing (SPAWC09), pp. 404-407,
Dec. 13-16, 2009, Radisson Aruba Resort, Casino & Spa Aruba, Dutch Antilles.

S. Barbarossa*, S. Sardellitti*, and G. Scutari*, “Joint Optimization of Detection
Thresholds and Power Allocation in Multiuser Wideband Cognitive Radios,” Proc.
of the 2009 Conference on Cognitive Systems with Interactive Sensors, pp. 16-18,
Nov. 16-18, 2009, Paris, France.
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