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ABSTRACT

Al Alshaykh, Mohammed S. Ph.D., Purdue University, December 2020. Applications
of Optical Frequency Combs in Microwave Photonics and Quantum Optics. Major
Professor: Andrew M. Weiner.

Remarkable miniaturization of optical frequency combs was achieved using in-

tegrated microring resonators based on the Kerr nonlinearity. Operated below the

parametric instability threshold, such microrings can generate high-dimensionally en-

tangled biphoton frequency combs. To process such states, we encode qudits in the

time and frequency degree of freedom of a single photon and experimentally demon-

strate a deterministic high-dimensional 16×16 SUM gate. We then operate this gate

on two frequency-bin entangled photons–each carrying two 32-dimensional qudits–to

generate a two-photon four-party Greenberger-Horne-Zeilinger state. Subsequently,

we utilize single-photon encoding concepts to demonstrate the first qutrit-based phase

implementation of the quantum phase estimation algorithm – a key subroutine of sev-

eral important algorithms – and successfully retrieve the eigenphase with one ternary

digit of precision. Lastly, by manipulating the input state using an electro-optic phase

modulator, we implement a tunable frequency-domain quantum walk demonstrating

ballistic energy transport and energy bound states. These demonstrations highlight

the potential of frequency-domain encoding and processing using well-established

tools developed for the communication industry. The second part of this thesis focuses

on the microwave photonic applications of frequency combs. Using dual electro-optic

combs, we exploit the Vernier effect to develop an optical-based radio-frequency sub-

sampled link and derive a detailed analytical model identifying a third-order limited

operational point. In a second demonstration, we use Kerr combs to mitigate detri-

mental stimulated Brillouin scattering effects in long-haul analog optical links. Using
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both dark pulses and solitons in a sampled analog link, we perform thorough mea-

surements of the analog link metrics to compare their performance and study the

effect of the combs’ conversion efficiency. Finally, we report on our progress towards

integrating atomic-optical clocks, where we experimentally generate on-chip octave-

spanning solitons and discuss a novel Vernier division scheme to readout the comb’s

large repetition rate. To address challenges imposed by the low comb-line powers,

we propose a comb stabilization scheme that utilizes the clock laser for the nonlinear

frequency mixing operations, relieving the need for external lasers or amplifiers.
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1. OPTICAL FREQUENCY COMBS

1.1 Introduction

As is the case with many scientific explorations, the story of optical frequency

combs is one of unexpected twists and surprises. After the invention of the laser, the

community diverged to multiple branches. One was focusing on developing stable con-

tinuous wave (CW) lasers for narrow-line spectroscopy, while the other was pushing

the limits on generating ultrashort optical pulses leading to pump-probe experiments

at unprecedentedly short timescales. In the late 1990s, these two communities joined

forces in a quest to push the limits of time-keeping and precision. Armed with ad-

vancements in the engineering of nonlinear materials, researchers demonstrated the

first fully referenced coherent octave-spanning frequency comb—providing a phase-

coherent link between atomic transitions and the microwave domain which facilitates

the readout of atomic clocks. The importance of timekeeping and historical advance-

ments in the field are summarized by Hall and Hänsch [1, 2], who shared half of the

Noble prize in physics in 2005.

It is insightful to look at optical frequency combs (OFC) in both the time and

frequency domain pictures, shown in Fig. 1.1. We see a periodic train of pulses,

e.g. from a mode-locked laser, with a repetition period of τrep, which through the

Fourier transform results in the discretization of the spectral envelope that is centered

at some carrier frequency. The width of the envelopes in the two domains has an

inverse relationship—shorter pulses are created by coherently adding more spectral

lines. The temporal envelope of the pulse has underlying oscillations at the carrier

frequency. When looking at these oscillations from pulse to pulse, a phase slip is

noticed. Physically, this slip arises from the carrier traveling at a phase velocity

vp while the envelope lags behind traveling at a group velocity vg. This mismatch
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fceo

fceo 2πfceo

Fig. 1.1. Time and Frequency representation of a frequency comb.
A)In the time domain, a phase slip between the carrier (solid) and the
envelope (dotted) aggregates from pulse to pulse. B) In the frequency
domain. Figure adapted from [3]

between phase and group velocity is a result of dispersion inside the cavity, leading

to a phase relationship

2πνnτrep = 2πn+ ∆φceo (1.1)

which can be rewritten as

νn = fceo + nfrep (1.2)

where the carrier-envelope offset fceo ≡ frep∆φceo/2π. Remarkably, the frequency

of any comb line (νn) is defined by two microwave frequencies, frep and fceo. By

stabilizing the comb’s two degrees of freedom through feedback servo loops, the comb

is said to be self-referenced. Typically, frep is stabilized by photodetecting the pulse

train and locking frep to a microwave reference through feedback to the laser cavity.
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Provided the comb spans an octave, fceo can be detected following the f-to-2f scheme,

which will be discussed in chapter 7, and stabilized to a reference typically through

feedback control of the pump laser’s power. With the fceo stabilized, a comb line

can be heterodyned and locked to some optical reference. The comb then provides a

phase-coherent link that divides the optical reference down to frep.

While frequency meteorology and timekeeping were the main motivations behind

developing OFCs, numerous other fields are benefiting from it. Some examples in-

clude dual-comb spectroscopy of molecular vibration, ranging, low-noise microwave

generation, and a host of photonics-based radio-frequency (RF) signal processing ca-

pabilities. Luckily, not all of these applications require fully referenced combs, but

each application has a preference for a certain comb spacing. This is elegantly il-

lustrated in the application wheel picture, Fig.1.2, adapted from a review article on

OFC applications by Newbury [4].

Fig. 1.2. Applications of optical frequency combs. Figure adapted from [4].

In this thesis, we will focus on combs with large repetition rates (frep ≥ 10 GHz).

Electro-optic (EO) and Kerr combs are two examples of such sources. They are briefly

introduced in the following sections.
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1.2 Electro-Optic Combs1

EO combs are the most commonly used OFC source in RF-photonics. They have

the advantage of reliability, robustness, ease of operation, and simple repetition rate

tunability by adjusting the frequency of the driving RF oscillator. Typical commercial

phase modulators based on LiNbO3 have an insertion of loss 2 to 4 dB and support

an RF bandwidth of 20 to 40 GHz with a Vπ of 3 to 4 V at 10 GHz and an RF power

handling of 1 W, resulting in ∼ 20 spectral lines at -10 dB with spectral envelope

following a Bessel distribution. By cascading intensity (IM) and phase (PM) modu-

lators [6], flat-top combs can be generated, see Fig. 1.3. Further flat comb generation

techniques are detailed in [7]. Note that the bandwidth scales linearly with the modu-

lation index or RF-voltage, which might not be appealing for applications with strict

constraints on power consumption. Efforts in integrating such modulators are heavily

pursued. Recent advancements in thin-film LN modulators [8] demonstrated impres-

sive improvements in the RF-bandwidth ≥ 100 GHz, reduced loss, high RF-power

handling, and a voltage-length product of 2.2 V·cm. In another promising platform

for integration, InP, an integrated flat-top comb generator system consisting of an

intensity modulator cascaded with 2 PMs generating 28 comb lines. The full system

with an on-chip laser has a footprint of 4.5× 2.5 mm2 [9].

a)

CW IM PM
× N

~
RF

PS Amp.𝜙

DC bias b)

Fig. 1.3. EO combs. a) Comb generator using a cascaded IMs and
PMs setup. b) A 17 GHz comb using 3 cascaded PMs and an IM [6].

Another interesting OFC generator is the resonant EO-comb generators. By plac-

ing the modulator in a Fabry-Perot cavity, the light becomes trapped in the cavity

1The results in this section are partially adapted from the publication [5]
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for several round trips passing through the phase modulator multiple times [10]. This

design enhances modulation efficiency at the expense of reduced tunability, as the

repetition rate is set by the round trip of the cavity. Note that it still requires an

external RF-drive. The comb’s bandwidth offered by such modulators is proportional

to the product of the modulation depth and quality factor, however; material dis-

persion eventually becomes the limiting factor [11]. Time-domain analysis through

line-by-line pulse shaping shows that such a comb generator gives rise to two pulses

per modulation period [12]. Early demonstrations required stabilization and feed-

back locking loops, along with high losses and limited dispersion engineering in bulk

modulators, these constraints limited the spread of such comb generators. However,

using a low loss thin-film LiNbO3 ring resonators in which the dispersion can be opti-

mized via appropriate waveguide design, researchers in [13] demonstrated larger comb

bandwidths with reduced losses and improved optical and microwave field overlap,

reigniting interest in such comb sources.

1.3 Kerr Combs

Outstanding miniaturization of OFC generators was achieved using high-quality

factor (Q) integrated non-linear ring resonators, often referred to as Kerr combs. The

resonant enhancement and tight confinement of light along with the right balance

between dispersion and loss pave the way to broadband comb generation from a con-

tinuous wave (CW) pump. The two most common types of resonators are:- whispering

gallery mode resonator (WGM) and on-chip integrated microring resonators. WGM

resonators are fabricated using fused Silica or crystalline (MgF2, CaF2) materials with

high Q-factors (108 − 1010). For integrated microcombs, Si3N4 is the most common

platform offering Qs between 105 and 107.

The nonlinear dynamics can be described by the Lugiato-Lefever equation (LLE).

A simple way of thinking to understand the LLE equation is to think about a non-

linear Schrödinger (NLS) equation with a damping term arising from cavity losses.
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Combined with a periodic boundary condition imposed on the circulating cavity field

and a driving term to account for the CW pump, these two equations form an infinite-

dimensional map (Ikeda map) describing the nonlinear dynamics. Direct simulation

of the two equations is computationally exhaustive as it requires a step smaller than

the cavity length. In the limit of high finesse cavities, the field is slowly varying over

a round-trip, and these two equations can be averaged leading to the mean-field LLE

tr
dE(t, τ)

dt
=

(
−iδ − (α + κ)/2 + iγL|E|2 + L

∞∑
n=2

i(n+1)βn
n!

dn

dτn

)
E +
√
κ Ein (1.3)

where E,L, tr, β, γ, α, κ, δ, Ein are the envelope of the intracavity field, cavity length,

roundtrip time, group-velocity dispersion, nonlinear coefficient, intrinsic and coupling

loss, pump phase detuning, and the CW pump amplitude, respectively [14]. The

continuous variable t is the ‘slow’ time, and τ is the ‘fast’ time. This approximation

is valid if the dispersion and nonlinear lengths are longer than the cavity length,

and the detuning is small relative to the free spectral range (FSR). Alternatively, an

equivalent spatio-temporal form of the LLE can be derived starting from a modal

expansion approach [15]. It is instructive to look at the case where only second-order

dispersion is present (βn≥3 = 0). The nonlinear dynamics vary significantly depending

on the sign of the dispersion.

Anomalous Dispersion (β2 < 0)

Stability analysis of the LLE in the anomalous dispersion regime shows rich non-

linear dynamics [16]. The bifurcation diagram is shown in Fig. 1.4 as a function of

two normalized parameters, detuning and pump power. Other than the CW solu-

tions, three regions can be identified. The First is Turing rolls or stable modulation

instability (MI), which typically has few spectral lines separated by multiple FSRs.

The spacing can be predicted by calculating the peak of the modulation instability

gain. In the time-domain, Turing rolls correspond to identical multiple short pulses

circulating in the cavity. The second region is the chaotic region, which typically

has single FSR combs with high pump conversion efficiencies, however, the comb is
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Fig. 1.4. Bifurcation diagram, the x-axis is the normalized detuning
and the y-axis in the normalized pump power. Figure adapted from
[16].

incoherent exhibiting a noisy temporal profile. The third region is the soliton region,

which has a rich variety of coherent solutions. Some appear as multiple interacting

co-propagating inside the cavity, others behave as crystals in which the pulses are

equidistant thereby resulting in comb with FSR spacing equal to the number of cir-

culating pulses. The most sought after solution is the single soliton since it gives a

smooth single FSR sech2 spectral profile. Within this region, soliton breathers also

exist, where the pulse-width oscillates at a time scale much longer than the roundtrip

time.

The standard experimental method for generating solitons is to start with a CW

laser at a fixed power level and increase the wavelength. Upon entering the resonance,

we typically observe Turing rolls, followed by a higher intracavity power chaotic single

FSR region. As we further increase the detuning, the intracavity power rapidly decays

to a soliton state. The intracavity power for N multiple solitons is N times that of

a single soliton. This step-like drop in intracavity power is a signature of solitons

[17]. Nevertheless, experimentally, thermal effects complicate the process of achieving

and locking to a soliton state. The rapid drop in intracavity power results in a
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drop in temperature, which changes the refractive index and the resonance location,

thereby increasing the effective detuning between the pump laser and the resonance.

This increase in effective detuning can eventually place the laser outside the soliton

existence range. The thermal response time of Si3N4 is c. 100-500 ns, resulting in

short-lived solitons. These thermal effects also shift the soliton regions, rendering

single solitons inaccessible through the usual forward tuning method. Methods to

access the single soliton state through a combination of forward followed by backward

tuning has been demonstrated [18]. Several methods have been adopted to mitigate

thermal effects, including fast tuning [19], power-kicking [20], phase modulation of

the pump [21], the use of auxiliary pump lasers [22, 23] and operating the microring

at cryogenic temperatures [24].

The repetition rate of Kerr combs is tightly set by the dimension of the resonator

and does not require any external RF drive. The repetition rates of demonstrated

solitons for WGM resonators are on the order of few to tens of GHz while for microring

resonators are typically≥ 80 GHz except for a recent demonstration achieving solitons

with repetition rates of 10-20 GHz [25, 26]. Such mode-locked on-chip pulses proved

useful for a plethora of applications, e.g, LIDAR, coherent digital communications,

spectroscopy, and microwave signal generation. From an application perspective, the

main drawback of the single soliton state is its low pump conversion efficiency, ca. 1%

or lower. For a more detailed review of the Kerr comb applications and platforms, we

refer the reader to [27]. The aforementioned improvements in LiNbO3 have made their

way to Kerr combs. So far, these came with pleasant surprises, as the photorefractive

effect allowed accessing solitons from the high wavelength side via slow tuning as well

as novel switching between soliton crystals [28,29].

Normal Dispersion (β2 > 0)

In the normal dispersion regime, the nonlinear regions are not as rich and wide as

the previous case [16]. Turing rolls and dark solitons - which appear as dips in the
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time-domain- can exist within a narrow region. Note that this stability analysis gives

no information about the accessibility of such states. Dark solitons, or platicons, were

observed in WGM resonators where the coupling between the back-scattered wave and

the pump diode laser is believed to have had a role in accessing such states [30]. Other

tricks involved avoided mode crossings, at which a resonance exhibits local anomalous

dispersion that initiates the modulation instability process [31]. Demonstrated dark

pulses have shown significantly higher conversion efficiencies (10% to 30%) [32]. An

advantage of the high conversion efficiency is that no significant power drops are

observed, so the state can be accessed via slow tuning.

1.4 Biphoton Frequency Combs

The previous discussion of microrings focused on pumping above the parametric

generation threshold. Pumped below the threshold, the spontaneous four-wave mixing

(SFWM) effect arising from the χ(3) nonlinearity leads to the generation of entangled

photons (biphotons), annihilating two pump photons and creating an entangled pair

of signal and idler photons. The resonator’s periodic boundary condition results in

biphotons created in a superposition of discrete frequency modes, i.e. a biphoton

frequency comb (BFC). The biphotons can be written as

|ψ〉 =
N∑
1

αm |m,m〉SI (1.4)

with

|m,m〉SI =

∫
dΩ Φ(Ω−m∆ω) |ωo + Ω, ωo − Ω〉SI (1.5)

where the subscripts (S,I) denotes the signal and idler photons, |m,m〉SI refers to

the mth frequency mode, N is the total number of mode pairs, Φ(Ω) is the lineshape

function, ∆ω is the angular FSR and ωo is the pump frequency. The entangled photons

are in a superposition of N discrete frequency modes, i.e. a biphoton frequency comb.

Notice that in eq. 1.4, αm is a complex amplitude parameter, indicating a phase
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Signal mode
Idler mode

b)a)

Fig. 1.5. Biphoton frequency combs. a) Two pump photons are anni-
hilated, generating two photons in a superposition of frequencies. The
solid lines indicate frequency correlation while the connecting dashed
lines highlight the spectral phase coherence. b) JSI of a 50 GHz Si3N4

resonator [33].

coherence between different comb line pairs—an intriguing similarity to previously

discussed mode-locked pulses.

To show the phase coherence and prove the high dimensional entanglement, fre-

quency projections and state tomography can be performed using a phase modulator

to mix different frequency-bins [33, 34]. An example of the joint spectral intensity

(JSI) from a 50 GHz resonator is shown in Fig. 1.5b, showing frequency correla-

tions between 40 mode pairs. This highlights the advantage of operating in the

frequency domain, as simple passive elements can be used to generate 40-dimensional

qudits confined within a single spatial beam. The processing of such signals can then

build on well-developed, off-the-shelf equipment, and wavelength division multiplex-

ing (WDM) techniques established for the digital communication industry. Indeed, a

quantum frequency processor based on a pulse shaper sandwiched between two-phase

modulators has shown versatile programmable operation, performing single photon

Hadamard gates and Tritters [35], as well as two-photon Hadamard and Controlled-

NOT (CNOT) gates [36]. For additional details, the interested reader can refer to

this recent review article [37].
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Alternatively, entangled photons can be generated using a χ(2) nonlinear material

such as periodically poled Lithium Niobate waveguides (PPLN), where the phase

matching can be engineered to generate a broadband ‘continuous’ spectrum. To get a

BFC, the waveguide can be enclosed within a resonator, alternatively, the spectrum

can be shaped and filtered using an etalon or a pulse shaper. In many experiments,

we choose to work with the latter as the programmability of the pulse shaper offers

us the flexibility of setting a suitable FSR.

1.5 Thesis Outline

The thesis is a collection of multiple projects focused on the generation, pro-

cessing, or applications of optical frequency combs, and can be split into two main

themes: one focusing on the processing of high-dimensional entangled BFCs, while

the other focuses on the applications of classical combs in microwave photonics and

metrology. The quantum optic theme of the thesis is spanned by chapters 2 through

4. In chapter 2, we design a high dimensional SUM gate, prove its coherence, and sub-

sequently use it to generate a high-dimensional four-party two-photon Greenberger-

Horne-Zeilinger State (GHZ). We then build on these time-frequency processing con-

cepts to demonstrate a qudit-based phase estimation algorithm. Finally, we observe

the quantum walk dynamics of a BFC in the frequency domain and study the effects

of the entanglement dimensionality. The following three chapters deal with classical

OFCs. In chapter 5, we use dual electro-optic combs and utilize the Vernier effect

for microwave sub-sampling and disambiguation. In chapter 6, we use Kerr combs

to mitigate detrimental Brillouin scattering effects in long haul analog optical links,

performing the first detailed measurements of the link metrics using dark pulses and

single solitons. Finally, chapter 7 reports on our ongoing progress towards generating

octave-spanning Kerr combs as part of an ambitious project aiming at integrating

atomic-optical clocks. We propose novel ideas to circumvent key challenges unique
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to our integrated comb source—namely the electronic readout of the comb’s high

repetition rate, and the low comb line powers.
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2. PROCESSING OF HIGH DIMENSIONAL

NON-SEPARABLE STATES

2.1 Introduction1

The promise of exponential speed-ups in computational time using quantum-based

algorithms as well as secure communications fueled a wide-ranging interest in quan-

tum computation, simulation, and information processing [41]. The building block

of any algorithm is the quantum particle which can be in a superposition of different

states—two in the case of qubits. Qubits can be generated using multiple plat-

forms including photons [42], electron and nuclear spin [43, 44], atoms [45], trapped

ions [46], superconducting electronics circuits [47,48], Quantum dots [49] and dopants

in solid-state materials [50], see [51] for more details. To implement even rudimentary

quantum algorithms, such building blocks are required to be robust and sufficiently

long-lived. Due to their weak interaction with the environment, photons enjoy a long

coherence time even when operated at room temperature [52]. As in the classical

domain, photons are a leading candidate for long-range transmission and communi-

cations. Qubits can be encoded using different degrees of freedom in a photon, such

as polarization [53], path [54] ,orbital angular momentum [55] and time [56], see [57]

for a more exhaustive review. Until recently, the frequency degree of freedom, com-

paratively, attracted less attention. Surging interest in the frequency domain was

excited by the demonstration of on-chip integrated time-frequency entangled photon

sources, which was briefly reviewed in the introductory chapter.

1The results in this chapter are adapted in whole or part from the publications [38–40]
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2.2 Encoding Multiple Qudits in a Single Photon

Photons’ weak interaction with their surrounding is a blessing and a curse at the

same time, as it makes photon-photon interactions very difficult to achieve. This ren-

ders two photon-based two-qubit gates - essential for any quantum algorithm - to be

probabilistic, i.e. the gate is successful some of the time. To sidestep the challenges of

probabilistic multiphoton interactions, encoding qubits in different degrees of freedom

(DoFs) in a single photon has been demonstrated, where each DoF carries one qubit

and, now, operations between different qubits can be made deterministic [58, 59].

Fig. 2.1. Illustration of the scheme. Two qudits encoded in d time bins
and frequency bins in a single photon, going through a deterministic
quantum process. The single-photon can be encoded in an arbitrary
superposition of different time and frequency bins; the unused time-
frequency slots are shown with dashed circles. After the deterministic
quantum process operates on the two-qudit state, the orientation of
the time-frequency superpositions changes to a new two-qudit state.

In this chapter, we take advantage of the high dimensionality in two particular

DoFs of a single photon—namely, time and frequency, which are both compatible with

fiber optical transmission—to encode one qudit in each DoF. We consider multiple

time bins and frequency bins; as long as the frequency spacing between different

modes (∆f) and the time-bin spacing (∆t) are chosen such that they exceed the

Fourier transform limit (i.e., ∆f∆t > 1), we can manipulate the time and frequency

DoFs independently in a hyper-encoding fashion, using concepts developed in time-

division and wavelength-division multiplexing, respectively [60, 61]. In other words,

each time-frequency mode pair constitutes a well-defined entity, or plaquette [60,61],

which is sufficiently separated from its neighbors to provide stable encoding (Fig. 2.1).

Alternatively, this can be understood by considering bandwidth-limited plaquettes
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with individual spectral linewidth δf (corresponding to temporal duration ∼ 1/δf).

These will not overlap in time-frequency space as long as the chosen bin separations

satisfy ∆f > δf and ∆t > 1/δf . Combined, then, these two equations yield the

aforementioned condition ∆f∆t > 1.

For a qudit, the Hilbert space equals dn, where d in the dimensions and n is the

number of qudits. Since our single photons can potentially be generated in a su-

perposition of many time and frequency bins, the Hilbert space can be significantly

expanded. Ultimately though, the DoFs are limited, and more importantly, they

do not offer exponential scaling—the main allure of quantum computing. Neverthe-

less, two-qudit optical gates are useful in transmitting quantum states with higher

information content per photon through qudit teleportation [62], a task that requires

two-qudit gates which can operate on the different degrees of freedom of a single

photon [63,64]—precisely the functionality we demonstrate here.

To enable the realization of all single-qudit unitaries, it is sufficient to demonstrate

the generalized Pauli gates X (cyclic shift) and Z (state-dependent phase), which are

universal for single-qudit operations [55]. The Z gate applies a unique phase shift to

each of the d basis states, which can be easily executed with a phase modulator and

a pulse shaper in the time domain and frequency domain, respectively. Specifically,

for the basis state |n〉 (n = 0, 1, . . . , d − 1), we have Z |n〉 = exp(2πin/d) |n〉 and

X |n〉 = |n⊕ 1〉, where ⊕ denotes addition modulo d. An X gate in the frequency

domain can be realized using a Z gate sandwiched between two high-dimensional

DFT gates. Such a DFT operation has been recently demonstrated [35], completing

in principle the universal gate set for single-qudit frequency-domain operations. The

gate set in the time domain, was completed recently after the demonstration of the

time-bin X gate done in our group [40]. Subsequently, my colleagues performed a

two-qudit gate, controlled-increment (CINC) operation, where an X gate is applied

to the time-bin qudit only when the frequency qudit is in the state |1〉f . This two-

qudit gate along with arbitrary single-qudit gates [which, as noted above, can be



16

formed from qudit X and Z operations [55]] complete a universal set for any quantum

operation [65].

In the next sections, we build on this work and expand it to realize deterministic

two-qudit gates, where the frequency DoF acts as the control and the time DoF is

the target qudit. We implement an even more complex operation, the SUM gate—a

generalized controlled-NOT gate [66]—which adds the value of the control qudit to

the value of the target qudit, modulo d (where d is the dimension). We demonstrate

a 16 × 16 SUM gate, prove its coherence, and utilize it to generate a two-photon

four-party Greenberger-Horne-Zeilinger (GHZ) state.

2.3 SUM Gate

Fig. 2.2. Experimental setup for the SUM gate. IM intensity mod-
ulator, PM phase modulator, MZM Mach-Zehnder modulator, PZT
piezo-electric-phase shifter, SPD single-photon detector. The MZM
separates the time bins that fall outside of the computational space
(|3〉t and |4〉t) from the computational space time bins (|0〉t, |1〉t, and
|2〉t). DWDM dense wavelength-division multiplexer.

The experimental setup, shown in Fig. 2.2, can be split into three stages: state

preparation, gate operation and state measurement. For the state preparation, single

photons are heralded by detecting the partner photon of a frequency-bin entangled

pair generated through spontaneous four-wave mixing in an on-chip silicon nitride

microresonator. The time bins, defined by intensity modulation of the pump placed

prior to the microring, couple into a microring resonator with a free spectral range
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(FSR) ∆f = 380 GHz and resonance linewidths δf ' 250 MHz, generating a biphoton

frequency comb.

As our time- and frequency-bins exceed the Fourier limit (∆f∆t = 2280, δf∆t =

1.5), our time-frequency entangled photons can be considered hyper-entangled—that

is, entangled in two fully separable DoFs. The signal and idler photons from the first

three comb line pairs are then selected and separated with a commercial pulse shaper,

as shown in Fig. 2.2. Now that the time bins and frequency bins are all generated in

the state preparation stage, the idler photons are sent to a single-photon detector for

heralding, and the signal photons are what carry the two qudits in the three time bins

{|0〉t , |1〉t , |2〉t} and frequency bins
{
|0〉f , |1〉f , |1〉f

}
. This procedure lets us pre-

pare any time-bin/frequency-bin product state |m〉t |m〉f (m, n = 0, 1, 2) of the full

computational basis set. In principle, we could also herald arbitrary time-frequency

superposition states in this setup, by first sending the idler photon through a com-

bination of time- or frequency-bin interferometers prior to detection in the temporal

and spectral eigenbases. This more general case would permit the preparation of any

two-qudit state and is an important area for further research.

To implement the SUM gate, the time bins associated with |0〉f are not delayed,

the time bins associated with |1〉f experience a cyclic shift by 1 slot, and the time

bins corresponding to |2〉f go through a cyclic shift of 2 slots. To delay the time

bins dependent on their frequencies, we induce a dispersion of −2 ns/nm on the

photons using a chirped fiber Bragg grating (CFBG); this imparts 6-ns (1-bin) and

12-ns (2-bin) delays for the temporal modes of |1〉f and |2〉f , respectively, as required

for the SUM operation. However, this delay is linear—not cyclic—so that some of

the time bins are pushed outside of the computational space, to modes |3〉t and

|4〉t. To return these bins to overlap with the necessary |0〉t and |1〉t slots, we use a

1 × 2 MZM which permits access to both interferometer outputs. Accordingly this

MZM is in principle lossless—as required for a unitary operation. (In practice, of

course, insertion loss reduces throughput, but it should be possible in the future to

significantly reduce this loss through, e.g., on-chip integration.) The two arms of
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the interferometer have different path-dependent delay, returning the delayed time-

bin to the computational space. Subsequently, another 1 × 2 MZM, operated in

reverse, can be used to recombine the time bins deterministically as well. However,

due to lack of equipment availability, in this proof-of-principle experiment we employ

a 2 × 2 fiber coupler for recombination, which introduces an additional 3 dB power

penalty. A pulse shaper is then used to route a frequency bin for detection using

gated InGaAs single photon detectors (Aurea Technologies SPD-AT-M2). To measure

the arrival times of the photons on the single-photon detectors, the time interval

analyzer (PicoQuant HydraHarp 400) is used. The synchronization signal as well as

the signals applied to the intensity modulators and phase modulator, are generated

by an electronic arbitrary waveform generator (Tektronix AWG7122B) and adjusted

to the proper level by linear amplifiers. The measured transfer matrix is shown in

Fig. 2.3. The fact that this SUM gate is implemented with qudits in a single step

potentially reduces the complexity and depth of quantum circuits in algorithms that

require an addition operation [67].

Fig. 2.3. The experimental transformation matrix of the SUM gate.
The accidentals were subtracted in the transformation matrices, and
the coincidence to accidentals ratio was ∼3.

To show the ability of our design to operate on large Hilbert spaces, we extend

the dimensions of our qudits and encode two 16-dimensional quantum states in the
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time and frequency DoFs of a single photon. For this demonstration, as we want

to use more time bins and set a smaller frequency spacing between modes, we use

a periodically poled lithium niobate (PPLN) crystal as a broadband source of time-

frequency entangled photons followed by a programmable pulse shaper to set the

frequency spacing and linewidth, instead of a microring with fixed frequency spac-

ing. (We note that, in principle, one could still use an integrated source for these

experiments by appropriately engineering a microrings FSR, bandwidth, and reso-

nance linewidth to realize spectral and temporal spacings tighter than the integrated

photon sources currently available to us.) In this experiment, we first shine a 773

nm CW laser on the PPLN crystal, generating entangled photons with a bandwidth

of 5 THz. We then carve 16 time bins with a full width at half maximum of 200

ps and 1.2 ns spacing between them, to generate the time-bin qudits. Then, a pulse

shaper is used to carve out the frequency of these entangled photons to generate six-

teen 22 GHz wide frequency bins on both the signal and idler side of the spectrum,

each spaced by 75 GHz from each other. Now that we have 16-dimensional qudits in

both time and frequency, we send a heralded signal photon into the same SUM-gate

structure. We note that after the CFBG, the individual time bins will spread to 300

ps due to their now larger (22 GHz) linewidth. While not necessary in this proof-

of-principle experiment, such spreading could be reduced either by using a smaller

linewidth for our frequency modes (e.g., with a Fabry-Perot etalon), or by using a

dispersive element with a step-wise frequency-dependent delay profile [68–70]. To

verify the operation, we send in different input two-qudit states, chosen from one of

256 basis states, and measure the output after the gate. While this yields a total of

256× 256 (216) computational input/output combinations to test, we have no active

frequency-shifting elements in the SUM gate to leak 75 GHz-spaced frequencies into

each other, so we make the reasonable assumption that the frequency qudit remains

unchanged through the operation. This is also enforced by the high extinction ratio

of the pulse shaper (∼40 dB), which blocks unwanted frequency bins as evident in

Fig. 2.3). This allows us to focus on results in the sixteen 16 × 16 transfer matrices
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measured in Fig. 2.4a-p (a subset with a total of 212 input/output combinations). In

each matrix, 16 different inputs with the same frequency and different time bins are

sent into the SUM gate and the output time bins are measured. For this experiment,

we use superconducting nanowire single photon detectors (SNSPDs), which allow us

to report our data without accidental subtraction.

2.3.1 Gate fidelity

To assess the performance of our two-qudit quantum gates, we first focus on the

computational-basis fidelity FC—one example of a so-called classical fidelity in the

literature [71]. Defining |n〉 (n = 0, 1, . . . , N − 1) as the set of all computational

basis states and |un〉 as the corresponding output states for a perfect operation, we

have the fidelity

FC =
1

N

N−1∑
n=0

p(un|n) (2.1)

where p(un|n) is the probability of measuring the output state |un〉 given an input

of |n〉. In the operations considered here, the ideal output states |un〉 are members of

the computational basis as well, so there is no need to measure temporal or spectral

superpositions in determination of FC . Given the measured counts, we retrieve the

N conditional probability distributions via Bayesian mean estimation (BME) [72,73]

where our model assumes that each set of count outcomes (after accidentals sub-

traction) follows a multinomial distribution with to-be-determined probabilities; for

simplicity, we take the prior distributions as uniform (equal weights for all outcomes).

We then compute the mean and standard deviation of each value p(un|n) and sum

them to arrive at FC . Specifically, if Cun|n signifies the counts measured for outcome

un, and Ctot|n the total counts over all outcomes (both for a given input state |n〉),

BME predicts:

p (un|n) =
1 + Cun|n
N + Ctot|n

±
√

1 + Cun|n(
N + Ctot|n

)2

N + Ctot|n − Cun|n − 1

N + Ctot|n + 1
(2.2)
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Fig. 2.4. 16×16 SUM gate. a-p) The transfer matrices corresponding
to each possible time-bin output for each individual input time bin.
Each matrix is specified for one frequency input, where the matched
frequency output for different time bins is measured. In |m,n〉 on the
x and y axis, m indicates the frequency qudit and n is the time bin
qudit. The computational space fidelity of each matrix is shown on
top of it. Subtraction of accidentals is not employed

where the standard deviation in the estimate is used for the error. Since the proba-

bilities here each actually come from N different distributions, we estimate the total
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error in FC by adding these constituent errors in quadrature. Explicitly, we find

0.92± 0.01 for the 3× 3 SUM gate. For the 16× 16 SUM gate, the average compu-

tational space fidelity for the whole process, with the assumption that frequencies do

not leak into each other, can be calculated as F̄C = 0.9589± 0.0005, which shows the

high performance of our operation. This high fidelity benefits greatly from the high

extinction ratio of the intensity modulator used to carve the time bins (∼25 dB).

As seen by the presence of N in the denominator of Eq. 2.2, even when Cun|n =

Ctot|n, the estimate p (un|n) is not unity unless Ctot|n � N . In our experiments, the

two-qudit tests have only ∼ 100 − 300 total counts per input computational basis

state for the 9 × 9 matrices (with N=9) and ∼ 500 − 800 counts per input state for

the 16×16 matrices (with N=16), thereby effectively bounding the maximum p (un|n)

and, by extension, fidelity FC . This behavior is actually a strength of BME, though,

as it ensures that we have a conservative estimate of the fidelity that is justified by

the total amount of data acquired [72].

2.3.2 SUM gate coherence

To show the coherence of our SUM gate, we generate an input state in the signal

photon which is in time-bin |0〉t and an equi-amplitude superposition in frequency

|ψ〉in = 1√
3

(
|0〉f + |1〉f + |2〉f

)
|0〉t. After passing this state through the SUM gate,

the time-bin state of the photon is shifted based on the frequency, leaving us with a

maximally non-separable state |ψ〉out = 1√
3

(
|00〉ft + |11〉ft + |22〉ft

)
. We note that

since we are starting with time-bin zero, the time bins will not fall out of the com-

putational space; therefore, the interferometric structure is not needed for the SUM

gate and a dispersion module alone can do the operation. This saves us the extra

insertion loss of the interferometer, which is an important parameter due to the low

photon pair rate on the detectors in this particular experiment.

To measure the 3-dimensional non-separability in |ψ〉out, we must vary the phases

of different signal frequency bins and time bins with a pulse shaper and phase mod-
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Fig. 2.5. Measurement of a three-dimensional maximally nonsepara-
ble time-frequency state. a) The experimental setup. SPDC spon-
taneous parametric down conversion, PS pulse shaper, IM intensity
modulator, D and -D dispersion modules with +2 ns · nm−1 and
−2 ns · nm−1, respectively, PM phase modulator. The same time-bin
and frequency-bin spacings (1.2 ns, 75 GHz) as the 16-dimensional
SUM gate experiment are used for these measurements. We note
that in this experiment, the IM was placed only on the signal pho-
tons route to avoid its insertion loss on the idler photons. b) Joint
spectral intensity of the three-dimensional nonseparable state. The
accidentals were subtracted in this measurement, with a coincidence
to accidentals ratio of about 30. c) Two-dimensional interference pat-
terns showing the coherence between all three time-frequency modes
of the state. The frequency-bin and time-bin phases are varied using
PS1 and PM1, respectively. Both phases are swept together from 0
to π, for a total phase sweep from 0 to 2π. The data are shown with
accidentals subtracted and coincidence to accidentals ratio of about 1.
Since projection of frequency bins 0 and 2 on an indistinguishable fre-
quency bin undergoes more projection loss, the coincidences between
modes 0 and 2 were measured in 10 min

ulator, respectively. To observe the effect of this phase sweep with our relatively

slow single-photon detectors (with ∼ 100 ps jitter), an indistinguishable projection

of all three time bins and frequency bins should be created. In general, the time bins
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can be projected on an indistinguishable state by using a cascade of interferometers.

However, in our specific experiment, it is simpler to use a dispersion module with

opposite dispersion to that of the module used in the SUM gate to perform the same

projection. The frequency bins are then projected on an indistinguishable state using

a phase modulator and pulse shaper to mix the frequencies (Fig. 2.5a)—a technique

used previously in [33]. We note that our measurements on the signal photons are

conditioned on heralding by idler frequency superposition states. To measure the

interference between different signal frequency bins, the idler photons too have to be

projected on an indistinguishable frequency bin using a phase modulator and pulse

shaper (Fig. 2.5a). This projection guarantees that detection of an idler photon does

not give us any information on the frequency of the signal photon. Here the phases

of the idler frequency bins are held constant; only the phases of the signal frequency

and time bins are varied. This is in contrast to experiments in [33], where the phases

of both signal and idler frequency bins were varied.

In our experiment, three-dimensional interference measurements were not possi-

ble since mixing all three frequencies together adds extra projection loss, which we

cannot afford. Therefore, we vary the phases of different time bins and frequency

bins to measure two-dimensional interference patterns between all three time bins

and frequency bins (Fig. 2.5c). Using the visibilities of these interference patterns

along with a joint spectral intensity (JSI) measurement (Fig. 2.5b) can give us a

lower bound on the amount of non-separability present in our system by measuring

entanglement of formation [74, 75]. The JSI denotes the correlations between the

time bins and frequency bins of a signal photon heralded by an idler photon in its

computational basis. This measurement was done using the same experimental setup

used in Fig. 2.5a without the equipment used for sweeping the phase of different sig-

nal time bins and projection measurements. For this measurement, the idler photons

were detected after PS1, and the signal photons were detected right after the SUM

gate.
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Having the JSI measurement and the two-dimensional interference visibilities in

hand, we have all the data needed to calculate the entanglement of formation with

the assumption of having only white noise in our system, which can be expressed as:

Eof ≥ − log2

(
1− B2

2

)
(2.3)

where

B =
2√
|C|

( ∑
(j,k)∈C

| 〈j, j| ρ |k, k〉 | −
√
〈j, k| ρ |j, k〉 〈k, j| ρ |k, j〉

)
j<k

(2.4)

Here, C is the number of indices (j,k) used in the sum. This measurement is useful

when we do not have access to all the elements of the density matrix. 〈j, j| ρ |k, k〉 (j 6=

k) elements indicate the coherence between modes j and k, and can be lower-bounded

using the two-dimensional visibilities. The terms 〈j, k| ρ |j, k〉 can be calculated using

the elements of the JSI. Using these values, we measure Eof ≥ 1.19 ± 0.12 ebits,

which indicates greater than two-dimensional non-separability in our two-party sys-

tem, more than one standard deviation away from the threshold.

2.4 Four-Party Two-Photon Greenberger-Horne-Zeilinger State

The demonstrated SUM gate can also be used to produce high-dimensional GHZ

states [76]. GHZ states consist of more than two parties, entangled with each other

in a way that measurement of one party in the computational basis determines the

state of all the other parties [77]. It has been only recently that these states were

demonstrated in more than two dimensions, where a three-dimensional three-party

GHZ state was realized using the orbital angular momentum of optical states [76].

Here, we take advantage of our SUM gate and the large dimensionality of time-

frequency states to generate a four-party GHZ state with 32 dimensions in each DoF.

To generate the 32-dimensional four-party GHZ state, the signal and idler go

through the same dispersion module (−2 ns/nm). After dispersion, the signal fre-

quency bins farther away from the center of the spectrum are delayed more, but the

idler frequency bins are delayed less as we move farther away from the center. In
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Fig. 2.6. a) Measurement of the four-party 32-dimensional GHZ state
in the computational basis. The states |m,n〉 shown on the signal
and idler axes correspond to frequency-bin m and time-bin n. The
large coincidence peaks exist only for states with the same time-bin
and frequency-bin indices for both signal and idler (32 peaks). b), c)
Zoomed-in 32×32 submatrices of the matrix shown in a. Each subma-
trix shows coincidences for different signal and idler time bin indices
for fixed signal and idler frequency bin indices. b) Matched signal and
idler frequency bins: large peak is observed for |16, 16, 16, 16〉fstsfiti . c
Unmatched signal and idler frequency bins. The small peak evident at
|16, 16, 23, 23〉fstsfiti reflects additional counts from multiphoton pair
events at the time bins to which frequency bins |16〉fs and |23〉fi are
shifted. The data are shown with accidentals subtracted (coincidence
to accidentals ratio of ∼4)

order to write the GHZ state in the form |ψ〉out = 1√
32

∑31
m=0 |m,m,m,m〉fstsfiti , we

label the signal time bins after dispersion 0 to 31 starting from earlier time bins (time

bin 0 the earliest, time bin 31 the latest), while on the idlers, we label the time bins
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such that the earliest time bin is 31 and the latest time bin is 0. Another choice

would be to send signal and idler through separate modules with equal but opposite

dispersion, in which case we would use identical time labeling. The latter choice,

however, requires adding pulse shapers before the SNSPDs to selectively route fre-

quency bins. The added pulse shapers insertion loss would not allow measuring the

state within a reasonable time-frame. To measure the state illustrated in Fig. 2.6,

we individually measured coincidences for the 32 different settings of both signal and

idler frequency bins (32 × 32 measurements). For each of these measurements, we

operate the event timer in the Time-Tagged Time-Resolved mode, and assign signal

and idler time bins for each coincidence, which results in a 32×32 submatrix for each

signal-idler frequency setting. Therefore, we have 324 measurements in total. Two of

the 32× 32 time-bin submatrices are shown in Fig. 2.6 b-c.

We start from the state |ψ〉in = 1√
32
|0, 0〉

tsti

∑31
m=0 |m,m〉fsfi , which means both

signal and idler photons are initialized in the first time-bin state and are maximally

entangled in the frequency domain. Then, we operate deterministic SUM gates sep-

arately on both signal and idler photons, resulting in a four-party GHZ state of

the form |ψ〉out = 1√
32

∑31
m=0 |m,m,m,m〉fstsfiti . Since the initial state only consists

of the zeroth time bins, the dispersion module does not shift any of the bins out-

side of the computational space; hence the interferometric structure used in the full

SUM gate is not required when operating within this subspace. The GHZ state is

measured in the computational basis (Fig. 2.6); the plot contains coincidences for

all basis states in the set |m,n, k, l〉fstsfiti ; 0 ≤ m,n, k, l ≤ 31. Only states whose

four qudits match (i.e., |m,m,m,m〉fstsfiti) have high counts, as expected for a GHZ

state. Of course, full characterization of the state requires measurements in super-

position bases as well [78], but due to the additional insertion loss associated with

superposition measurements in time and frequency using interferometers and phase

modulators, respectively, we were unable to measure such projections. Remarkably,

the demonstrated GHZ state resides in a Hilbert space equivalent to that of 20 qubits,

an impressive 1,048,576
(
324
)

dimensions. We emphasize that the four parties of the
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demonstrated GHZ state are carried by only two photons, and hence cannot be used

for genuine multi-partite GHZ applications such as demonstration of Bells theorem

without inequalities [77], quantum secret sharing [79], or open-destination teleporta-

tion [80]. However, the realization of such high-dimensional GHZ states indicates the

potential of our time-frequency platform for quantum technologies such as near-term

quantum computation and cluster-state generation [70,81].

In our experiments, we use bulk switches, dispersion modules, pulse shapers and

phase modulators which have high insertion loss (switch: 3 dB, dispersion module:

3 dB, pulse shaper: 5 dB, phase modulator: 3 dB). Therefore, we use very bright

entangled photons at the input in order to have reasonable coincidence counts on

our detectors in our acquisition time. Using bright biphotons gives rise to multi-pair

generation which leads to the relatively high accidental rate here.

2.5 Conclusion

High-dimensional optical states [33,82–85] can open the door to deterministically

carry out various quantum operations in relatively large Hilbert spaces [86], as well as

enable higher encoding efficiency in quantum communication protocols such as quan-

tum key distribution [87] and quantum teleportation [63,88]. We have demonstrated

deterministic single- and two-qudit gates using the time and frequency degrees of

freedom of a single photon for encoding—operating on up to 256 (28)-dimensional

Hilbert spaces—and carried out these gates with high computational-space fidelity.

We have shown the application of such two-qudit gates in near-term quantum com-

putation by using them to realize a GHZ state of four parties with 32 dimensions

each, corresponding to a Hilbert space of more than one million modes. Such deter-

ministic quantum gates add significant value to the photonic platform for quantum

information processing and have direct application in, e.g., simulation of quantum

many-body physics [45, 89,90].
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3. QUANTUM PHASE ESTIMATION USING QUDITS

3.1 Introduction 1

Given a unitary U and its eigenstate |ψ〉 such that Û = ei2πφ |ψ〉, how can one

extract the eigenphases (i.e. phases associated with the eigenvalues)? This essential

problem was addressed by phase estimation algorithm (PEA), which is now a critical

building block that allows quantum speedup in touted quantum algorithms such as

Shor’s factoring algorithm, the Harrow-Hassidim-Lloyd (HHL) algorithm for solving

linear systems of equations [92,93], and is used for finding the ground-state energy of

a molecular Hamiltonian [94–97].

Experimental demonstrations of the PEA were performed on different platforms

including photonic [98, 99] and superconducting transmons [100]. These demonstra-

tions were based on a qubit (two-level) system. Scaling the problems Hilbert-space

dimension requires increasing the number of interacting qubits (width), which entails

an increase in the length of the gate sequence (depth), all of which is experimen-

tally limited in current platforms due to noise, loss, and decoherence. Shifting to

high-dimensional quantum states and high-dimensional multi-valued logic gates can

potentially provide a reduction in both the depth and width of the quantum circuit.

In this chapter, we build on the concepts developed in chapter 2 to realize a proof-

of-principle qudit-based PEA on a photonic platform by encoding two qutrits in a

single photon, where the frequency DoF carries one qutrit as the control register, and

the time DoF carries another qutrit as the target register. We test our qutrit-based

implementation on a diagonal 3×3 unitary matrix performing two measurements, one

with a unitary having eigenphases that match the phase markers of the implemented

PEA, and a second unitary that with non-matching eigenphases. Using the photon

1The results in this chapter are adapted in whole or part from the publication [91]
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statistics, we fit the measurements to the theoretical distribution to retrieve the phase

within an error equal to or less than 7.1% .

3.2 Theory and Concept

Control

U

0

ψTarget ψ

 QFT
†

Control DFT

 jU

0

ψTarget ψ

DFT
†

(a)

(b)

n

m

×n
×n

H
×n

×n

j—∑
j=0

d-1

d

1

MVCG

Fig. 3.1. (a) Schematic for a general qubit-based PEA using n-qubit
control and m-qubit target states. H⊗n is a set of Hadamard gates
acting on n qubits in parallel. U is a unitary operator operating on the
target state. n control-U gates, one for each control rail, are present.
QFT † is the inverse quantum Fourier transform on the n-qubit con-
trol register. (b) Schematic for a single-qudit-based PEA. d-point
discrete Fourier transform (DFT ) is a Hadamard gate generalized
to d-dimensional state (See Eq. (3.4)). A multi-value-controlled-gate
(MVCG) applies Û j to the target when the control is in the |j〉 state.

The PEA diagram is illustrated in Figure 3.1(a) where the top rail is the control

register, and the bottom rail is the target register with an input |ψ〉 which is an

eigenstate of a unitary operator Û . The dimension of the target register defines

or limits the Hilbert-space dimension of the problem of interest, while the control

registers set the precision of the retrieved phase [101]. Using n d-dimensional qudits

for the control register, the phase φ can be evaluated with a precision of 2π/dn. A

Hilbert space of dimension N = 2m = dn can be represented either by m qubits

(d = 2) or n qudits (d > 2), therefore, a qudit-based PEA represents the same ψ with

a log2(d) reduction of the circuit width (number of qudits).
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For a qubit based operation, the algorithm procedure can be summarized as fol-

lows: Using an eigenstate |u〉, a black box performing a controlled U j operation, and

n control qubits, we start with the circuit in an initial state of |0〉 |u〉. The Hadamard

gates create a superposition of the control register

→ 1√
2n

2n−1∑
j=0

|j〉 |u〉 (3.1)

subsequently, we apply the controlled-U j operation which attaches the phase to the

control qubits

→ 1√
2n

2n−1∑
j=0

|j〉U j |u〉 =
1√
2n

2n−1∑
j=0

e2πijφ |j〉 |u〉. (3.2)

The final stage applies an inverse quantum Fourier transform (QFT), where the QFT

is defined as a linear operator performing the following transformation

|j〉 → 1√
2n

2n−1∑
j=0

e2πijφ |j〉 |u〉. (3.3)

Measuring the output state of the first register after the inverse QFT gives |φ̂〉 |u〉

where the state |φ̂〉 is an estimate of φ. For a more detailed description and analysis

of success probability and error, we refer the reader to [101].

Qudit-based PEA

The quantum circuit for a qudit based PEA [102] generalizes the two-value controlled-

Û gate for the qubit case to a multi-value-controlled-gate (MVCG) that applies Û j to

the target register when the control register is in the |j〉 state (j = 0, 1, ..., d−1). The

functionalities of the n two-qubit controlled gates utilized in the conventional qubit-

based PEA circuit [101] can be realized with a single MVCG having 2n controlled

values, thus reducing the depth of our PEA circuit.

Figure 3.1(b) shows the schematic of a qudit-based PEA. The DFT gate here is a

d-point discrete Fourier transform (DFT) defined as DFT (d) |j〉 = 1√
d

d−1∑
k=0

e2πi(jk/d) |k〉.

The DFT gate can be understood as a qudit generalization of the Hadamard gate

to dimensions beyond d = 2 [35, 103]. When operating on a single qudit, both the

Hadamard gates and the QFT in Figure 3(a) are reduced to a single DFT gate. We
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would like to emphasize that, in this work we use the “DFT” to denote a single,

high-dimensional gate capable of applying the discrete Fourier transform to a single

qudit state, while the “QFT” denotes the standard quantum algorithm of applying

the discrete Fourier transform to a multi-qubit state. Different from the DFT, the

QFT often requires a sequence of single-qubit and two-qubit gates to implement. The

MVCG then applies Û j on the target state conditional on the control state |j〉 (i.e.,

|j〉 |ψ〉 → |j〉 Û j |ψ〉). Finally, the phase kickback mechanism in the PEA [101] allows

us to evaluate the φ by applying an inverse DFT on the control register and performing

measurements in the computational basis. The quantum circuit can deterministically

evaluate the eigenphase φ for each eigenstate of Û , insofar as φ can be written exactly

with the given precision. Instead, if the input state is in a superposition of eigenstates,

performing measurements on the control register yields probabilistic results, and one

can obtain the correct statistics of φ. As a proof-of-concept implementation, here

we limit our dimension to d = 3 (qutrit) for both the control and target registers,

capable of retrieving the eigenphase of a given three-dimensional unitary with 2π/3

precision. We introduce the three-point DFT gate in its matrix form,

DFT (3) =
1√
3


1 1 1

1 e2πi/3 e4πi/3

1 e4πi/3 e2πi/3

 . (3.4)

and the unitary (Û1) of interest in our first demonstration is simply a Pauli-Z gate

generalized to the qutrit space:

Û1 =


1 0 0

0 e2πi/3 0

0 0 e4πi/3

 (3.5)

where the eigenphases 0, 2π/3, and 4π/3 can be exactly represented with a single

ternary digit expansion.
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3.3 Experimental Results

In this experiment, we leverage the well-established techniques and fiber-optic

components developed for optical communication and wavelength division multiplex-

ing to create and manipulate high dimensional quantum states for PEA implementa-

tion. Figure 3.2(a) provides a schematic of the setup, which can be decomposed into

three stages: state preparation, high-dimensional controlled operation, and measure-

ment on the control qudit.

To prepare an equi-amplitude superposition of frequency qutrit as the control reg-

ister, we send a continuous-wave (CW) laser source operating in the C-band through

a phase modulator (PM1) driven at 18 GHz, which creates a total number of ∼10

frequency bins with a spacing of 18 GHz. Subsequently, a pulse shaper (PS1) is

programmed to filter out all but three equi-amplitude frequency bins, now with a fre-

quency spacing (∆f) of 54 GHz. Note that since the controlled gate in our proposed

setup is a one-photon operation, the input photon number statistics have no impact

on the operation, thus coherent states can be used instead of true single photons as

the input.

To prepare the target qutrit state, we employ an intensity modulator (IM) driven

by an arbitrary waveform generator (AWG), and carve out three narrow time bins

each with a 6 ns spacing, a 24 ns repetition period, and a full width at half maximum

of ∼0.2 ns which broadens the frequency-bin line-width to 2.2 GHz. As our unitary

matrix of interest (Eq 3.5) is diagonal, the target qutrit eigenstates are single time

bins. Thus, we choose to treat each time bin as an independent eigenstate. Each

experimental trial can be thought of as three separate measurements made in quick

(6 ns) succession. Considering only one of the time bins (eigenstates) at a time, the

state after the state preparation stage can be written as:

|ψ〉in ∝
2∑
j=0

|j〉f ⊗ |τ〉t (3.6)

where τ = {0, 1, 2} denotes which time bin is chosen to operate. The controlled

gate itself consists of a phase modulator (PM2) sandwiched between two chirped
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Fig. 3.2. (a) Experimental setup. (b) Implementation of
controlled-phase gate. See text for details. (PM/IM: Electro-
optic phase/intensity modulator; PS: Fourier-transform pulse shaper;
CFBG: Chirped fiber bragg grating; SNSPD: Superconducting
nanowire single-photon detector; AWG: Arbitrary waveform gener-
ator. Both radio-frequency oscillators (18 and 27 GHz) are synchro-
nized to the 10 MHz reference clock of the AWG.)
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fiber Bragg grating (CFBG). The first CFBG has a dispersion of 2 ns/nm imparting

a frequency-dependent delay which splits each time bin into 3 daughter time bins,

each of which corresponds to one frequency mode [red, green, and blue pulses in

Figure 3.2(b)]. The spacing between daughter time bins (∆t) is 0.9 ns, which is larger

than the time-bin coherence time (∼0.2 ns) and its product with the frequency-bin

spacing (54 GHz) exceeds the Fourier transform limit (i.e., ∆f∆t > 1), allowing

independent manipulation of the time and frequency DoFs. Using the AWG, we

program the phase modulator to apply the unitary U j defined in Eq. (3.5) to time-

bin states conditional on the frequency-bin state |j〉f . The second CFBG with an

opposite dispersion of −2 ns/nm cancels the first dispersion module and recombines

the three daughter time bins back into a single indistinguishable time bin. After the

application of MVCG, we can obtain an output state

|ψ〉out ∝
2∑
j=0

e
i2πjτ

3 |j〉f ⊗ |τ〉t (3.7)

Note that the phases applied to the time-bin state are now attached to the control

register, a process called “phase kickback.”

An ideal three-point inverse DFT gate performs the following transformation:

1√
3

2∑
j=0

e
i2πjτ

3 |j〉f
DFT−1

−−−−→ |τ〉f (3.8)

and thus applying inverse DFT on the control state allows us to read out the phase

based on the detection pattern in the logical basis. Detection in output state |τ〉f
indicates the retrieved phase φ̃ equals to 2πτ/3 (2π×0.τ3 in ternary expression). Re-

cently a near-deterministic, three-dimensional DFT for frequency-encoded qutrit has

been demonstrated with near-unity fidelity, utilizing a quantum frequency processor

circuit [104] consisting of two electro-optic phase modulators and one pulse shaper.

Due to equipment availability, we elect to implement a simpler, probabilistic version

of inverse DFT using a single phase modulator (PM3), capable of performing the

equivalent functions in a multi-shot fashion. The control state, consisting of three

frequency bins with 54 GHz spacing, is phase modulated by a 27 GHz sine waves
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to create frequency sidebands. We fine-tune the modulation index to 1.843 rad such

that each frequency bin projects onto the central bin |1〉f with equal probability. We

utilize another pulse shaper (PS2) as a bandpass filter to pick out this overlapped bin,

and then route to a superconducting nanowire single-photon detector (SNSPD) for

measurement. Since the output now consists of projections from all three frequency

bins, the measured counts will reflect the relative phases due to interference.

Given a control register in the state ∝
∑2

j=0 |j〉f (LHS of Eq. (3.8) when τ = 0)

as the input of the PM3, after frequency mixing we have maximum photon counts in

the overlapped bin due to constructive interference. The other two orthogonal states

will instead experience destructive interference and thus contribute no photon counts.

This operation is equivalent to the transformation described in Eq. (3.8) for τ = 0,

namely the projection onto |0〉f . We can also tune the delays between the input

photons and the electrical drive on PM3, such that the other two transformations

(Eq. (3.8) for τ = 1, 2) can be achieved. Different delay settings can be achieved by

introducing an additional pulse shaper prior to frequency mixing, or a radio-frequency

phase shifter to impart the required delay. Here we choose to lump this function into

PS1 in the state preparation stage to reduce the insertion loss and the complexity

of the system. To avoid any confusion, hereon, we name the three delay settings

required to realize the equivalent inverse DFT functions simply as “projection onto

|0〉f , |1〉f and |2〉f”, respectively.

Under each delay setting, we measure the photon counts in three time-bins recorded

over 1 second. We note that these time bins are widely spaced and do not interfere,

hence, this measurement can be considered as three independent measurements of

each eigenstate in series. As shown in Eq. 3.7, the phase attached to the control reg-

ister after the MVCG matches the inverse DFT transformation described in Eq. 3.8,

thus we have
2∑
j=0

e
i2πjτ

3 |j〉f ⊗ |τ〉t
DFT−1⊗I−−−−−−→ |τ〉f ⊗ |τ〉t (3.9)

which shows for time-bin |τ〉t as the input target, ideally we will only obtain photon

counts after projecting the control register onto |τ〉f . Figure 3.3(a) shows the exper-
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Fig. 3.3. Experimental results for implementing (a) Û1 (Eq. 3.5), and
(b) Û2 (Eq 3.10). Color of the bars corresponds to number of photon
counts registered after inverse DFT projection onto |0〉f (blue), |1〉f
(red), and |2〉f (yellow). Photon counts are recorded over 1 second.

imental results for estimating the eigenphase of Û1. For each target eigenstate, we

stack three color-coded vertical bars in a single slot to represent the registered counts

for different frequency projections. The total number of counts remain stable across

three successive measurements, and most of the counts for eigenstate |τ〉t are recorded

after projection onto |τ〉f . The results match our prediction, as all three eigenphases

for Û1 can be represented with exactly one ternary digit, and thus the phase can

be retrieved deterministically. The fidelity of this measurement, here defined as the

ratio of photon counts registered at the correct output to the total number of received

photons, is 98± 1%.

For the second part of the experiment, we reprogram our MVCG operation by

applying a different temporal phase mask imparted by the AWG to implement another

unitary Û2:

Û2 =


1 0 0

0 ei0.351π 0

0 0 ei1.045π

 . (3.10)

Note that two of the eigenphases are no longer integer multiples of 2π/3, or namely,

the phase attached onto the control frequency bins (after phase kickback mechanism)
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does not match the inverse DFT to transform into a single logical state. Figure 3.3(b)

shows the measured counts for all eigenstates under different inverse DFT settings.

For the first eigenstate, its corresponding phase is 0 and hence most of the counts are

still registered in |0〉f . The other two eigenstates, as discussed above, possess phases

that cannot be accurately retrieved given a single ternary digit precision, and thus

the counts are distributed over different projections. Following the conventional PEA

approach, we report the retrieved phase (φ̃) based on the projection with the highest

number of counts. For eigenphases φ equal to 0.351π and 1.045π, the corresponding

φ̃ are 2π/3 and 4π/3, respectively. In the following section, we will discuss whether

more information can be extracted from the counts’ distribution shown in Figure 3.3,

given (i) the input state is already prepared in the eigenstate, and (ii) an ample

amount of counts are registered for further analysis.

Phase retrieval of Û2

When the input target register of a PEA circuit is an eigenstate with a corre-

sponding eigenphase φ, the probability for the qutrit output control state to collapse

to |n〉, where n = {0, 1, 2}, is

C(n, φ) =
1

9

∣∣∣1 + ei(φ−
n2π
3

) + ei2(φ−n2π
3

)
∣∣∣2 . (3.11)

All three C(n, φ), for n = {0, 1, 2}, are plotted in Figure 3.4. Observe that for each

φ, the ordered set {C(0, φ), C(1, φ), C(2, φ)} is unique. Now let E0, E1, and E2 be

the measured, normalized (
∑
En = 1) photon counts projected, respectively, onto

|0〉f , |1〉f , and |2〉f . The phase we estimate from our measurement, denoted φ̃, is the

phase which minimizes the mean squared error between the measured and theoretical

probabilities:

min
φ̃

2∑
n=0

(En − C(n, φ̃))2 (3.12)

The estimated phases for Û1 (Eq. 3.5) and Û2 (Eq. 3.10) are shown in Table 3.1. The

results for Û2 are plotted in Figure 3.4 alongside the three C(n, φ) curves of Eq. 3.11.

The largest error in φ̃ is 7.1%, and the error is less than 3% in all other cases. Our

photonic system’s ability to execute a large number of trials enables this statistical
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Fig. 3.4. The three curves represent the probability of the control
qutrit collapsing to bin |n〉f for n = {0(blue), 1(red), 2(yellow)} for
any eigenphase corresponding to the eigenstate input of a PEA circuit.
The normalized experimental photon counts for all three eigenstates
of Û2 are fitted to – and plotted at – the estimated phase (φ̃) which
minimizes mean squared error (Eq 3.12). φ̃ is denoted by the position
of the markers and the black dashed line; the location of the true
phase (φ) for each eigenstate is noted with a green dashed line. The
curves are described by Eq 3.11; the plotted values can be found in
Table 3.1.

approach to phase estimation. Agreement between estimated and true phase can be

used to quantify the error in the experimental setup; however, because the statistical

approach requires an eigenstate input, it should not be viewed as a standalone method

for determining an unknown phase.
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Table 3.1.
Normalized photon counts and comparison of true phase φ and exper-
imentally estimated phase φ′ for each eigenstate of Û1 (Eq. 3.5) AND
Û2 (Eq. 3.10). Photon counts normalized from results in Figure 3.3.

Û1

Eigenstate |0〉t |1〉t |2〉t

E0 .9948± .0004 .0101± .0004 .0122± .0005

E1 .0023± .0002 .9805± .0009 .0120± .0005

E2 .0029± .0002 .0094± .0004 .9758± .0010

True Phase, φ 0 2π/3 4π/3

Est. Phase, φ̃ 1.972π .612π 1.394π

Error, |φ−φ̃|
2π

1.4% 2.7% 3.0%

Û2

Eigenstate |0〉t |1〉t |2〉t

E0 .878± .002 .316± .003 .143± .002

E1 .032± .001 .530± .003 .318± .003

E2 .090± .002 .154± .002 .539± .003

True Phase, φ 0 .3511π 1.045π

Est. Phase, φ̃ 1.859π .377π 1.045π

Error, |φ−φ̃|
2π

7.1% 1.3% 0.0%

3.4 Conclusion

In this chapter, we successfully demonstrate the first proof-of-principle qudit-based

PEA implemented in a photonics-based platform. Using the time and frequency

DoFs as the target and control register, respectively, we implement a deterministic

two-qudit gate utilizing standard optical communication equipment. The large en-

semble of measurements facilitated by the photonic platform enables the retrieval of

eigenphases with an error equal to or less than 7.1% .
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The current implementation of the MVCG can only perform trivial diagonal uni-

tary operations, which is a major shortcoming in this demonstration. Nevertheless,

a near-term path to implementing near arbitrary unitary operations using reasonable

experimental resources is clear: using the time, path, or polarization DoF of a single

photon as the control register, the frequency DoF can be reserved to the represent the

target register, where now a more diverse set of unitaries can be implemented using

a programmable quantum frequency processor [105]. The use of polarization as a

control qubit offers simple implementation of projective measurements but limits the

Hilbert-space dimension, thus the precision. Using an iterative PEA approach [106],

the precision or accuracy can be arbitrarily increased.

Finally, to address interesting real-world problems, the biggest remaining challenge

is to increase the dimension of the target’s Hilbert-space. While a 32-dimensional

SUM gate was demonstrated in chapter 2, we have no clear pathway to extend this

to arbitrary unitaries. The most rational approach is to decompose this arbitrary

d-dimensional unitary into a set of a qubit or qutrit-based operations that we can

implement using the frequency DoF. Nevertheless, practical demonstrations are cur-

rently hindered by the loss of bulk equipment used to implement the gates. Advances

in integrated photonics are key to realizing such an approach.
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4. QUANTUM WALKS OF BIPHOTON COMBS IN THE

FREQUENCY DOMAIN

4.1 Introduction 1

Imagine a ball impinging on a network of nodes with a certain depth. At each node,

the particle is scattered either to the left or to the right. Repeating the experiments

many times results in a binomial distribution. This is the simplest form of well-know

random walks and is often demonstrated using the Galton board2. These random

walks provide basic building blocks of algorithms applied in economics and genetic

evolution analysis. If the ball is a quantum particle, the distribution is markedly

different. Now, the particle is in a superposition of all modes and the probability of

the wave-function collapsing to a single-mode depends on the interference between the

probability amplitudes. Another unique feature is that the initial superposition state

of the particle affects the behavior and output of the quantum walk. Note that the

walk can evolve either continuously by tunneling to neighboring modes or in discrete

“coin-flip” steps. Following Feynman’s insights, such well-controlled quantum systems

can be used to simulate complex quantum many-body physical systems. Additionally,

analogous to its classical counterparts, quantum walks inspired quantum algorithms

with exponential speed-up in certain computations [108] and quadratic speed-up in

database search [109] as well as tests of graph isomorphism [110].

Quantum walks have been demonstrated in matter-based platforms [111] as well

as optical photons. In photons, a particle can “walk” in its spatial [112–117], temporal

[118,119], orbital angular momentum [120] and spectral degree of freedom [121–123].

In these previous demonstrations, tuning the depth of the walk required physical

1The results in this chapter are adapted in whole or part from the publication [107]
2Sometimes referred to as the “Bean machine.”
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modification to the physical layout of the circuit. Here, we demonstrate a tunable

quantum walk of two entangled photons walking in the frequency domain. Walks

of entangled particles lead to an exotic behavior that depends on the initial state of

high dimensionally entangled biphoton frequency comb (BFC) [Fig. 4.1B]. By ma-

nipulating the input state’s spectral phase, we observed enhanced ballistic transport

and bound energy states. We provide a time-domain description that hints at the

possibility of using such walks to probe and verify the degree of high-dimensional

entanglement.

A

Modulation depth

Frequency shift

B

Fig. 4.1. Frequency domain mode splitting and biphoton frequency
comb. (A) Experimental data showing the effect of phase modulation
on a single frequency mode for various modulation depths. These
spectra were acquired with classical light but also serve as an illus-
tration of how every single mode, even in the quantum regime, is
scattered by a phase modulator. The modulation speed was chosen
to match the mode separation in our quantum source, and therefore,
frequency shifts are presented in terms of the BFC mode index. (B)
Illustration of a BFC in frequency space. Each photon of the entan-
gled pair is in a superposition of eight distinct frequency modes with
pairwise correlations about the center of the biphoton spectrum. This
two-photon state has the form |ψ〉 = 1√

8

∑8
m=1 |m,−m〉SI , and orange

lines in the figure highlight correlations between each frequency pair.
A pulse shaper is used to manipulate the phase on each frequency
mode before the quantum walk.
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4.2 Concept and Experimental Setup

In the case of a quantum walk in the frequency domain, the coupling is mediated by

a periodic (temporal) modulation of the waveguide refractive index. Such coupling,

or mode-splitting, can be realized in electro-optic phase modulators driven with a

single sinusoidal radio-frequency (RF) tone. The effect of this perturbation is that

the wavefunction of a photon traversing the waveguide picks up a factor of eiδ cosωmt.

Here, δ corresponds to the strength of the modulating RF field, and ωm denotes

the frequency of this RF modulation. Viewed from the perspective of the frequency

domain, phase modulation scatters a single frequency into a comb-like spectrum with

adjacent frequency modes separated by ωm in frequency (Fig. 4.1A). The amplitude

of a comb line a distance nωm away from the original frequency is given by nth-order

Bessel function Jn(δ). In analogy to quantum walks based on path encoding, the depth

of such a frequency domain quantum walk can be incremented simply by cascading

one modulator after another. However, a particular strength of the frequency domain

approach is that a cascade of n identical phase modulators is equivalent to increasing

the strength of the modulating RF field in a single modulator by this factor of n.

In other words, the depth of the walk can be tuned over a continuous range by

simply modifying the strength of the modulating RF field. This is in contrast to

quantum walks in the spatial domain where the evolution of the state is determined

by propagation length [112,113].

Figure 4.1A shows results from quantum walks of a single photon that starts out

in a single-frequency mode. As the strength of the modulating RF field (δ) increases,

the extent to which the input mode scatters to outer frequency modes also increases.

In Fig. 4.1A, the output photon distribution is plotted as a function of modulation

strength δ, which, in our platform, is equivalent to the effective walk duration. The

“rabbit ears” observed in this distribution signify the presence of ballistic energy

transport–a signature of random walks with quantum systems. In particular, the
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standard deviation (SD) of the output photon distribution grows linearly with δ [124],

while for a classical random walk, the transport grows only as
√
δ [124].

Laser PPLN Crystal Pulse Shaper 1 Phase 
Modulator

Pulse Shaper 2 SNSPDs Event Timer

Photon Pair
Generation

BFC Generation and
Phase Manipulation

Quantum Walk
Circuit

Frequency
Demultiplexing

Coincidence
Detection

Fig. 4.2. The experimental setup of the frequency-domain quantum walk.

The experimental setup is depicted in Fig. 4.2. A continuous-wave 775-nm laser

with about 1-mW power shining on a PPLN crystal generates broadband time-

frequency entangled photons with about 40-nm (5-THz) bandwidth, with a power

of about 5 nW. A pulse shaper is then used to carve this spectrum to make a BFC

with 25-GHz frequency spacing between the bins and about 9-GHz linewidth. The

pulse shaper is used to manipulate the amplitude of the biphoton spectrum and its

phase prior to any quantum walk. Once the desired state has been prepared, it is

sent to an electro-optic phase modulator that implements the mode-mixing opera-

tions which give rise to a quantum walk. Our modulator is driven with a 25 GHz

sinusoidal RF waveform, identical to the free spectral range (FSR) of the BFC, with

the RF power tunable over a continuous range. For the equipment used in our ex-

periments, this index was ∼5. With small upgrades to our equipment (cabling and

amplifiers rated to 25 GHz) or by cascading more phase modulators in series, higher

modulation depths can be readily achieved. Downstream of the modulator is a sec-

ond pulse shaper, which selects a pair of output frequencies and routes each one to

a superconducting nanowire single-photon detector (SNSPD) (Quantum Opus). The

relative arrival time of photons on the SNSPD pair is then monitored using an event

timer (PicoQuant HydraHarp 400). Two-photon events between different frequency

modes are identified by correlations in their arrival time and this data is used to con-

struct a measurement of the joint spectral intensity (JSI) of the BFC – a two-photon
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correlation map that illustrates the effects of a quantum walk in energy (frequency)

space.

4.3 Results

4.3.1 Enhanced ballistic energy transport and energy bound states

One hallmark of a quantum walk is the observation of ballistic energy transport

of the quantum state across modes of the system. We demonstrate even stronger

transport for the case of a BFC entangled across eight dimensions and having the

form |ψ〉 = 1√
8

∑8
m=1 |m,−m〉SI , where S and I denote the signal (high-frequency)

and idler (low-frequency) photons, respectively. The JSI of this state, i.e., in the

absence of any RF modulation, is completely anticorrelated in frequency(Fig. 4.3A).

Each pixel on the antidiagonal corresponds to the same two-photon energy, i.e., the

sum of mode indices of any pixel on this line is zero. Note that the sum of the

mode indices on any line parallel to the antidiagonal is a constant and corresponds

to a different value for the total energy of the two-photon state. The diagonal terms

|i, i〉AB were measured by splitting frequency mode i between detector channels A

and B and are measured after all the off-diagonal elements. The acquisition time

for diagonal elements was twice as long since there is a 50% probability that both

photons end up at the same detector and, consequently, fail to register coincidences.

In Fig. 4.3B we show the JSI of this state after a quantum walk when the modu-

lator is driven to a depth δ = 4.6. Experimental data clearly show diffusion, or trans-

port, of two-photon correlations away from the original JSI, which matches results

expected from theory. Transport perpendicular to the sum-frequency axis (antidi-

agonal) and toward the top right corner of the JSI corresponds to events where the

overall energy of the biphoton increases, i.e., the modulator transfers energy to the

two-photon state. The converse, when the biphoton transfers energy to the modulator,

manifests as transport toward the lower-left corner of the JSI. In other words, what

we observe is two photons experiencing the same frequency shift, which resembles,
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Fig. 4.3. (A) The anticorrelated JSI for an eight-dimensional BFC
before the quantum walk. (B) JSI for a BFC after a quantum walk
for the case when no additional phase is applied before the walk.
This results in two-photon events where mode indices move in the
same direction, i.e., we have bunching of photons in energy space.
(C) Antibunching (mode indices of two-photon events move in oppo-
site directions) is observed when adjacent modes start out with a π
phase difference relative to one another. (D and E) Energy trans-
ferred from the phase modulator to the total biphoton state. The
correlated quantum walk exhibits enhanced ballistic energy trans-
port, and we see strong energy confinement for the anticorrelated
walk. Energy transfer in these plots is presented in units of hν, where
ν = 25 GHz(hν = 1.656 × 1023J). All the JSI elements are coinci-
dences measured in 1 s. a.u., arbitrary units.

but is qualitatively different from, bosonic bunching (Hong-Ou-Mandel interference)

in the frequency domain [125].

To quantify this energy transfer, we tabulate the total number of events along

the antidiagonal and along each line parallel to the antidiagonal, to determine the

probability of a biphoton exiting the system with a particular total energy. Energy
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transfer between the quantum circuit and the two-photon state, expressed in terms of

the sum of photon mode indices, is plotted in Fig. 4.3D as a function of modulation

depth. A similar walk for a fixed circuit depth was previously demonstrated with

high-dimensional, path-entangled photon pairs [114].

By modifying the spectral phase of the BFC to create a state of the form |ψ〉 =

1√
8

∑8
m=1 e

imπ |m,−m〉SI , i.e., a state in which adjacent modes have a π phase with

respect to one another, we demonstrate strong confinement of the biphoton energy.

This operation can be viewed as a linear spectral phase ramp, which is equivalent to

delaying one photon with respect to its entangled counterpart by half the modulation

period. As a result of this delay, photons in an entangled pair acquire equal but

opposite frequency shifts. This is clearly illustrated in the JSI measurement after a

quantum walk (Fig. 4.3C), which shows that frequency correlations remain largely

confined to the antidiagonal of the JSI measurement. In other words, the energy of

the two-photon state is mostly unchanged. As the duration of the walk (modulation

depth) increases, frequency correlations merely propagate outward along the antidi-

agonal to include new combinations of high- and low-photon energies. However, this

energy gain or loss is correlated within a photon pair. If the idler gains some energy,

then the signal loses that same amount of energy with the result that the total energy

of the state is preserved. The variation in the coincidence rates shown in Fig. 4.3E is

due to fluctuations of the photon flux in our entangled pair source.

4.3.2 Time domain perspective

The evolution of the biphoton, as depicted by two-photon correlation maps (Fig. 4.3,

B and C), can also be understood from a time-domain illustration of the quantum

walk that considers the effect of electro-optic phase modulation on the time correla-

tion function of entangled photons. In Fig. 4.4, the strength of the modulating RF

waveform is shown in black as a function of time. A signal photon (blue arrow) arrives

at the modulator at random times owing to the nature of the photon pair generation
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Correlated quantum walk Anticorrelated quantum walk

8-dimensional
entanglement

64-dimensional
entanglement

Frequency− +

Fig. 4.4. Time-domain picture. Time-domain illustration of phase
modulation for four different conditions (correlated or anticorrelated
quantum walk, 8- or 64-dimensional entanglement). The strength of
the modulating RF waveform is shown with the black sinusoid. The
change in the color of output photons reflects their frequency shifts.
The cloud around the idler photon in the eight-dimensional entangled
case illustrates the wider range of possible frequency shifts due to
wider time-correlation function pulse features.

process. Here, for example, the signal reaches the modulator when the phase of the

modulating RF waveform is π/6. While the idler photon also reaches the modulator

at a random time, its arrival is highly correlated with that of the signal photon. This

correlation is characterized by a distribution of possible values for the delay between

signal and idler. The distribution, in delay space, is given by the Fourier transform

of the complex biphoton spectrum [126]. Consequently, for a narrowband biphoton

spectrum with entanglement across a limited number of dimensions (“8-dimensional
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entanglement” in Fig. 4.4), there is a wide range of possible values for the relative

delay between signal and idler. As the entanglement dimensionality of the state in-

creases, i.e., as the biphoton spectrum gets broader, the distribution of possible delays

gets narrower (“64-dimensional entanglement” in Fig. 4.4). The discretization of the

biphoton spectrum in frequency space, owing to its comb-like structure, results in a

distribution of relative arrival times that repeats at integer multiples of the inverse

comb FSR. Since the spacing between comb lines matches the frequency of the RF

waveform, this repetition of the distribution in arrival times occurs at integer multi-

ples of the modulation period. The net effect is that both photons experience nearly

the same phase modulation slope (dφ/dt), which means they experience correlated

instantaneous frequency shifts (“correlated quantum walk” in Fig. 4.4).

For the energy bound state, the situation is slightly different. Here, there is a π

phase difference between adjacent comb lines, which corresponds to a linear spectral

phase ramp or simply a time delay. This time delay corresponds to exactly half the

RF modulation period. In other words, the distribution in the relative arrival of sig-

nal and idler is now spaced at half-integer multiples of the modulation period. Here,

unlike in the case of enhanced ballistic transport described earlier, photons in an

entangled pair experience anticorrelated instantaneous frequency shifts (“anticorre-

lated quantum walk” in Fig. 4.4), which manifests through confinement of two-photon

correlations to the antidiagonal (sum-frequency axis) of a JSI measurement.

4.3.3 Effects of high-dimensional entanglement

The critical role played by spectral phase hints at strong differences between quan-

tum walks featuring coherent superpositions of multiple frequency pairs |m,−m〉SI ,

as compared to mixtures of those same frequency pairs. While both states possess

identical frequency correlations, in the latter, the relative phase between any two

basis states (|m,−m〉SI and |m′,−m′〉SI , for m 6= m′) is completely random. To sim-

ulate the effect of this random phase, we construct a JSI measurement of the mixed



51

Fig. 4.5. Adding the JSI’s of states |m,−m〉 for m = 1, . . . , 8. The
experimental results (b), match with theoretical simulations (a).

state by adding together JSI measurements resulting from quantum walks of individ-

ual frequency pairs |m,−m〉SI , for m = 1, , 8. A clear effect of incoherence is that

two-photon correlations are smeared out without any sharp or well-defined features

(Fig. 4.5).

These results, together with walks presented earlier, suggest that the total energy

of the two-photon state after a quantum walk can serve as an indicium of the coherence

between frequency mode pairs. One metric to quantify this is the SD of biphoton

energy measured at the output. This is presented in terms of the mode index (single-

photon case) and the sum of mode indices (two-photon case), as a function of walk

duration, in Fig. 4.6. We see a clear indication of enhanced energy transfer for the two-

photon state. In the limit of infinite multilevel entanglement, energy transfer increases

at twice the rate for two-photon correlations compared to the single-photon quantum

walk since both photons experience exactly the same frequency shift. To elucidate

the effect of the entanglement dimensionality, we present data for biphoton energy

transfer in the cases of enhanced ballistic scattering (Fig. 4.6C) and strong energy

confinement (Fig. 4.6D). Figure 4.6B shows how the SD of the output biphoton

energy changes as the degree of multilevel entanglement increases for a fixed walk

depth (δ = 6.1). The clear change in the distribution of biphoton energies as a
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Fig. 4.6. Effects of entanglement dimensionality on quantum walks.
(A) SD of single- and two-photon energy transport. In particular,
the two-photon case considers an eight-dimensional, maximally en-
tangled photon pair. Experimental data (purple and green markers)
are plotted alongside results expected from theory (solid lines). Plot
points are extracted from results in Figs. 4.1A and 4.3D. The SD
grows linearly with the modulation index in both cases. However, the
slope is roughly twice as steep for the two-photon case. (B) SD of the
energy transfer (output mode) distribution as a function of entangle-
ment dimensionality for the case of enhanced ballistic transport and
energy confinement when δ = 6.1. Theoretical predictions are rep-
resented by solid lines, and the markers correspond to experimental
data extracted from (C) and (D). In (A) and (B), the SD is computed
after background subtraction (coincidence-to-accidental ratio, ∼ 50)
and the error bars are calculated assuming Poissonian statistics. The
error bars for single-photon energy transport in (A) are not shown
since the experiment was carried out using classical light. (C and
D) Energy transferred to the biphoton as a function of entanglement
dimensionality for enhanced ballistic transport and the bound state,
respectively. In (C), the “rabbit ears” grow as the entanglement di-
mensionality increases, resulting in a slight increase in SD, as shown
in (B). In (D), increasing entanglement dimensionality reduces the
occurrence of any net energy transport between the modulator and
the BFC. Consequently, frequency correlations remain confined to the
constant energy axis, i.e., the antidiagonal of the JSI shown in Fig.
2C, for example.
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function of entanglement dimensionality, especially in the case of the energy bound

state, points to how these results can potentially be used to certify, or even quantify,

high-dimensional frequency-bin entanglement [33,82].

4.4 Conclusion

In this chapter, we have used an electro-optic modulator as a tunable quan-

tum walk circuit that couples and scatters frequency modes of a high-dimensionally

frequency-bin entangled photon pair. By manipulating the superposition state of the

input wavefunction, we demonstrate enhanced ballistic energy transport and energy

bound states. The distinction between the quantum walk distribution of the corre-

lated, anticorrelated, and the incoherent case becomes more evident when looking at

the JSI (Fig. 4.7) in the limit of high modulation depth (δ = 200). The correlated walk

spreads diagonally while the anticorrelated walk spreads antidiagonally, resembling

quasi-bosonic bunching and quasi-fermionic antibunching behavior, respectively. Fur-

thermore, by setting the linear spectral phase of the input biphoton state to a slope

of π/2, we observe quasi-anyonic behavior (Fig. 4.7c). Even though the wavefunction

is anti-symmetric in the anticorrelated case, the electro-optic modulator operating

on the state disturbs the anti-symmetry, resulting in deviations from true fermionic

behavior. To simulate true fermionic behavior, a secondary degree of freedom can be

used to prepare an anti-symmetric wavefunction and preserve it after the frequency

domain walk [127, 128]. This can be done using a polarization-entangled source and

a polarization diversity phase modulator, or with time-bins and interferometers.

In addition to the behaviour observed, other phenomena such as Bloch oscillation

[111, 129], and Anderson localization [130] may be observed by controlling the RF

field experienced by each lattice point (frequency-bin), i.e. adding an inhomogeneity

to the circuit. Such effects can be induced, for example, by using more complex

setups such as resonant electro-optic modulator [122], or a modulator in a loop using

low-loss fast-switching integrated photonics. Even more interesting is to observe the
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Fig. 4.7. Output JSI in the limit of high modulation depth (δ = 200).
a, correlated, b, anticorrelated, c, uncorrelated energy transfer and
d, incoherent case, all simulated. a, and b, in the limit of high mod-
ulation clearly show bunching and antibunching effects, respectively,
whereas in c, the biphotons relative delay is quarter-integer multiple
of the modulation period resulting in a quasi-circular pattern. In d,
the photons are less correlated with each other.

effects of multipartite high-dimensional states and identify any quantum behaviour

unique to such states [131], as well as testing the resilience of various superpositions

of two-photon states to disorder in the system [132].

Finally, the dependence of energy transport, especially in the bound energy state,

signals the possibility of using such walks to verify the multi-level entanglement of

the input BFC state. In principle, the degree of entanglement, assuming a symmetric

noise model, can be certified by direct measurement of the time correlation function,

however, the typical jitter of SNSPDs (∼ 60 − 80 ps) prevents such measurement.

An alternative approach is frequency projection methods [133] such as those adopted

in chapter. 2, nevertheless, such projections become laborious with increasing dimen-
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sions. Certainly, a more rigorous proof [134] is needed to set tight bounds on the SD

of energy transport.
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5. RAPID RF SUB-SAMPLING AND DISAMBIGUATION

USING DUAL COMBS

5.1 Introduction1

Radio frequency communications has profoundly transformed the way societies

communicate and its impact is evident in our daily lives. Spectral sharing to satisfy

a large number of applications and users, in addition to growing systems’ complexity,

has exacerbated the demand for wideband frequency sensing across tens to hundreds of

gigahertz. Analog to digital converters (ADC), however, have not been keeping pace

with this growing spectral demand due to limitations in sampling rate and analog

bandwidth. Furthermore, in some radar and telecommunication applications, the

signal is transmitted over a wide bandwidth but has sparse content. Direct digitization

of such signals, if possible, is often inefficient and generates high streams of data,

complicating the processing and storage of information. Compressive sensing and

Nyquist folding receivers have emerged as an alternative solution in which wideband

RF signals are folded to a smaller band [136]. Photonic based downconverters are

immune to electromagnetic interference and are better suited for wideband operation.

These downconverters can be classified into two general methods. The first is based

on translating the signal from the original carrier frequency to an IF band accessible

to ADCs [137, 138]. The tunability of such systems is often limited by the speed of

thermally tuned fiber Bragg grating filters. The second method uses spectral folding

thru sub-sampling with intentionally induced jitter to disambiguate over a multitude

of multi-octave aliasing bands [139–141].

Using dual electro-optic combs, we demonstrate rapid disambiguation over 10

Nyquist bands (10 GHz Bandwidth). This technique can be directly extended to cover

1The results in this chapter are partially adapted from the publication [135]
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K to W bands. This scheme has similarities to sub-sampled links with perturbed

sampling rates [140]. Compared to previously demonstrated Vernier comb based

disambiguation [141], the implementation demonstrated here is more focused toward

on-chip integration. The setup does not require any frequency shifting stages or

optical filtering. Furthermore, no pulse compression stage is required. The setup can

be readily integrated using existing technology thereby offering important advantages

in size, weight, and power.

5.2 Concept and Experimental Setup

Fig. 5.1. (a) The experimental setup; continuous-wave (CW), phase
modulator (PM), intensity modulator (IM), photodetector (PD), low
pass filter (LPF). (b) Illustration of the scheme, the orange lines are
the comb lines of the ’fr’ phase modulator and the blue lines are the
comb lines of the ’fr+δf ’ phase modulator. The black lines represent
the input RF signal for different cases.

The experimental setup is shown in Fig. 5.1. A continuous-wave laser (CW)

laser is split to feed three arms. Two arms have phase modulators driven by locked

RF sinusoids: fr for one arm and fr + δf for the other, where δf is a small offset

frequency. A third arm contains a quadrature biased intensity or Mach-Zehnder

modulator (MZM) driven by the RF signal of interest. The branches are combined

and detected by an amplified 1.5 GHz InGaAs photodetector followed by a low pass

filter and an oscilloscope with 2 GHz bandwidth. The signal is digitally filtered to
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pass only a bandwidth of 1 GHz (fr). The operating principle is depicted in Fig.1b.

An RF input signal at either fr + ∆f or fr − ∆f beat with the comb modulated

at fr resulting in a beat-note at ∆f . More generally, this is also the case for all

input RF signals m · fr ±∆f where m is the aliasing band. With only one comb, the

aliasing band is ambiguous. However, the addition of a second comb with fr + δf

repetition rate results in a second beat spaced ±m · δf away from the first beat,

thereby disambiguating the signal’s aliasing band. The sign of the second beat spacing

(±m · δf) resolves the ambiguity of the signal’s position relative to the nearest ‘fr’

comb line. If the sign is positive, the signal is on the low side and vice versa, on

the high side for a negative spacing. The previous discussion assumes that we know

which comb produced which beat note. In practice; however, this is not the case. An

input signal at m · (fr + δf)±∆f also produces a beat-note at ∆f and a second beat

spaced ±m · δf away from the first beat. To resolve this ambiguity, we can vary the

amplitude of one comb or use different powers for each EO comb. Alternatively, if

we extend the electrical detection window up to fr, we obtain a second set of beat-

notes in the region [fr/2, fr], where the two beat-notes for each input RF signal do

not overlap, and the ambiguity can be resolved solely based on the frequency of the

beat-notes (see Fig. 2c).

Experimental results are shown in Fig. 5.1 The ‘fr’ phase modulator is driven with

a 1 GHz sinusoid and the ‘offset modulator’ is driven at 1.002 GHz (δf = 2 MHz).

A 20 µs trace (40 interferograms) is shown in Fig. 5.2a. For an input RF signal at

6.7 GHz, the power spectral density of the trace is shown in Fig. 5.2b. Two beats are

seen, one centered at 300 MHz and the second is 14 MHz (7 · δf) higher. Therefore,

the original signal is deduced to be at 7fr − ∆f , which is 6.7 GHz as expected.

Fig. 5.2d overlays all input RF signals at m · fr ± 300 MHz for 10 aliasing bands

(20 different input signals, one at a time, representing all 20 Nyquist zones). Each

signal produces a beat at 300 MHz, and a secondary beat which disambiguates the

Nyquist zone, potentially allowing simultaneous detection. The amplitude disparity

between different Nyquist zones depends on the spectral envelope of the simple EO
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Fig. 5.2. (a) 20 µs temporal trace (40 interferograms) with a 6.7 GHz
input signal. (b) Power spectral density of the 20 µs trace. (c) beat-
notes for 6.7 GHz and 7.314 GHz input signals in the region [fr/2, fr].
(d) Overlaid zoomed view of beat-notes for multiple input signals at
(m · 1 GHz ± 300 MHz) independently measured, where m is swept
from 1 to 10. Note that all of these input generate a beat-note at 300
MHz and another at a separate frequency.

combs that showed a Bessel function spectral profile. Flat EO combs are expected to

yield a flatter sensing bandwidth. As discussed previously, for the case of the 6.7 GHz

signal, an input signal at 7.314 GHz also produces two beat-notes at 314 MHz and

300 MHz. This ambiguity can be resolved if the two comb lines have different powers,

or by extending the detection window up to fr, as shown in Fig. 5.2c. In addition

to the large variation in conversion efficiency, a careful analysis of each signal reveals

strong harmonic distortion. To address these concerns, we develop a theoretical model

and provide analytical expressions for the harmonic distortion terms as well as the

conversion efficiency. Our analysis, detailed in the next section, shows that it is

possible to operate the link at a third-order limited operational point.
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5.3 Theoretical model and RF link metrics

We start by writing the total electric field at the photodetector as

eT (t) =
√

2 Pin,ocos(ωot)
(√

`PM1e
iδcos(ω1t) +

√
`PM2e

iδcos(ω2t) +
√
`MZMMZM

)
(5.1)

where Pin,o, ωo, ω1, ω2, δ, are the input optical power, optical carrier radial frequency,

the first and second PMs’ driving frequency (ω2 = ω1 +∆ω) and the PM’s modulation

depth, respectively. The first two exponentials inside the parenthesis represent the

phase modulators. The factor ` represents the total loss, i.e. photon loss or splitting

ratio, for each branch. Throughout this chapter, we’ll assume that losses in the phase

modulators’ branch are equal, i.e. `PM1 = `PM2 = `PM . The last term is the MZM’s

transfer function. The current at the photodetector Id = R|eT |2, can be expanded as

Id = RPin,o (1 + cos(2ωot)) ×(
2`PM + 2`PM cos

(
δ [cos(ω1t)− cos(ω2t)]

)
+`MZM |MZM |2+

2 <
{√

`PM`MZM MZM
[
e−iδcos(ω1t) + e−iδcos(ω2t)

]})
(5.2)

whereR, Hpd is the photodetector’s responsivity. The last term represents the mixing

terms that convert the signal of interest to baseband and the symbol < refers to the

real part of the expression. Using a balanced dual branch push-pull MZM, we can

write its transfer function as

MZM =
1

2

(
eiφ(t)/2 − e−iφ(t)/2

)
(5.3)

where φ(t) = φdc + φrf cos(ωrf t) and φrf =
√

2RiPrf,in
π
Vπ

. Here, ωrf , Prf,in, Ri, Vπ is

the input RF signal, the input RF power, input resistance and the MZM’s π voltage,

respectively. Substituting the following identities in the MZM’s expression

cos (φ cosΩ) =Jo(φ) + 2
∞∑
n=1

(−1)nJn(φ) cos(2nΩ) (5.4)

sin (φ cosΩ) =− 2
∞∑
n=0

(−1)nJ2n+1(φ) cos
(
(2n+ 1)Ω

)
(5.5)
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and using the Jacobi-Anger expansion

eiφcos(Ω) = Jo(φ) + 2
∞∑
n=1

inJn(φ)cos(nΩ) (5.6)

where Jn is the nth order Bessel function of the first kind, we expand eq. 5.2 focusing

on the mixing terms to obtain

Id = · · ·+8
√
`PM`MZMPin,oR

∞∑
k=1

i2kJ2k−1(−δ)
[
cos
(
(2k − 1)ω1t

)
+ cos

(
(2k − 1)ω2t

)]
×[

cos(φdc/2)
∞∑
n=0

(−1)n+1J2n+1(φrf/2) cos
(
(2n+ 1)ωrf t

)
+ sin(φdc/2)

∞∑
n=1

(−1)nJ2n(φrf/2) cos(2nωrf t)

]
(5.7)

The first summation represents the comb lines of the two phase modulators. Notice

that the summation now is with respect to ‘2k-1’, i.e. only the odd phase modulators’

comb sideband pairs contribute to the downconverted terms in the sub-sampling

process. This arises mathematically from the real signal constraint in eq. 5.2, thereby

necessitating the detection bandwidth to be equal to or greater than ω1. The other

summation terms arise from the MZM transfer function. Notice that the even-order

harmonics can be suppressed at null-bias operation, this is in contrast to IMDD links

which are third-order limited at quadrature bias.

The RF photocurrent corresponding to the input RF signal downconverted to

baseband from beating with a single phase modulator can be obtained from

Id,ωrf−k̃ω1
= −8

√
`PM`MZM RPin,o×

i2k Jk̃(−δ) J1(φrf/2) cos(φdc/2) cos
(
ωrf t

)
cos
(
k̃ω1t

)
(5.8)

where k̃ is an odd integer representing the comb’s sideband number that downconverts

the signal to baseband. Using the small-signal approximation for the Bessel function,
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Jn(φrf ) ≈ φn/2nn!, for φrf � 1, we calculate the average RF output power per

beat-note as

Pωrf−k̃ω1
=
〈
I2
d,ωrf−k̃ω1

〉
Ro|Hpd|2

= `PM`MZMRoRiPin,rf

(
RPin,o|Hpd| cos(φdc/2) |Jk̃(−δ)|

π

Vπ

)2

(5.9)

where < · > denotes the time average, and Hpd is the photodetector’s response

function. Similarly, the average RF output power per beat-note for the higher-order
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Fig. 5.3. RF power of the downconverted signal and its harmonics.
The colored lines are obtained from the analytical expressions while
the dashed lines are obtained from direct numerical computation of
eq. 5.1.

harmonic distortions can be calculated using eq. 5.7 as

P2ωrf−k̃2ω1
=
`PM`MZMRo

25
×(

RPin,o|Hpd| sin(φdc/2) |Jk̃2(−δ)| RiPin,rf

)2
(
π

Vπ

)4

(5.10)
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P3ωrf−k̃3ω1
=
`PM`MZMRo

2304
×(
RPin,o|Hpd| cos(φdc/2) |Jk̃3(−δ)|

π

Vπ

)2

(RiPin,rf )
3 (5.11)

where the subscript k̃2 (k̃3) is an odd integer representing the comb’s sideband number

that downconverts the second (third) harmonic to baseband. Fig. 5.3 compares the

direct numerical computation of eq. 5.1 to the obtained analytical expressions showing

excellent overlap. Having obtained the fundamental and harmonics power, the next

step is to use these expressions to compute the link’s analog metrics. Throughout this

chapter, we’ll assume that the input power is first split by half into two branches, one

goes to the MZM while the other half is split again between the two phase modulators,

so `MZM = 2`PM1 = 2`PM2 = 2`PM = 1/2. Unless otherwise specified, Table. 5.1

shows the values used in any forthcoming calculation.

5.3.1 Link Metrics

Gain and noise figure

The small signal RF gain (or conversion efficiency) per beat-note can be readily

found using

GRF =
Pωrf−k̃ω1

Pin,rf

= `PM`MZMRoRi

(
RPin,o|Hpd| cos(φdc/2) |Jk̃(−δ)|

π

Vπ

)2

(5.12)

The RF gain at null-bias (third-order limited sub-sampled link) is shown in Fig. 5.5.

As in the typical intensity-modulated direct-detection (IMMD) link,the gain is pro-

portional to the square of the (Pin,o/Vπ) ratio. Unlike typical sampled analog optical

links where all of the sampling comb spectral lines have sidebands which add up

coherently at the photodetector, here, the signal of interest is downconverted to base-

band by beating with only a single sideband pair. Therefore, the gain drops as the

PM’s modulation depth is increased—a result of the aforementioned sideband pair
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Table 5.1.
Sub-sampled link parameters.

Symbol value [unit]

PM1 frequency ω1/2π 1 GHz

PM2 frequency ω1/2π 1.002 GHz

Offset frequency ∆ω/2π 2 MHz

Input optical power Pin,o 50 mW

Combined loss/splitting ratio in the MZM branch `MZM 1/2

Combined loss/splitting ratio in the PMx branch `PMx 1/4

PM Modulation depth δ varied

MZM’s π voltage Vπ 4 V

Input RF power Prf,in 0 dBm

Input Resistance Ri 50 Ω

Output Resistance Ro 50 Ω

Photodiode circuit filter function Hpd 1/2

Photodiode responsivity R 1 A/W

sharing a smaller fraction of the comb’s optical power as its bandwidth is increased.

This ultimately constitutes a trade-off between gain and the detection bandwidth

(i.e. number of Nyquist zones). The fades or nulls in the gain profile are a result of

the PM’s spectra following a Bessel distribution. Since the link will be operated at a

fixed modulation depth, this doesn’t constitute a serious problem. However, for each

Nyquist zone, these nulls occur at different modulation depths as shown in Fig. 5.5.

Therefore, the modulation depth must be chosen carefully. For example, using a

modulation depth of 4.6π, 16 Nyquist zones can be detected with only ∼ 8 dB of

gain variation—see the right panel of Fig. 5.5.
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Fig. 5.4. The sub-sampled link RF gain and noise figure assuming
three different noise levels for an input signal within Nyquist zone 2
or 3. The dashed lines show the gain assuming a quadrature-biased
IMDD link.

Finally, we use the gain to compute the link’s noise figure

NF =
Nout

GRF kBT
(5.13)

where kBT represents the thermal noise contribution (kB is Boltzmann’s constant

and T = 290 K), and Nout it the total electrical noise power spectral density at the

link output. The results are plotted in Fig. 5.4 assuming three different levels of

noise. Compared to a quadrature biased IMDD link with the same level of noise,

the sub-sampled NF is 10-15 dB higher—a result of lower link gain. While the NF

levels are high (≥ 33 dB) compared to their electronic counterparts, this is generally

a challenge for all analog photonic processors. A radical improvement in NF requires

a breakthrough in improving the Vπ and high power handling photodetectors. For

this link in particular, since the downconverted beat-note pairs arise independently of
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each other, combining the outputs of the two PMs is not necessary. Instead, the MZM

output can be split by half, each combined with a PM followed by a balanced pho-

todetector. Such balanced detectors can cancel common noise, and increase the gain.

Additionally, the reduced detection bandwidth offered by the sub-sampled link makes

the design of efficient and high-current handling photodetectors less demanding.

Dynamic range and intercept points

By equating the RF output powers, eq. 5.9 with eq. 5.10 or eq. 5.11, we can find

the 2nd and 3rd order input intercept point (IIP)

IIP2 =
25

Ri

(
cos(φdc/2) |Jk̃(−δ)| Vπ
sin(φdc/2) |Jk̃2(−δ)| π

)2

(5.14)

IIP3 =
48 |Jk̃(−δ)| V 2

π

Ri |Jk̃3(−δ)| π2
(5.15)
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bias) limited IIP for an input signal within the first half of Nyquist
zone 2.

These equations are plotted in Fig. 5.6. As expected, the IIPs are a function of V 2
π

and are independent of the input optical power. Substituting these expression back

in eq. 5.9, we get

OIP2 = 25`PM`MZMRo

(
RPin,o|Hpd|

)2 cos(φdc/2)4 |Jk̃(−δ)|4

sin(φdc/2)2 |Jk̃2(−δ)|2
(5.16)

OIP3 = 48`PM`MZMRo

(
RPin,o|Hpd|cos(φdc/2)

)2
[
|Jk̃(−δ)|3

|Jk̃3(−δ)|

]
. (5.17)

Notice that the output intercept points (OIP), on the other hand, are independent

of the MZM’s Vπ and are proportional to P 2
in,o, as is the case for the IMMD link

architecture. The Bessel factors result in the deep fades shown in Fig. 5.17. Such

operational points must be avoided as discussed previously.
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Having calculated OIP3n, the spurious-free dynamic range (SFDR) can be readily

calculated using the following relationship

SFDRn =

(
OIPn
Nout

)(n−1)/n

(5.18)

The second-order, at quadrature bias, and third-order limited SFDR, at null bias,

are plotted in Fig. 5.8 for an input signal within the first half of Nyquist zone 2.

By setting the operational point to third-order limited regime, we can increase the

SFDR by 30-35 dB—more than a 1000 fold improvement in dynamic range. Even

with an output noise level as high as -130 dBm, SFDRs ∼ 100 dB can be achieved.

Note that, typically, the SFDRs are calculated based on the two-tone test and the

intermodulation distortion (IMD) points—as was done in the chapter 6. This is

usually adopted since higher harmonics fall out of the detection window, and the

system is limited by the IMD. However, in our case, the system - by design - detects
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several Nyquist zones, so the dynamic range for the lower Nyquist zones will be

limited by the harmonic distortion. Thus, the SFDRs are calculated based on these

harmonics. For higher Nyquist zones, the SFDR increases as the harmonics fall out

of the detection window, and the IMD becomes the limiting distortion.

The Effect of the Modulator’s Chirp

In the experimental results, we observe that the RF signal beats with both the

even and order comb sidebands—see Fig. 5.2 b and c. However, the theoretical model

shows that the RF signal of interest beats with only the odd comb sideband pairs.

This apparent discrepancy between experiment and theory is a result of the MZM

chirp. The MZM used in the experiment is a Z-cut (EOspace AZ-0k5-20-PFU-PFU-



70

UL) modulator with a vendor specified chirp factor of ∼ 0.7 [142]. This leads to an

asymmetric voltage drive between the two branches of the MZM, resulting in residual

phase modulation. Using the expressions in [143], we can write the asymmetric drive

as

MZM =
1

2

(
ei(φdc+φrf1 cos(ωrf t))/2 − e−i(φdc+φrf2 cos(ωrf t))/2

)
(5.19)

where φrf1 = 0.18 φrf2 . Fig 5.9 shows the simulation with the asymmetric drive

taken into account and the MZM bias at quadrature; as was done experimentally.

The results show that indeed two pairs of beat-notes (and others resulting from the

harmonics) are obtained within the 1 GHz detection bandwidth, corresponding to the

input RF signal beating with both the even and the odd sidebands of the phase mod-

ulator. Note that even at null bias, the second harmonic distortion is not suppressed

in this case. Therefore, it is critical that future designs are based on a zero-chirp

(e.g. X-Cut LiNbO3) modulator in order to achieve a third-order limited operational

regime.
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Fig. 5.9. Output beat-notes at baseband using a non-zero chirp MZM.
The RF input (3.3 GHz) beats with both the third and fourth comb
sidebands generating two pairs of beat-notes (at 300 MHz & 296 MHz,
and 700 MHz & 708 MHz). The beat-note pairs at 600 MHz and 400
MHz arise from the second harmonic distortion.
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5.4 Conclusion

We have demonstrated proof of principle experiments of a sub-sampling scheme

that disambiguates over 10 Nyquist zones. The scheme can be easily tuned to cover

∼100 GHz by changing the drive frequency of the phase modulators to 10 GHz.

The main limiting factor will be the frequency response of the employed intensity

modulators. The tunability extends to the measurement time, which is ultimately set

by the interferogram refresh time (1/δf). This implementation is optimized to enable

potential integration of the setup. Using thin-film lithium niobate technology [8],

substantial improvements in size, weight, and power consumption can be attained.

We have derived a theoretical model and obtain expressions for the analog link

metrics. Our analysis shows that operating the link at null-bias eliminates second

harmonic distortions, providing more than a 1000 fold improvement (30-35 dB) in

SFDR. Analytical expressions for the conversion efficiency shows that it is possible

to disambiguate over 16 Nyquist zones with a gain variation of only ∼ 8 dB using a

modulation depth of 4.6π.
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6. STIMULATED BRILLOUIN SCATTERING

MITIGATION USING KERR COMBS FOR LONG-HAUL

ANALOG OPTICAL LINKS

6.1 Introduction 1

The emerging next generation cellular network (5G) revived an increasing inter-

est in radio over fiber (RoF) solutions. To enable higher bandwidths and data rates,

a shift towards new frequency bands centered at few GHz up to millimeter-Waves

(≥ 24 GHz) is being pursued. Backhauling/Fronthauling of such frequencies is a chal-

lenge, and RoF is a leading candidate. In addition to 5G networks, long-haul analog

optical links are of interest to a variety of applications. In radio astronomy, analog

photonic links are used for antenna remoting [145] and for the distribution of local os-

cillator to telescopes consisting of a large number of antenna array elements [146,147].

Other applications utilizing long fiber spools include military systems [148] and a host

of optical processing techniques of RF signals [149]. Many of these applications have

stringent phase noise requirements rendering midspan amplification not possible. It

can be shown that the link noise performance and dynamic range improve with in-

creased optical launch power at the photodiode (average photocurrent). However, for

links exceeding a few kilometers, the link input optical launch is limited by stimulated

Brillouin scattering (SBS), severely degrading the link performance.

SBS is an inelastic photon-phonon interaction with a low threshold nonlinearity.

Exceeding the threshold results in an avalanche increase in scattered light and satu-

rates the output power. In single mode fiber, SBS has a narrow gain linewidth (∼16

MHz) and the phonon frequency is typically ∼ 11 GHz [150]. Techniques to circum-

vent SBS include concatenating fibers with different SBS frequencies [151], the use of

1The results in this chapter are adapted in whole or part from the publication [144]
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few mode fibers [152] and frequency comb sources [153]. The frequency comb-based

approach relies on the fact that SBS is narrowband effect. If the comb spacing exceeds

the SBS gain bandwidth, the optical launch power can be increased by redistributing

the average power over multiple spectral lines. As long as the power spectral den-

sity (PSD) within the SBS gain bandwidth is lower than the threshold, SBS can be

mitigated. This technique allows increasing the link’s optical launch power, thereby

improving the RF link metrics at the expense of increased optical bandwidth.

As the understanding of Kerr combs is approaching maturity, their applications are

increasingly expanding. Coherent digital optical communication is one example where

Kerr combs have potential impact. In particular, recent experiments utilized Kerr

combs for massively parallel wavelength-division multiplexing [154] and higher order

64-quadrature amplitude modulation coherent communication [155]. With growing

interest in integrated RF photonics [156], analog microwave photonics, too, can benefit

from Kerr combs. Recent investigations of microwave beamforming using microcomb-

based true time delay networks [157,158], illustrate that integrated Kerr combs are a

valuable tool for next generation analog photonic links.

Here, we discuss the use of soliton Kerr combs for the mitigation of Brillouin

scattering providing a careful comparison of soliton and dark pulse Kerr combs for

Brillouin mitigation and characterize the RF link performance. In the first demon-

stration of comb-based Brillouin mitigation [153], an Electro-optic frequency comb

based on cascaded intensity and phase modulators was used. However, low noise and

highly stable broadband Kerr combs, fabricated in CMOS compatible processes, are

an attractive alternative to EO-combs for multiple reasons. Reducing the footprint is

a clear advantage. Additionally, since the link is operated as a sampled analog link,

Nyquist sampling must be satisfied (fRF,max < frep/2) in order to avoid aliasing. The

electro-optic comb in [153] utilized a comb with 3 GHz comb spacing, which limited

the Nyquist zone to 1.5 GHz. While bandwidths up to a few tens of GHz are com-

mon for commercial modulators, the halfwave voltage (Vπ) for mmWaves significantly

increases even with the state-of-the-art commercial modulators. This significantly in-
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creases the power consumption which does not bode well for applications entailing a

massive number of connected nodes, such as 5G and antenna remoting of telescope

arrays. Recent advancements in thin film Lithium niobate (LiNbO3) are quite in-

teresting, offering small footprints with reduced Vπ and a wider RF bandwidth [8].

Nevertheless, they are still required to be driven by an amplified RF oscillator. Addi-

tionally, the bandwidth of the optical pulse scales linearly with the modulation index

or RF-voltage. On the other hand, Kerr combs can have significantly larger band-

width by engineering the dispersion, reaching an octave span [159]. Furthermore,

scaling up the repetition of Kerr combs is actually easier, and combs with hundreds

of GHz to 1-THz repetition rates have been achieved, enabling analog photonic links

operating without aliasing at RF frequencies up to hundreds of GHz.

6.2 Experimental Setup

The experimental setup is shown in Fig. 6.1(a). A continuous wave (CW) pump

laser is amplified by an Erbium doped fiber amplifier (EDFA). Dense Wavelength

Division Multiplexing filters (DWDM) are used to filter the ASE. Lensed fibers are

used to couple in and out of the microring. Another set of DWDM filters are used

after the microring to block the strong pump line. Subsequently, the generated comb

is modulated by an intensity modulator (IM) which is biased at quadrature and driven

by the RF signal of interest. The IM is followed by a pulse shaper and a pre-link

EDFA. The pulse shaper is used for amplitude shaping and spectrum flattening. No

spectral phase mask is applied. The link consists of a 25 Km spool of single mode

fiber (SMF) followed by a commercial dispersion compensating fiber module (DCF).

We place a circulator before the link to measure the reflected power. After the link,

a photodiode (PD) converts the signal back to the electric domain.

In this paper, we use two different silicon nitride (Si3N4) microring resonators.

The first microring resonator has a radius of 100 µm corresponding to free spectral

range (FSR) of ∼227.5 GHz. The ring’s waveguide width is 2 µm, supporting two
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Fig. 6.1. (a) The experimental setup:- CW: Continuous wave, EDFA:
Erbium doped fiber amplifier, DWDM: Dense Wavelength Division
Multiplexing Filters, IM: Intensity Modulator. SMF: Single Mode
Fiber. DCF: Dispersion Compensating Fiber. (b) Microscope images
of the resonator and the chip mounted on the stage. (c) The spectrum
of the soliton. (d) The spectrum of the dark pulse.

spatial modes, and its thickness is 790 nm leading to anomalous dispersion. The

loaded quality factor of the resonance is 1 million. The wavelength of pump laser

at 1551 nm is increased to tune into the resonance from the lower wavelength side

initiating a chaotic high noise comb. The detuning is increased until a single soliton

is formed. The average power in the fiber before the microring was 470 mW and the

total fiber to fiber insertion loss was ∼3.8 dB. The spectrum of the soliton directly

after the microring is shown in Fig. 1(c). The soliton’s spectrum has a sech2 envelope.

The shift in the center of the soliton’s spectrum towards higher wavelengths is a well-

known signature of Raman soliton self- frequency shift [160]. Due to the soliton’s low

conversion efficiency, a prominent pump line is noticeable. We can define the pump

conversion efficiency (η) as

η =
Pout,comb
Pin,pump

(6.1)

where Pin,pump is the is the pump power in the input waveguide and Pout,comb is the

power of the other comb lines (i.e., excluding the pump) at the waveguide output.

Note that 100% conversion efficiency corresponds to a fully depleted pump and no
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loss. For the single soliton, the measured pump conversion efficiency is 0.76%, which

experimentally corresponds to a power of 2.5 mW in the new comb lines at the output

fiber. A second microring, with a 73 GHz FSR, is used to generate a dark pulse. The

ring has a width of 2 µm and a thickness of 600 nm leading to a global normal

dispersion. The pumped resonance at 1561 nm has a loaded quality factor of 1.4

million and the fiber to fiber insertion loss was ∼3.8 dB. The pump is amplified to

600 mw in the fiber before the microring and tuned to generate a dark pulse that is

mediated through mode interaction [161]. The pumped resonance was a single FSR

away from the mode interaction region. This avoided mode crossing region shifts

the resonance frequency resulting in an abrupt change in the dispersion profile which

eventually leads to a local narrow anomalous dispersion region close to the pumped

resonance, paving the way for the modulation instability process to occur and initiate

comb generation. If the resonance that is two FSRs away from the mode interaction

region is pumped, we observe two FSR spaced combs being generated. This is often

referred to as mode-pining and is a typical signature of mode-interaction [162]. The

dark pulse has considerably larger pump conversion efficiency: 10.31%, corresponding

to 43 mw of power in the comb lines at the output fiber. The spectrum of the dark

pulse directly after the microring is shown in Fig. 6.1(d). Note that the pump line

power level is close to the newly generated comb lines. Dark pulses with even higher

conversion have been achieved in [163], demonstrating 50 GHz dark pulses with 34%

conversion efficiency.

6.3 Results

Herein, we compare the link metrics, namely: the increased SBS threshold power,

the gain, third order intercept points, noise figure, relative intensity noise (RIN) and

spurious free dynamic range (SFDR) for both the dark pulse and soliton with and

without spectral flattening.
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6.3.1 Stimulated Brillouin scattering threshold power

As mentioned earlier, Brillouin scattering is a narrowband effect. The effective

SBS threshold power can be increased by redistributing the power over multiple spec-

tral lines with a frequency spacing larger than the SBS gain bandwidth. Fig. 6.2

shows the average backscattered power at the reflection port of the circulator versus

the link input power. With a CW input, the threshold power (Pth) is measured to be

6 dBm. Using the dark pulse and the soliton directly (with no flattening), the thresh-

old power increases to 10.24 dBm and 14.88 dBm, respectively. When the spectrum

is equalized to get a flatter envelope, the Pth of the flattened soliton increases to 16.69

dBm while the Pth of the flattened dark pulse increases to 19.23 dBm. The amplified

flattened spectra at the link input are shown in Fig. 6.3. Due to the soliton’s low

conversion efficiency, the flattened soliton doesn’t saturate the pre-link EDFA, which

leads to a degraded optical signal to noise ratio (OSNR). From the acquired spectrum,

we estimate that ∼13.5% of the total average power is ASE. On the other hand, the

ASE constitutes only ∼ 0.1% of average power in the dark pulse.

The average output power at the end of the link (after the DCM in Fig. 6.1(a)),

shown in Fig. 6.2, also scales with the number of spectral lines. For a CW input,

the output power begins to saturate when the input power exceeds Pth by 2 to 3 dB.

However, the situation differs for the other cases. Taking the direct dark pulse as

an example; as the lines with stronger amplitude reach the Brillouin threshold, the

weaker lines can still be amplified and pass through the link without experiencing

SBS. Therefore; the output power does not saturate immediately after the Pth. To

predict the increase in Pth, ref [153] defines an effective number of lines (N) as

N = 1 +
∆frms
frep

(6.2)

where ∆frms is the full root-mean-square (rms) bandwidth of the comb envelope and

frep is the FSR. The SBS threshold power was modeled to scale linearly with N. The

prediction from this model are accurate for combs with smooth envelopes. But for

non-smooth envelopes such as the direct dark pulse, the predictions are far from the
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Fig. 6.2. (a) The reflected power and (b) the output power versus the
link input power.

Fig. 6.3. The flattened spectrum of: (a) the soliton and (b) the dark pulse.

measured values. Alternatively, we use a different model based on the power spectral

density in which

∆Pth = −10 logα (6.3)
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where α represents the fraction of the total average power in the spectral line with

maximum amplitude. This model predicts a ∆Pth of 4.27 dB for the Dark pulse,

which agrees well with the measured 4.24 dB. For flattened spectra, this model gives

results that closely agree with measured values but becomes sensitive to the optical

spectrum analyzer’s power accuracy and to the variations in the EDFA spectral gain

distribution. On the other hand, the method based on the rms bandwidth averages

out these fluctuations and gives better predictions.

Table. 6.1 summarizes the results. Note that the FSR of the soliton is ∼3 times

higher than the dark pulse. Ideally the comparison would be better with equivalent

FSRs. However, achieving ∼70 GHz cavity solitons with conventional CW pumping,

while theoretically possible, is practically still challenging. The increased losses and

stimulated Raman effect reduce the soliton existence range. Combined with thermal

effects, these make the generation of and locking to the single soliton state challeng-

ing. An order of magnitude improvement in the quality factor to tens of millions

can substantially expand the soliton existence range, potentially paving the way for

solitons at microwave rates [164].

Table 6.1.
Increase in SBS threshold.

Measured Measured ∆Pth ∆Pth

Pth (dBm) ∆Pth (dB) = 10 logN = −10 logα

CW 6 - - -

Soliton 14.88 8.88 8.99 8.53

Soliton (flattened) 16.69 10.69 10.17 11.53

Dark Pulse 10.24 4.24 8.88 4.27

Dark Pulse (flattened) 19.23 13.23 13.24 14.21
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6.3.2 RF gain and 3rd-order intercept points

For an externally intensity-modulated direct-detection link architecture, it is well

known that the gain and third order output intercept point (OIP3) improve with

increased average photocurrent (Idc). By allowing higher power at the photodetector,

the increased Pth directly improves the link performance. The links here are operated

at 1-dB below the corresponding SBS threshold for each comb source used. This

results in an average photocurrent of 8 mA, 5.1 mA and 3.2 mA for the flattened

dark pulse, flattened soliton and direct soliton, respectively. Note that for the direct

soliton, we bypass the pulse shaper to avoid the unnecessary ∼ 7 dB insertion loss.

We measure the OIP3 by the conventional two-tone test at a frequency f1 of 5

GHz and a second tone at f2 = 5.01 GHz. The fundamental tone output versus the

input RF average power is plotted in Fig. 6.4 alongside the 3rd order intermodulation

distortion (IMD) at (2f2 − f1 = 5.02 GHz). In all cases, the fundamental tone has

a slope of 1 while the IMD’s slope is 3 as expected. The intersection of two linear

fits defines the OIP3 and the 3rd order input intercept point (IIP3). Theoretically,

the IIP3 depends on the modulator’s frequency-dependent halfwave voltage Vπ and

is independent of the average photocurrent [150], and can be expressed as

IIP3 [dBm] = 10 log

(
4Vπ

2

Riπ2

)
+ 30 (6.4)

where Ri is the input resistance of the intensity modulator (50 Ω). The OIP3, on the

other hand, depends on the average photocurrent current but not Vπ , and can be

found using

OIP3 [dBm] = 10 log
(
4RoH

2
pdI

2
dc

)
+ 30 (6.5)

where Ro is the load resistance (50 Ω) and Hpd = 1/2 is the photodiode response

function included to account for the matching circuit. The measured IIP3 for all

three cases is ∼22.5 dBm, which is in close agreement with theoretically expected

22.08 dBm given Vπ = 4.46 V. For the flattened dark pulse and the direct soliton, the

measured OIP3s of 4.1 dBm and -4 dBm are in good agreement with the theoretically
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expected values: 5.05 dBm and -2.9 dBm. The flattened soliton has an OIP3 of -2.27

dBm which is 1.14 dB lower than the expected value.

Fig. 6.4. Measured fundamental (blue) and IMD (red) powers at
5 GHz. The black lines are a fit to the measured data and their
intersection defines the 3rd order intercept points.

The gain in an intensity-modulated direct-detection (IMDD) link is proportional

to the square of Idc/Vπ ratio. Ref [153] shows that the same expression applies for

an IMDD sampled analog link assuming the pulses at the IM are transform limited

and given that any subsequent chromatic dispersion is compensated. If not compen-

sated, chromatic dispersion can induce filtering and tapped delay line effects [165], in

addition to even-order harmonic distortion [153]. The gain can be found using

Gain [dB] = 10 log

(
RiRo

(
πHpdIdc
Vπ

)2
)

(6.6)

Fig. 6.5 shows the measured link RF gain across an 18 GHz bandwidth. In sampled

analog links, if larger SBS thresholds and larger RF bandwidth are needed, requiring

larger optical bandwidths and larger FSRs, residual dispersion becomes important. In
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our setup, the commercial DCF module is designed to cancel the 2nd order dispersion

but not the 3rd order dispersion. To separate the dispersion-based roll-off in gain

from the instrument (IM and PD) response, we also measure and plot the normalized

instrument response. The flattened and direct soliton have the same roll off profile

with roughly 6 dB of additional roll off in gain at 18 GHz arising from residual

dispersion. At 5 GHz, the measured -27.3 dB RF gain of the direct soliton is close to

the expected -25 dB, while the flattened soliton case results in a RF gain of -25 dB,

4 dB lower than the expected theoretical value. This deviation is likely in part due to

the fact that the ASE constitute a nonnegligible 13% of the total optical power, which

we expect to account for a drop of 1.2 dB in gain. The rest of the roll-off is mostly

due to residual dispersion. The dispersion-based gain roll-off of the dark pulse is less

than the soliton due to its relatively smaller bandwidth. The dark pulse’s measured

response mostly follows the instrument response with a deviation of ∼2.7 dB around

10 GHz. The measured gain at 5 GHz, -19.4 dB, is close to the theoretically expected

-17 dB.

Fig. 6.5. The measured link RF gain.

With increasing bandwidth (both optical and RF), more precise dispersion com-

pensation will become desirable. This can be achieved by using dispersion compen-

sating fiber with optimized dispersion slope. Residual higher order dispersion can
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be cancelled using line by line pulse shaping. Ref [166] demonstrates the ability of

pulse shaping to compensate for residual higher order dispersion over a 50 Km link

compressing a pulse to its transform limited duration of 500 fs, more than sufficient

for microwave photonic applications. This shows that while dispersion should not be

neglected, it need not be a limiting factor. Note that if the full dispersion is left un-

compensated, the link then becomes essentially a comb-based RF photonic filter [165].

The Brillouin suppression effect observed here should also occur in such comb-based

RF photonic filtering experiments, contributing to favorable RF metrics.

6.3.3 Relative intensity noise and noise figure

To determine the link dynamic range and noise figure, we need to quantify the

noise performance. The link noise includes contributions from thermal noise, shot

noise, laser relative intensity noise and EDFA added noise. At frequencies higher

than 100 MHz, the noise is typically limited by the signal-ASE beat noise. The

signal-ASE beat noise decreases as the required gain of the EDFA decreases [167].

Therefore, we expect the Kerr comb conversion efficiency to have a direct effect on

the noise performance. Indeed, as shown in Fig. 6.6, the flattened dark pulse RIN is

3 to 4.5 dB lower than that of the direct soliton. While the flattened soliton has a

higher SBS threshold and gain than the direct soliton, a hefty price is paid in noise

performance. The soliton’s low conversion and losses arising from flattening and the

pulse shaper’s insertion loss leave insufficient optical power to saturate the EDFA. On

average, the flattened soliton RIN is ∼7.5 dB larger than the direct soliton, reaching

-131 dBc/Hz at 5 GHz.

Although some links have been operated above the SBS threshold [168], the general

practice - which we so far adopt - is to operate below the threshold. The rationale

behind this is the following: for the CW case, as the input power is increased by a

couple of dBs above the threshold, the output power is clamped at certain value. In

other words, the loss increases; thereby increasing the noise figure. Nevertheless, this
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Fig. 6.6. The link output noise density displayed as RIN.

is not always the case. As previously mentioned, for a non-uniform spectrum, such

as the direct dark pulse, with FSRs exceeding the narrow SBS gain bandwidth, the

power of the few spectral lines exceeding the SBS threshold gets saturated, but other

weaker spectral lines pass the link without experiencing SBS; thereby achieving an

overall net gain. To test this, we operate the link using the direct dark pulse above

the threshold. To compare it with flattened dark pulse, we operate both cases with

optical powers resulting in 8 mA of average photocurrent. At frequencies lower than

300 MHz, both cases have similar RIN levels. However, the direct dark pulse RIN

level decreases by 7.5 to 10 dB at frequencies higher than 400 MHz. We also notice a

peak at ∼ 310 MHz in the dark pulse response. Kerr combs are known to have a peak

at a relaxation frequency which is on the order of the resonance linewidth [169]. Pump

amplitude and phase noise conversion in Kerr combs through the four-wave-mixing

(FWM) process may contribute to the noise observed below 300 MHz [170]. While

not within the scope of this paper, a detailed comparison of the pump amplitude and

phase noise conversion between dark pulses and solitons is of interest. Conversion

of phase noise to intensity noise arising from SBS [171], which intensifies above the

threshold, may be acting in concert with the pump noise conversion in Kerr combs

leading to the marginal increase in the direct dark pulse RIN at lower frequencies.
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Additional care must be taken for the X-band when operating above the threshold.

The backscattered stokes wave that is frequency-shifted by the Brillouin frequency

(∼11 GHz) can experience Rayleigh scattering and co-propagate with the original

beam resulting in increased noise at ∼11 GHz [172]. While we don’t observe increased

noise levels at that region, our sampling points aren’t dense enough to conclusively

determine its absence.

Now that we have the RF gain and noise measured, we calculate the noise figure

using

NF =
Nout

GRF kBT
(6.7)

where kBT represents the thermal noise contribution (kB is Boltzmann’s constant and

T = 290 K), GRF is the RF gain and Nout it the total electrical noise power spectral

density at the link output. The results are shown in Fig. 6.7. The flattened soliton has

a mediocre noise figure exceeding 61.5 dB across all the frequency band. The direct

soliton also has flat noise figure of ∼ 53.6 dB at 5 GHz; significantly higher than the

shot noise limited noise figure by 21.4 dB. Note, shot noise-limited performance is

typically desired in high-performance analog optical link applications. The flattened

dark pulse noise figure is ∼3.6 dB lower than the direct soliton. Nevertheless, this is

still 21.9 dB higher than the shot noise limited noise figure. Using the direct dark

pulse operated above the threshold, the NF significantly drops at high frequencies by

∼13 dB. The resulting level is only 11.75 dB short above the shot noise limited noise

figure at 5 GHz. Common noise cancellation using balanced detection can suppress

the frequency comb’s RIN. If the EDFA is placed before the modulator, the sig-ASE

noise becomes common-mode and can be suppressed, potentially reducing the noise

figure to the shot noise limited regime [173].

6.3.4 Spurious-free dynamic range

The SFDR is defined as the range of input powers over which the output signal

power of the fundamental exceeds the output noise floor and all other third-order



86

Fig. 6.7. The measured link noise figure.

spurious signals (which are close to the fundamental and cannot be filtered out) are

less than or equal to the noise floor [150]. The dynamic range in a quadrature-

biased IMDD link is 3rd order limited. Given that the OIP3 depends on the average

photocurrent and theoretically is frequency independent, we use the measured gain

and noise to calculate the SFDR3 using

SFDR3 =

(
OIP3

Ntot Be

)2/3

(6.8)

where Be is the electrical bandwidth of the noise measurement (set to 1 Hz). At

5 GHz, the flattened dark pulse has a SFDR3 of 98 dB · Hz2/3, 9 dB higher than

the flattened soliton. The direct dark pulse at frequencies higher than 400 MHz has

the highest SFDR3 and achieves a 104.8 dB ·Hz2/3 SFDR3 at 5 GHz, matching the

performance of the well-established electro-optic combs [153]. The SFDR3 increases

at high frequencies (∼18 GHz) reaching 107 dB ·Hz2/3. These results constitute one of

the few demonstrations of chip-based RF-photonic platforms exceeding 100 dB ·Hz2/3

SFDRs [156].
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Fig. 6.8. The extracted spurious free dynamic range.

6.4 Conclusion

By mitigating SBS using Kerr combs in an IMDD sampled analog optical link

architecture, we demonstrate long-haul transmission in a 25 Km link achieving high

SFDR3. The pump conversion efficiency of different Kerr combs shows a direct effect

on the link noise figure. The flattened dark pulse increases Pth by 13.2 dB, while

the direct soliton achieves a ∆Pth of ∼10.7 dB. Although the dark pulse conver-

sion efficiency is an order of magnitude higher than the single soliton, the losses in

the flattening stage make the improvement in dynamic range smaller (∆SFDR3 ≈

2.4 dB). While in this paper we compare single solitons and higher order dark pulses,

a plethora of other Kerr comb solutions exist. In particular, the lowest order dark

soliton has a smooth spectrum and a ∼10% pump conversion efficiency [174]; thereby

circumventing the need for a flattening stage and potentially achieving a dynamic

range equal to or exceeding ∼105 dB ·Hz2/3. Higher order dark pulses with 30% con-

version efficiency have been demonstrated as well [174]. If pump reject filters and the

IM are integrated with the microresonator well within reach of existing technology

the loss in the system will decrease, and the optical signal can potentially be sent

directly to link operating at or slightly above threshold as demonstrated. The EDFA



88

can then be moved after the link operating at its full power. Paired with high pho-

tocurrent handling balanced detectors, such a setup promises dramatic improvements

in RF gain and dynamic range.
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7. INTEGRATED ATOMIC-OPTICAL CLOCKS

The clock is ticking! But have you ever paused to think about what defines time and

how accurately can you measure it? As societies grew more complex, their schedules

needed to be ordered and synchronized. Naturally, early attempts relied on the sun as

a source of measurements, eventually leading to the development of sundials. As the

earth rotates around its axis - or the sun appears to move along the sky - its shadow

trail can be divided into a standard of 12 markers or hours. Of course, such counting

systems will lead to different cycles or times at different latitudes, moreover, it can’t

be used during nighttime! Motivated by the need of various religions to coordinate

and measure prayer times, various time counting methods were developed over the

centuries. Water clocks and sandglasses relied on the calibrated flow of water or sand

from on container to the other. In the 17th century, Galileo’s realization that the

oscillation period of a pendulum depends on its length paved the way for Huygens

to develop the first pendulum clock. Later in the 20th century, the discovery of the

piezoelectric effect led to its rapid utilization in radio broadcasting and ultimately

timekeeping.

Each of these clock counting methods has a different inaccuracy level, which over

time builds up to noticeable differences. In fact, this is the origin of the phrase

‘o’clock”, i.e. “of the clock”—a phrase that was used to distinguish time measured

based on mechanical clocks from sundial clocks. The trend of developments in clocks

shows a quest for a source with a natural or intrinsic oscillation that is universal

and independent of fabrication or size. Secondly, it was clear that a shift towards a

higher oscillation frequency gives better inaccuracies; miscounting one cycle of a 1 Hz

oscillator leads to an error of 1 second compared to 1 ns for a 1 GHz clock. Clocks

based on the measurement of atomic transitions satisfied both criteria. Cesium (Cs)

clocks have led to frequency standards with unprecedented accuracy and instability
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so much so that in 1967, the SI second was redefined as the “duration of 9,192,631,770

periods of the radiation corresponding to the transition between the two hyperfine

levels of the unperturbed ground state of the Cesium atom.” Current state-of-the-

art Cs fountain clocks can reach an instability level of 0.01 ns per day (∼ 10−16).

Furthermore, moving to atoms or ions with optical transitions has led to far more

superior clocks approaching an instability 10−17 within seconds! However, these clocks

came with a big challenge: how can you count the cycles of a clock oscillating ∼

100s×1012 times in a second? This dilemma was solved by introducing fully stabilized

optical frequency combs as we will explain in this chapter. Using such a method, a

recent work successfully transferred the optical stability to a 10 GHz signal in the

electrical domain, yielding a fractional instability of 1×10−18 in 44,000 seconds [175].

The importance of timekeeping and its applications are so ubiquitous that we take

it for granted every day. From the 1-Hz ticks of your analog clock to the 60-Hz power

grid signal charging your electronics and the wireless communication networks, they

all rely on tight synchronization to function properly. Another major technological

breakthrough is the global positioning system (GPS), which relies on synchronized

atomic clocks placed on multiple satellites broadcasting precisely timed signals, al-

lowing the user to triangulate his location. The unprecedented stability offered by

atomic clocks opens the doors to tests of general and special relativity [176–178],

measurements of fundamental constants [179], radio astronomy by long-baseline in-

terferometry [180], geodesy [181] and gravitational wave detection [182].

Current atomic-optical clock apparatuses are based on bench-top setups, involving

complicated laser-based setups for atomic trapping, cooling, and interrogation, as well

as a stabilized OFC for frequency division. In this chapter, we report on our ongoing

progress in an ambitious project aiming to develop a fully integrated atomic-optical

clock as part of a larger team led by Sandia National Laboratory. Sandia will take

up the gauntlet of integrating a Ytterbium (Yb) ion trap including all the optical

assembly required for trapping and probing the ∼ 435.5 nm quadrupole transition in

171Yb+. A ‘clock’ laser at 871 nm based on a low-linewidth based on a self-injection
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technique with a whispering gallery mode technique will be developed by OE waves,

and subsequently, frequency-doubled using thin-film LN waveguide developed by the

group of Prof. Hong Tang at Yale.

At the end of phase 2, the program targets a clock system with a power consump-

tion of 10 W or less that fits with half a liter of volume. Only one free space element

is allowed, and the clock’s output frequency should be within 10 MHz - 20 GHz with

a fractional instability of 10−14/
√
τav where τav is the averaging time. Our focus at

Purdue is the development of an integrated OFC system capable of coherently di-

viding the clock laser within the requirements of the program. The OFC is based

on a Si3N4 Kerr comb fabricated at Purdue by the group of Prof. Minghao Qi.

Additionally, we have collaborated with Prof. Victor Torres-Company at Chalmers

to fabricate some devices using their optimized subtractive process [26]. I will first

briefly introduce the concept of f-2f stabilization and using dispersion engineering to

generate octave-spanning combs. I’ll then discuss initiating a soliton and mitigating

destabilizing thermal effects. Subsequently, I’ll propose a novel method to optically

divide and detect the repetition rate of a large FSR Kerr comb using dual Vernier

combs. Afterward, I will discuss multiple schemes to stabilize and lock the comb to

the clock laser and propose one for phase-2 of the project that overcomes the low

comb line power limitations using Kerr combs. Finally, I’ll conclude by listing the

remaining challenges and possible remedies.

7.1 f-2f Stabilization

As previously introduced, a remarkable feature of OFCs is that each optical comb

line is defined by two microwave frequencies: fceo and frep. This facilitates the readout

of clock lasers locked to atomic transitions. By optically heterodyning and locking

a comb line to the clock laser, and stabilizing fceo, the comb divides the clock laser

down to frep, which is typically obtained by photodetecting the pulse train. The
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comb provides a phase-coherent link connecting the optical domain to the microwave

domain.

Locking of fceo is commonly accomplished by the f-2f scheme. Having an octave-

spanning comb containing the following comb lines

νn = fceo + nfrep (7.1)

ν2n = fceo + 2nfrep, (7.2)

doubling of the low-frequency line (νn) then heterodyning it with ν2n leads to

2νn − ν2n = 2fceo + 2nfrep − fceo − 2nfrep

= fceo

After detection, the CEO frequency is compared to and locked to a frequency reference

(e.g. Rubidium or Quartz oscillator) through a feedback phase-locked loop (PLL).

The general stabilization setup is shown in Fig. 7.1, the CEO beat note is mixed

with a stable rf reference. Since most rf references are at a low frequency, a frequency

divider preceding the rf mixer is typically needed. After the mixer, a phase-frequency-

detector followed by a charge pump generates an electrical signal that serves as the

error signal to a laser servo. This proportional-integral-derivative (PID) controller

servo generates a feedback signal to stabilize the OFC. Typically, for mode-locked

lasers, this feedback signal controls either the pump laser’s intensity or modifies the

cavity’s length using a piezo-actuated mirror. For Kerr microcombs, this feedback

signal controls either the power of the pump laser or the detuning of the pump laser

(e.g. by controlling the laser frequency) [159,183,184].

Note that, generally, an ambiguity in the frequency sign exists, and can be resolved

by dithering the repetition rate and observing whether the fceo frequency increases or

decreases. Other schemes to detect the CEO include the 2f-3f locking scheme which

adds another frequency conversion stage but requires two-thirds of an octave [185].

To fully stabilize the comb, a second lock is needed to either stabilize the repetition

rate or to lock a comb line to a stable optical reference.
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Optical frequency 
comb system

÷N PFD CP Loop filter
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Fig. 7.1. Schematic of an optical phase locked loop circuit, where
PFD stand for phase frequency detector and CP is charge pump.

7.2 Octave-Spanning Kerr Combs

From the last section, we see that the first step of f-2f stabilization is to acquire

an octave-spanning comb. Most demonstrated Kerr combs typically span ≤ 400 nm.

For a cold cavity microring with dominant second-order dispersion, the dispersion

shifts the periodicity of the resonance frequencies causing a gradual slip away from

an equidistant grid. Eventually, the energy conservation and phase-matching condi-

tion can’t be simultaneously satisfied, thereby limiting the comb’s bandwidth. The

dispersion coefficient typically used in the ultrafast optics literature can be converted

to

Dn =
−βnvg
(−D1)n

(7.3)

such that the cavity’s resonance angular frequencies can be expressed as

ωµ = ωµo +
N∑
n=1

Dn

n!
µn (7.4)

where vg is the group velocity, D1 = 2π · FSR, ωµo is the angular frequency of the

pumped resonance, µ is an integer representing the resonance mode number relative

to the pumped resonance.

In general, the cavity dispersion arises from two components: the intrinsic material

dispersion, and the waveguide dispersion. By carefully engineering the waveguide

dimension - thus the dispersion - the higher-order dispersion terms can ‘bend’ the

curve causing the shifted resonance modes to approach the equidistant grid again.

An example is shown in Fig. 7.2, where two zero-crossings can be seen. At these
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Fig. 7.2. Dispersion engineering to achieve two zero crossing points
generating dispersive waves that make f-2f locking possible. Disper-
sion profile was simulated by Cong Wang.

crossing, the resonance coincides with the equidistant grid (relative to the pump

resonance), satisfying the phase-matching condition and emitting a ‘dispersive wave’

extending the spectrum’s wavelength span.

The dispersion profile shown is based on a waveguide dispersion simulation of a

ring with 25 µm radius corresponding to a FSR of ∼ 903 GHz, and a width and

thickness of 1600 nm and 740 nm, respectively. The simulated dispersion is based on

refractive index measurements obtained from our collaborators at Chalmers. Using

the LLE equation (eq.1.3), we simulate the nonlinear dynamics of soliton generation

taking into account the full dispersion curve and assuming critical coupling with a

loaded quality factor of 1 million and a CW pump power of 75 mW at the bus

waveguide. The simulation includes Raman effects as well [186]. Tuning into the

resonance from the low wavelength side, the detuning is increased linearly until a

stable soliton is obtained at a final detuning of 1.96 GHz. The spectrum of the single

soliton is shown in Fig. 7.3. Two distinct spectral peaks at ∼ 2.1 µm and ∼ 1.05 µm

extending the soliton’s spectra to an octave. These dispersive waves can enhance the

spectral power by more than 20 dB, making fceo locking through the f-2f scheme a

viable option.

The spectrum shown in Fig. 7.3 is the intracavity spectrum, however, extract-

ing this octave onto the bus waveguide is a challenge. The evanescent coupling to
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Fig. 7.3. LLE simulation of the an octave-spanning Kerr comb with
two dispersive waves.

the bus waveguide depends on the gap between the bus and ring waveguide, and is

heavily wavelength dependent. The typical coupler section design involves a straight

waveguide with a fixed gap chosen to satisfy the desired coupling condition (i.e. criti-

cal, undercoupled, or overcoupled). However, straight waveguide couplers suffer from

poor extraction of short wavelengths. Instead, using a pulley structure–where the

bus waveguide is curved around the ring–increases the interaction length, thereby

allowing improved coupling of shorter wavelengths [187].

7.2.1 Experimental results

Dispersion engineering is easier said than done. The process requires exquisite

control of the fabrication process, repeatability, and on top of all, a very accurate

measure of the films’ refractive index—both the oxide cladding and the Si3N4 film.

That said, statistical variations in deposited film thickness and quality are inevitable

even at the industrial foundry level, let alone shared academic clean-room facilities.

To overcome these variations, fine sweeps of the design parameters are needed. Of

course, wafer-scale fabrication requires wafer-scale characterization! A significant

portion of the project was dedicated for process development, which entails multiple

fabrication runs separated by linear characterization (i.e. insertion loss, coupling, and

quality factor measurements) as well as nonlinear characterization (comb generation),
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Fig. 7.4. Dispersion engineering: Effect of fine sweeps in ring-width
on the soliton spectrum. The ring’s waveguide width in a), b) and c)
is 1580 nm, 1620 nm, and 1640 nm, respectively. The spectra were
acquired using two different optical spectrum analyzer highlighted by
a different color.

which in turn guide the designs and feed back to the fabrication process. Several

designs were considered focusing on generating ∼ 1 THz and 500 GHz rings for

pumping wavelengths of 1.55µm and 1µm. The best results have been achieved using

the ∼ 1 THz rings at 1.55µm. My intention here is not to survey the results of the

performed fabrications; instead, I will focus on the successful results that we have

obtained and I will try to -hopefully- convey the sensitivity of the process to the

fabrication and waveguide dimensions.

One of the first parameters to vary is the ring-width. The comb’s bandwidth

shows a strong and clear dependence on the ring-width as expected from dispersion
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Fig. 7.5. Effect of increasing the coupling gap width. The gap in a),
b) and c) is 650 nm, 850 nm, and 950 nm.

simulations. Figure 7.4 shows three comb spectra generated using devices fabri-

cated at Chalmers with a ring-width of 1580 nm, 1620 nm, and 1640 nm. A clear

octave-spanning comb is generated using the 1620 nm device, and even a mere 20 nm

increase in ring-width narrows the comb bandwidth to a -practically- sub-octave!

While dispersion simulations support two dispersive waves for all devices, LLE sim-

ulations indicate that coherent soliton formation is not assured by the former. If

the dispersion offset is too large, soliton formation is prohibited, but more analysis

and simulation is required to quantify and determine if indeed a hard limit on the

dispersion mismatch exist.

To efficiently extract the octave, we used a pulley coupler and added variations

in the coupling gap to probe the best designs. For the batch of devices with a ring-
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width identical to that of the octave-spanning comb, the coupling gaps available was

650 nm, 850 nm, and 950 nm. We clearly observe that the coupling, particularly,

at 1 µm, is increased. The devices with narrower gaps were damaged during the

fabrication process, but an example from another wafer (see Fig. 7.6c) suggests that

a gap of 450 nm can further improve the coupling as lines even at 900 nm are visible.
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a) Wafer 343, Layout 1 Gap = 650 nm, Width = 1640 nm 

Fig. 7.6. Multiple Octave-spanning combs from two wafers.

In the fabrication run with Chalmers, a layout containing 47 rings of different

FSRs and waveguide dimensions were designed and a second layout with identical

parameters except a slightly smaller FSR was designed as well. The two layouts

were fabricated using the same wafer, then replicated on a second wafer as well. On

average, ∼ 10 rings in each layout were lost due to a Si3N4 exposure malfunction

during the fabrication, these were unfortunately mostly centered at the location of

devices with desirable ring-widths. Nevertheless, three octave-spanning combs with
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practically appreciable powers at the edges of the spectra were obtained, and those

examples were obtained from two separate wafers. The spectra are shown in Fig. 7.6,

it is interesting to note that the layouts from the same wafer generate the broadest

combs using a device of 1640 nm ring-width, while the broadest combs in the other

wafer occur with devices having a ring-width of 1620 nm. The difference might have

arose from a change in refractive indices between the two wafers, or due to a few a

nanometer difference in thickness.

7.3 Soliton Initiation

The spectra shown in previous sections are all chaotic or incoherent spectra that

can’t be used to transfer the stability of the clock laser. To generate and access the

soliton region with a CW pump, the pump is typically detuned into the resonance

from the blue side. As the pump is red-tuned, the nonlinear dynamics evolve by first

crossing the Turing roll region into the chaotic (modulation instability) comb regions

which has a higher transfer of the pump power to the other comb lines. At the chaotic

and soliton transition, a soliton emerges and crystallizes within a few round-trips,

leading to an almost instantaneous drop in the comb’s power. In practice, this rapid

drop is followed by cavity shift originating from the thermo-optic absorption effect,

i.e. the drop in the intracavity power cools the cavity resulting in a small change

in the refractive index, which in turn modifies the resonance frequency, eventually

leaving the pump outside of soliton existence range. This response is fast and occurs

within the thermal dissipation time, which is on the order of tens to a few hundred

nanosecond [188].

All of the previous spectra shown were in a chaotic state. As we transition into

the soliton state and monitor the comb power, we observe the signature soliton step,

but only with steps of 40 to 200 ns. Several methods have been adopted to mitigate

thermal effects [20–24, 189]; here, we evaluate the use of an auxiliary pump and the

fast scanning method.
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b) Chaotic 
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Fig. 7.7. Soliton initiation with an auxiliary pump. a) Comb power
with the pump modulated by 1.717 GHz. b) Chaotic comb. c) Multi-
soliton state. d) After obtaining a multi-soliton, we access a single
soliton state via back-tuning. e) Comb power with the pump mod-
ulated by 1.967 GHz. f) Spectrogram of the temporal trace in (e)
showing a stage with broadband rf noise followed by a low rf noise
multi-soliton comb state. As the detuning is further increased, we
enter a second high noise regime arising from the lagging pump gen-
erating its own chaotic comb.

7.3.1 Auxiliary pump approach

The basic idea of this approach is to have a second light field that counteracts the

power drop and cooling effect that occurs during the emergence of solitons. Instead of

using independent laser sources, we run the CW laser through a null-biased intensity

modulator drive by an RF frequency on the order of the resonance linewidth (frf <<
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FSR) resulting in two equi-amplitude optical sidebands with the carrier suppressed.

As we increase the pump wavelength, the high-wavelength optical sideband reaches

the soliton range first, while the other sideband sits on the lower wavelength edge

of the resonance. The power drop at the soliton transition pushes the resonance

to lower wavelengths, but now the blue-detuned pump couples into the resonance

thereby balancing the power drop and counteracting the resonance shift.

In the experiment, we use a THz resonator and drive the intensity modulator using

a sinusoidal wave with a frequency between 1.5 and 2.2 GHz. Without modulation,

we observe a step of 300 ns. Using the auxiliary laser approach and an RF frequency

of 1.717 GHz, we slowly scan the pump and observe a chaotic noisy comb followed

by a coherent multi-soliton state (Fig. 7.7a-c). Subsequently, using the backward

scan method we switch from a multi-soliton state to a single soliton. Figure 7.7e

shows another example of the comb power trace using a frequency of 1.967 GHz,

its spectrogram exhibits a low RF noise for the multi-soliton transition, supporting

the premise that it is indeed a coherent state. Note that as we further increase the

detuning, the soliton is lost and we observe a second chaotic region generated by the

lagging pump. As we vary the RF frequency from 1.5 to 2.2 GHz and repeat the

scans, we observe long-lived soliton regions across the full RF range, indicating a low

sensitivity of the process to the selected RF frequency.

The main advantage of this approach is its relative operational and equipment

simplicity. However, in the current implementation, half of the on-chip optical power

is reserved to mitigate thermal effects. Additionally, at smaller frequency spacing,

the lagging auxiliary pump can generate combs that overlap with the soliton lines and

compromises the phase noise performance. Note that this experiment was done using

devices from an early fabrication run having a dispersion profile that didn’t support

broadband combs.
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Fig. 7.8. Soliton initiation via fast scanning.

7.3.2 Fast scanning approach

The second approach we have examined was a more common one, where the laser

is scanned across the resonance rapidly at rates exceeding the thermal dissipation

time. Since the laser scan rate is limited by the piezo’s bandwidth, we use a single-

sideband suppressed-carrier modulator driven by a voltage-controlled oscillator to

perform faster scans. The typical scan rate is a few GHz per 10 to 40 ns. Figure 7.8

shows three examples for a chip with an 80 ns step: in a) we scan by 4 GHz going

into the soliton range and exceeding it. In the second case (b), we rapidly scan the

laser and immediately stop in the soliton region, which effectively heats the cavity

and pushes the resonance to higher wavelengths, thus placing the laser back into the

chaotic region. In the third example, we go into the soliton region and then add a

second slower ramp – ∼ 1 GHz/2.2µs – to move the laser with the resonance and

maintain the soliton. These observations are in line with those reported in [189]. For

the octave-spanning combs devices fabricated by Chalmers, we notice smaller thermal

effects and - typically - a single ramp is sufficient to generate and keep a soliton state.

The octave-spanning low noise soliton spectrum is shown in Fig. 7.9.

7.4 Optical Division of the Repetition Rate

At this point, we have successfully generated octave-spanning solitons, but the

story doesn’t simply end here. The main idea of introducing a frequency comb is

to coherently divide the clock laser frequency down to a microwave frequency acces-
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Fig. 7.9. Octave-spanning soliton. An example of 65 ns step is shown
in b, and the soliton’s RF spectrum is shown in c.

sible to electronic counters and processors. Thus far, we can only divide it down

to ∼ 900 GHz–still electronically inaccessible. Of course, the most straightforward

way would be to general low repetition rate octave-spanning Kerr combs, but mode-

interaction, threshold power, and dispersion engineering constraints - at this point -

do not permit that. Instead, we can divide the soliton’s repetition itself optically;

two methods are discussed below.

7.4.1 Conventional dual-comb division

The first method is a rather simple and straightforward method to understand;

use a secondary ring with a smaller FSR, e.g. ∼ 20 GHz, to lock to and divide the

repetition rate of the main comb. This is the method adopted by NIST in their recent

papers where they use a SiO2 whispering gallery mode resonator in conjunction with

a Si3N4 THz ring [159, 184, 189]. The scheme is illustrated in Fig. 7.10 where we

assume that a CW laser is used as a common pump constituting the first locking
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point. If the ∼ 20 GHz comb is broad enough, the secondary comb overlaps with one

or multiple of the main comb sidebands, and this will be our second locking point.

The frequency instability of the secondary comb repetition rate, which now serves as

the clock output, can be written as

∆fclk = ∆frep2 =
1

M̄2

∆foverlap +
frep2
frep

∆frep (7.5)

where ∆foverlap is the frequency instability of the beat note between the overlapping

comb lines νo + M̄1frep and νo + M̄2frep2 , where M̄ is an integer, and ∆fclk is the

frequency instability of the output RF clock. From this expression, we see that ∆frep2

is a divided version of ∆frep which can be either locked - as we will discuss next - or

free-running. To have a successful division, the instabilities from the PLL (∆foverlap)

must be smaller than that of ∆frep, so - ideally - M̄2 has to be as large as possible.

For a 20 GHz comb locked to the first sideband of a 1 THz primary comb, M̄2 is 50

or integer multiple of frep/frep2 in general.

!
!

… …

Shared pump lineClock output (frep2)
20 GHz

~ 1 THz 
or 500 GHz 

Fig. 7.10. Conventional dual-comb division.

7.4.2 Vernier dual-comb division

Instead of following the previous approach, we propose an alternative scheme that

uses two rings with large repetition rates. The secondary comb now has a repetition

rate of frep2 = frep + δf . The rings share the same CW pump, and due to the Vernier

effect, the combs’ sidebands progressively walk-off until they overlap back again M2
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modes away from the pump. At this point, the overlap beat note (foverlap) is detected

and locked. The divided clock output is produced by measuring the beat frequency

between the first sideband pair. Adding a linear perturbation and solving for the

instability term, we can write the frequency instability as

∆fclk =
1

M2

∆foverlap +
δf

frep
∆frep (7.6)

The expression is almost identical to eq. 7.5. We see that frep is divided down to δf ,

and that we also prefer a large M2, which in general is integer multiple of frep/δf .

Note that the secondary comb doesn’t have to be octave-spanning but should be

broad enough to overlap again with the primary comb. Using a 1 THz ring pumped

at 1550 nm and a δf of 20 GHz, the two combs overlap at 1022 nm, 1232 nm,

and 2090 nm. Ideally, we’d like to use the farthest overlap point, but practical

considerations such as comb line powers and choice of photodetectors will eventually

set the choice.

20 or 10 GHz
Vernier clock

~ ~~ ~ !
~ ~~ ~ !"!"#!Vernier overlap

1 THz & 980 GHz FSR; 
20 GHz Vernier clock 

Fig. 7.11. Vernier dual-comb division.

Compared to the previous approach, this method has several advantages. Assum-

ing that the two combs are to be homogeneously integrated, the intrinsic quality factor

for both should be similar. Given that the parametric threshold power is proportional

to the Radius/Q2, the 20 GHz ring has threshold power 50 times larger than that of a

THz ring. Furthermore, the 20 GHz ring consumes an area 2500 times larger as well,

so using the same space we can fit hundreds of the THz combs compared to a few

of the prior. This is important as we need to use the wafer’s real-estate efficiently in
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order to have sufficient sweeps of design parameters that overcome fabrication uncer-

tainties. Additionally, not only do we save on power consumption and footprint but

we also gain in terms of the power per comb line. For an overcoupled device, which is

preferred to enhance the conversion efficiency, the pump to comb conversion efficiency

is linearly proportional to the FSR [190]. Additionally, this total power is divided

between a smaller number of lines for a THz device. Thus, the power per comb line

for a THz comb can be more than 30 dB higher than a 20 GHz single soliton, which

greatly benefits the signal-to-noise ratio (SNR) of the generated beat notes. This is

key to obtaining a successful division and, generally, the power per comb line is an

important and limiting factor for deploying Kerr combs in real-world applications as

we’ve seen in chapter 6.

The first two octaves in Fig. 7.6 are a Vernier pair, and at least three other

options that are not octave-spanning but are broad enough have been obtained. We

are currently in pursuit of a Vernier division demonstration. Additionally, we are also

pursuing the conventional division approach using a ∼900 GHz ring and a ∼20 GHz

ring with Chalmers. The main novelty added in the later approach is that both rings

will be based on integrated Si3N4 rings and fabricated using the same wafer. We note

that, independently, another group has recently demonstrated a proof-of-principle

Vernier division experiment using relatively narrow-band solitons with a repetition

rate of 216 GHz [191].

7.5 Integrated Microring Heaters

The Vernier ring pair will have different resonance frequencies due to the different

radius, therefore, pumping the rings using the same CW laser isn’t viable. We rely

on microring heater to shift the resonance of one ring to overlap with its pair. The

targeted resonance shift range is a full FSR. The first designs were based on a 300 nm

and 10 µm wide gold heaters on top of a 30 nm Titanium film, which had offered a

maximum of 435 GHz tuning short-term tuning with a 1 THz ring before damage to
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the heaters was observed. The origin of the damage was likely electromigration, indi-

cating a material limited performance. To achieve the desired goal, we have changed

the heater material to a 350 nm Platinum film on top of a thin 20 nm Titanium

adhesion film. Figure 7.12 shows the electrical power required to tune the resonance.

With a 10 µm wide heater, a maximum short-term tuning of 964 GHz was achieved

using a THz ring at a cost of ∼420 mW of electrical power consumption. Notice

as well that the platinum resistance increases proportionally to the tuning, which

can be explained by Platinum’s temperature dependent resistivity [192]. Assuming

the heater was at room temperature, the change in resistance suggests that the tem-

perature of the heater at maximum tuning is 314◦C, but further investigations are

needed to verify this conclusion and understand if the Titanium layer modifies the

behaviour. Long-term reliability tests and cyclic tuning tests have been conducted,

and more details can be found in my colleague Cong Wang’s thesis.
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Fig. 7.12. Heater characterization.

Once the two rings are aligned, they can be moved in tandem to tune the CEO

frequency. As the CEO frequency can be anywhere from ±FSR/2, it is necessary to

place it at an electronically detectable frequency and preferred to be at the lowest

frequency possible. The full FSR tuning only gives ca. 100 GHz increase in CEO
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frequency; a simple way to explain the discrepancy is to note that as we heat and tune

the resonance, the Si3N4 temperature-dependent refractive index leads to a change

in repetition rate that counteracts the resonance shift. For more in-depth analysis

we refer the reader to [193]. Reliably achieving a small CEO frequency is one of the

grand challenges in this project.

Note that the architecture shown in Fig. 7.11 is, for now, just a pictorial repre-

sentation. As a first stage, we split the pump laser using a fiber coupler into two

paths, each containing its own separate optical amplifier and chip mounting stage. In

principle, a multi-mode interferometer can be fabricated to controllably split the laser

on-chip and pump the Vernier ring pairs as depicted in Fig. 7.11 [194]. The substantial

heating that we may apply to align the resonances or to tune the CEO frequency might

introduce some thermal cross-talk between the rings. Nevertheless, previous exam-

ples of heating closely-placed coupled resonators [195–197] suggest that while thermal

cross talk might complicate alignment, it should not be detrimental to the setup, es-

pecially that the rings in our case can be placed sufficiently far from each other. As a

risk mitigation, the rings can be thermally insulated by digging trenches underneath

the microring region, which also adds a second benefit by significantly improving the

thermal tuning efficiency thereby reducing the electrical consumption [198].

7.6 Stabilization of the Main Comb

The final piece in this chapter, and the most important one, is stabilizing the comb

to the clock laser and obtaining a phase-coherent divided RF output. The common

scenario is to detect a heterodyne beat between one of the the comb lines and the

clock laser and to then lock this beat. Along with the previously discussed f-2f CEO

stabilization, this two-point locking scheme transfers the stability of the clock laser

to the repetition rate of the main comb. However, since the comb’s bandwidth in our

case doesn’t extend to 871 nm, we have to bridge the gap with aid of a frequency
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conversion stage. In this section, we will discuss three options for phase-2 of the

project and compare their ‘practical’ applicability.

7.6.1 Direct second-harmonic generation (SHG)

Direct SHG scheme

CEO detection 
SHG

871 nm SHG

Fig. 7.13. Direct second-harmonic generation scheme.

The most straightforward and direct approach would be to frequency double a

comb line at 1742 nm and lock it to the clock laser, as well as frequency doubling a

comb line around 2 µm for CEO frequency locking. However, the low comb line powers

(1 - 10 µW) leave insufficient power after the nonlinear SHG process, even if state-

of-the-art waveguides are used (e.g. 1 µW input into a waveguide with 1000%/W

conversion efficiency gives 10 pW at the second-harmonic). The only workaround

is to either amplify the light externally or to use a ‘helper’ laser that locks to each

comb-line and boosts the power level as shown in Fig. 7.13. This adds an overhead

of two additional lasers that have to be integrated as well as two photodetectors and

electronics associated with the PLL. Clearly, this doesn’t bode well with the final
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integration mission and is not an elegant approach. The instability of the comb, in

this case, can be written as

∆frep =
frep
νclk

(
2∆fceo + ∆fcomb871 + ∆νclk) (7.7)

where νclk is the clock laser frequency and ∆νclk is its frequency instability, ∆fceo is

the frequency instability of the CEO RF beat note, and ∆fcomb871 is the instability of

the locked beat note generated by heterodyning a frequency-doubled comb line with

the clock laser. This expression is identical to the usual OFC division except for the

factor of 2 preceding ∆fceo that arises from the SHG shortcut.

7.6.2 Sum frequency generation (SFG)

Fig. 7.14. Sum frequency generation scheme.

As mentioned previously, obtaining a close to zero CEO frequency is eo ipso an

arduous challenge. Adding insult to injury, we also need to ensure that a comb line

beats with the clock laser at a detectable frequency! To alleviate part of this direful

situation, we propose to mix the two combs in an SFG waveguide. As illustrated in

Fig. 7.14, mixing a section of the main comb at the C-band with a section of the

Vernier comb centered around 2µm generates a cluster of narrow-band combs with a

frequency spacing of δf centered around 871 nm, guaranteeing a beat note less than
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or equal to δf/2. Following the linear perturbation approach and assuming that the

CEO is locked via the f-2f method, we derive the instability as

∆frep =
frep
νclk

(
2∆fceo + ∆fcomb871 +

N2

M2

∆foverlap + ∆νclk) (7.8)

where a line from the main comb is mixed with a line from the auxiliary comb

(νo − N2frep2) to beat with the clock laser. Here νo is the pump frequency and

M2 is the mode-spacing between the pump and the combs’ overlap point as discussed

in section 7.4. Notice that the instability of locking the two combs (∆foverlap) un-

surprisingly factors in the expression of the repetition rate instability. While this

approach elegantly adds a second use case for the auxiliary comb which addresses the

challenge of locking to the clock laser, it requires a broad phase matching design for

the nonlinear waveguide, which comes at the expense of conversion efficiency, or a

phase-matching tuning ability. Equally important, this method falls prey to the low-

power challenge that hinders the f-2f process. It is a clever approach if one allows the

use of broadband amplifiers and/or helper lasers, but it doesn’t meet the program’s

goals.

7.6.3 Difference frequency generation (DFG)

~1550 nm WDM
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50
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1988 nm
871 nm

Yb ion trap
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G
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Fig. 7.15. Difference frequency generation scheme.
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Driven by practical power concerns, we ask ourselves what is the best approach to

efficiently use the optical power at hand? A pump line distinctly ∼20 dB higher than

neighboring comb lines – surreptitiously filtered out in previously shown spectra –

stands out! The low conversion efficiency of the Kerr comb generation process leaves

more than 95% of the pump power untouched. Instead of leaving it to waste, by

mixing the pump at ∼1550 nm with the 871 nm clock laser in a DFG process, we

generate light at 1988 nm. Even with a moderate conversion efficiency of 50%/W,

mixing 200 mW of the pump with 10 mW of the clock laser generates 1 mW at

1988 nm. By locking this DFG line to the neighboring comb line, we obtain our first

locking point. Subsequently, we propose to use this high-power, felicitously chosen

DFG output frequency for the f-2f process and lock it to a comb line at 1 µm, see

Fig. 7.15 for an illustration. We derive the instability of this approach as

∆frep =
frep
νclk

(
3∆fDFG2µm − 2∆f2DFG1µm + ∆νclk

)
(7.9)

where ∆fDFG2µm is the instability of locking a comb line at the high wavelength to

the DFG line, and ∆f2DFG1µm is the instability of locking a comb line at the low

wavelength to the frequency-doubled DFG line. While it may seem counter-intuitive

at first as mixing a comb line with the clock laser may seem to obscure the stability

of the clock laser, the derived equation proves otherwise. This is not a fundamental

problem; even in the conventional case, when a comb line directly beats with the

clock laser to generate a locking beat note, the photodetection process acts essentially

as a nonlinear mixing process that generates an electromagnetic field at microwave

frequencies. The stability of this microwave frequency is obscured by that of the

comb as well, but this doesn’t prevent the transfer of the clocks laser stability once

all PLLs are engaged. This scheme hits two birds with one stone: First, it bridges the

wavelength gap between the comb and the clock laser; Second, it allows f-2f locking

without the need of external helper lasers, and does all without adding additional

nonlinear stages. Since the power of the f-2f beat note is proportional to the the

power of the heterodyned comb lines at 1 µm, it is then proportional to the squared

of the 2µm that undergoes the frequency-doubling nonlinear stage. The 100 times
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increase in power at 2 µm enabled by the DFG scheme gives a 10,000 fold increase in

the f-2f RF beat note, which is typically a more difficult lock-point due to low SNRs.

Note that it is also possible to lock the DFG line to a comb line of the auxiliary comb,

which increases the chance of obtaining detectable beat notes for all lock points.

Finally, it is instructive to look at the final clock output expression with Vernier

division written in terms of fractional instability ∆̄f = ∆f/f . Substituting eq. 7.9

in eq. 7.6, we obtain

∆̄fclk =
∆̄foverlap
M2

· foverlap
δf

+
(
3∆̄fDFG2µm

fDFG2µm

νclk
− 2∆̄f2DFG1µm

f2DFG1µm

νclk
+ ∆̄νclk

)
(7.10)

This equation gives insight into how tightly do we need to lock the combs and what

terms are likely to be dominant. The first term on the right-hand-side (∆̄foverlap)

is the fractional instability of locking the two Vernier combs at the overlap point.

The two other fractional instabilities (∆̄fDFG2µm and ∆̄f2DFG1µm) arise from the two-

point locking in the DFG scheme as discussed earlier. The program goal for the

RF clock output is to follow that of the clock laser, i.e. ∆̄fclk = ∆̄νclk = 1 ×

10−14/
√
τav. To achieve that goal, all other instability terms arising from the PLLs

must be smaller than that of ∆̄νclk. We are aided on this front by the large division

factors; if we assume that fDFG2µm = fDFG2µm = 1 GHz and given νclk ≈ 344 THz,

to keep those locks instabilities one order of magnitude lower than the clock laser

we require ∆̄f2DFG1µm and ∆̄fDFG2µm to be equal to or less than ∼ 10−10/
√
τav.

This not too difficult to achieve as good quartz reference oscillators can reach a

stability 10−12/
√
τav. As M2 in the first right-hand term is small (50), the comb

overlap lock point will dominate unless foverlap is sufficiently small. Assuming that

foverlap = 10 MHz and given δf = 20 GHz, to keep this term one order of magnitude

lower than the clock laser we require ∆̄foverlap to be equal to or less than∼ 10−10/
√
τav.

Note that if foverlap = 1 GHz, the requirement on the lock instability becomes 100

times smaller. An alternative approach to overcome the limitation of the two-comb

lock point is to have the two combs independently fully-stabilized and then generate

an RF output by measuring the beat between the first sidebands.
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7.7 Conclusion and Outlook

In this chapter, we have shown that through dispersion engineering, Kerr combs

can generate octave-spanning combs in a single stage starting with just a CW pump.

Using fast scanning, we overcome thermal effects and obtain coherent Mode-locked

solitons. So far, these octave-spanning Kerr combs have electronically undetectable

repetition rates. We propose a novel Vernier dual-comb division scheme that provides

a coherently divided RF output. Compared to the conventional dual-comb division

approach, this scheme is advantageous in terms of system footprint, power consump-

tion, and higher powers per comb line. Finally, we have discussed three schemes to

lock to the clock laser and proposed a novel DFG approach that alleviates the need

for external helper lasers or amplifiers. While not within the scope of the current dis-

cussion, thermo-refractive noise is known to affect the comb’s repetition rate through

fluctuations in the refractive index that couples to dispersion. It would be interesting

to study how large thermal tuning modifies the situation by affecting the dispersive

wave power and the soliton recoil.

The integration and mass-production of fully-stabilized combs will heavily impact

geodesy, LIDAR, timing, and synchronization applications. By equipping unmanned

aerial vehicles (UAV) with such precision tools, we envision a fleet of UAVs that

provide timing and positioning services in GPS denied environments, and UAVs that

can measure sea-level rise or map the elevation of vast lands through the aid of LIDAR

and height or gravitational potential measurements. All other OFC applications

such as spectroscopy, microwave signal processing, and radars will benefit from this

improved stability and ultra-low jitter performance.

To be a cost-effective tool for real-world applications, the process yield has to

be improved. As process-development continues, we anticipate improved control on

dispersion, film quality, and heater efficiency; however, ensuring that all locking points

are at a small and detectable frequency is hindered by inevitable statistical variations

in the fabrication process. To get a feel of the process sensitivity, table 7.1 shows
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Table 7.1.
Fabrication uncertainties and parameter sensitivity for a
740 nm × 1.6 µm Si3N4 ring with 25 µm radius and oxide
cladding using Chalmers refractive index measurements. Simulated
by Cong Wang.

Thickness Width Temperature

Pump resonance -100 GHz / 5 nm -54 GHz/ 10 nm -2.6 GHz/◦C

Repetition rate -60 MHz / 5 nm 40 MHz / 10 nm -14 MHz/◦C

Carrier-envelope offset 92 GHz / 5 nm 67 GHz / 10 nm 400 MHz/◦C

Dispersive wave (at 2 µm) -6 THz / 5 nm 1 THz / 10 nm -16 GHz/◦C

Dispersive wave (at 1 µm) 7 THz / 5 nm -4.7 THz / 10 nm 30 GHz/◦C

simulations, performed by my colleague Cong Wang, of the sensitivity of a THz ring

parameters to minute changes in thickness or width. The simulations show a±92 GHz

change in CEO frequency for a mere ±5 nm variation in film thickness! Note that

this simulation assumes fixed, repeatable, and known refractive index and doesn’t

take into account wafer to wafer variations in the refractive index. The only way to

overcome such uncertainties is to fabricate a large set of rings with few nanometer

variations in radius and ring-width, which can increase the probability of obtaining

a close-to-zero CEO frequency. However, the likelihood of having both the CEO

frequency and the lock to the clock laser being zero remains a dreadful situation, but

integrated heaters might improve our chances.

The natural way to overcome the sparsity in the comb spectral sampling is to

shift to smaller FSRs: 100 GHz for example. Recent results in high-quality SiN

rings indicate the threshold optical power shouldn’t be a problem. However, as the

mode spacing decreases, the likelihood of mode-interaction that destabilizes the soli-

ton formation increases, especially if optimizing the dispersion requires multi-mode

waveguides. Recent techniques in dispersion engineering showed that instead of hav-

ing a fixed ring-width, designing multiple sections with different widths can be used
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to add a mode-filtering section, provides additional control on the dispersion profile,

and - in some cases - improves the quality factor [199]. I expect such techniques

to enable 100 GHz octave-spanning solitons in the near future. The 100 GHz pulse

train can be detected through the optical division methods we’ve discussed earlier, or

through direct detection using uni-traveling carrier photodiodes [200]. In principle,

pumping at shorter wavelengths should be possible and will eliminate the need for

nonlinear frequency conversion stages to lock to the clock laser.
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8. SUMMARY AND OUTLOOK

Photonic integrated circuits (PIC) enable massive fabrication of low-loss elements

that hold the potential to change the landscape of photonics-based hardware and its

market penetration. This thesis is a set of projects oriented around developing inte-

grable methods and apparatuses to utilize photonics in quantum and radio frequency

processing applications.

The first three chapters focused on high-dimensional quantum states. In chap-

ter 2, we design a high-dimensional 16 × 16 SUM gate using a qudit pair encoded

in the time and frequency DoF of a single photon. Encoding in a single-photon

evades the probabilistic gate operation using two-photons. Using this SUM gate, we

generate a four-party two-photon GHZ state with a Hilbert dimension of more than

one million dimensions– equivalent to that of 20 qubits. Subsequently, in chapter 3,

we utilize these concepts to demonstrate the first qutrit-based phase implementa-

tion of the quantum phase estimation algorithm. Finally, in chapter 4, we run a BFC

through a tunable frequency-domain quantum random walk circuit implemented using

an electro-optic phase modulator. We observe and control the formation of enhanced

energy ballistic transport and bound-states and show a link between the energy trans-

fer and the high-dimensional entanglement of the input BFC state.

Our interest in high-dimensional encoding is motivated by the relative ease of

generating such states using integrated passive microrings. However, regardless of

the platform, it is interesting to see if qudits have characteristics or advantages that

are not attainable using qubits. These may be advantages of technical nature, e.g.

reducing the number of gates or the depth of circuit implementing a quantum algo-

rithm [201], or physical phenomena that can only be simulated with high-dimensional

states [131].
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The past decade saw a surging interest in the physical implementation and com-

mercialization of quantum optics and quantum computing in general, driven by both

private and government funding. Several competing platforms exist, among those

are superconducting systems, trapped ions, spin-based qubits, quantum optics, and

topological systems. Silicon photonics has certainly propelled the interest in pho-

tonic qubits, but it will be interesting to see how the field develops over the next ten

years, particularly on the hardware front. In a survey among 22 leading quantum

researchers, none chose optics as a first choice platform, and only three ranked it

as a second choice option [202]. Nevertheless, among quantum start-ups, photonics-

based start-ups surprisingly raised the largest share of disclosed private investment,

securing a 36% share ($334 million) of the total investments over the 2010 - 2020

period [203]. Although this share is largely dominated by a single company, the bet

on these mostly PIC-based platforms enunciates the disruptive impact of integrated

solutions on the market landscape of photonics-based applications. Apart from quan-

tum computing, optics are a leading platform for secure quantum communications,

and quantum interconnects [204].

The second half of this thesis focuses on the classical applications of optical fre-

quency combs, particularly electro-optic and Kerr combs. In chapter 5, we develop

an integrable subsampling setup that disambiguates over 10 Nyquist zones with the

potential to tune the bandwidths to as high as ∼100 GHz. We derive a detailed the-

oretical analysis of the link-metrics that will guide future designs. Next, in chapter 6,

we use Kerr combs generated from an integrated Si3N4 microring to mitigate Bril-

louin scattering in long-haul analog links and demonstrate a 20 fold increase in the

backscattering-power threshold. We perform the first detailed comparison of the RF

link-metrics using Kerr combs and compare the performance using dark and bright

solitons. Finally, in chapter 7, we propose a novel Vernier division scheme to en-

able the integration of optical-atomic clocks based on THz combs. We report on our

progress on this front where we generate octave-spanning dissipative Kerr solitons as

well as identify candidate Vernier rings that are integrated and fabricated in a single
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wafer. To address challenges imposed by the low comb-line powers, we propose a

scheme that utilizes the clock laser for the nonlinear frequency mixing operations,

relieving the need for external lasers or amplifiers.

A great level of detail was dedicated to characterizing the rf metrics of our

photonic-based RF processors and links. While photonics have enabled a plethora

of unique RF processing and generation functionalities [5, 149], to be useful in real-

world applications, said systems must achieve link metrics (noise figure, gain, and

SFDR) equivalent to or better than their electronic counterparts. To achieve this

goal, two main ingredients are needed: low-loss ultra-low Vπ modulators, and high-

power handling photodetectors. As for integrated OFC generators, both resonant

and non-resonant EO combs as well as Kerr combs are the leading options. As we

have seen in ch. 6, low conversion efficiency and low powers per comb-line are one of

the main challenges for Kerr combs. The conversion efficiency is set by the nonlinear

physics and is not a technical shortcoming, but highly-overcoupled designs or coupled

cavities can improve the conversion efficiency [205]. Nevertheless, it is truly amaz-

ing how the field transformed within 10 years from barely making noisy incoherent

combs to demonstrating octave-spanning solitons as well as integrated and packaged

Kerr combs with turn-key operation [159, 206]. As the understanding of the under-

lying physics is reaching maturity, the focus has shifted heavily towards applications

and exploring different materials as well as different frequency points of operation.

A relatively less explored comb source is based on resonators with χ(2) nonlinearity,

and it has been shown that such combs, as well as semiconductor ring lasers, can

generate coherent combs that share similar properties to that of dissipative Kerr soli-

tons [207, 208]. Kerr combs have been demonstrated in waveguides made of a wide

range of materials, of which silicon nitride is already made available by commercial

foundries. In materials with both χ(2) and χ(3) nonlinearities, it will be interesting to

observe how does the interplay between the two nonlinearities changes the dynam-

ics of comb generation [209–211] or enables biphoton state manipulation [212]. The
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transfer of such technologies to commercially accessible foundries ushers a new era of

photonic design and implementation.
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C. Hamilton, I. Jex, and C. Silberhorn, “A 2d quantum walk simulation of
two-particle dynamics,” Science, vol. 336, no. 6077, pp. 55–58, 2012.

[120] F. Cardano, F. Massa, H. Qassim, E. Karimi, S. Slussarenko, D. Paparo,
C. de Lisio, F. Sciarrino, E. Santamato, R. W. Boyd et al., “Quantum walks
and wavepacket dynamics on a lattice with twisted photons,” Science advances,
vol. 1, no. 2, p. e1500087, 2015.

[121] P. L. Knight, E. Roldán, and J. E. Sipe, “Quantum walk on the line as an
interference phenomenon,” Physical Review A, vol. 68, no. 2, p. 020301, 2003.

[122] C. Reimer, Y. Hu, A. Shams-Ansari, M. Zhang, and M. Loncar, “High-
dimensional frequency crystals and quantum walks in electro-optic micro-
combs,” arXiv preprint arXiv:1909.01303, 2019.

[123] D. Bouwmeester, I. Marzoli, G. P. Karman, W. Schleich, and J. Woerdman,
“Optical galton board,” Physical Review A, vol. 61, no. 1, p. 013410, 1999.

[124] M. Karski, L. Förster, J.-M. Choi, A. Steffen, W. Alt, D. Meschede, and
A. Widera, “Quantum walk in position space with single optically trapped
atoms,” Science, vol. 325, no. 5937, pp. 174–177, 2009.

[125] P. Imany, O. D. Odele, M. S. Alshaykh, H.-H. Lu, D. E. Leaird, and A. M.
Weiner, “Frequency-domain hong–ou–mandel interference with linear optics,”
Opt. Lett., vol. 43, no. 12, pp. 2760–2763, 2018.

[126] A. Pe’Er, B. Dayan, A. A. Friesem, and Y. Silberberg, “Temporal shaping of
entangled photons,” Physical review letters, vol. 94, no. 7, p. 073601, 2005.

[127] J. C. Matthews, K. Poulios, J. D. Meinecke, A. Politi, A. Peruzzo, N. Ismail,
K. Wörhoff, M. G. Thompson, and J. L. O’brien, “Observing fermionic statistics
with photons in arbitrary processes,” Scientific reports, vol. 3, no. 1, pp. 1–7,
2013.

[128] L. Sansoni, F. Sciarrino, G. Vallone, P. Mataloni, A. Crespi, R. Ramponi, and
R. Osellame, “Two-particle bosonic-fermionic quantum walk via integrated pho-
tonics,” Physical review letters, vol. 108, no. 1, p. 010502, 2012.



131
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J. Hillbrand, M. Tamagnone, W. T. Chen et al., “Frequency combs induced by
phase turbulence,” Nature, vol. 582, no. 7812, pp. 360–364, 2020.

[209] A. K. Tusnin, A. M. Tikan, and T. J. Kippenberg, “Nonlinear states and dy-
namics in a synthetic frequency dimension,” arXiv, pp. arXiv–2004, 2020.

[210] A. W. Bruch, X. Liu, Z. Gong, J. B. Surya, M. Li, C.-L. Zou, H. Tang et al.,
“Pockels soliton microcomb,” arXiv preprint arXiv:2004.07708, 2020.

[211] X. Xue, F. Leo, Y. Xuan, J. A. Jaramillo-Villegas, P.-H. Wang, D. E. Leaird,
M. Erkintalo, M. Qi, and A. M. Weiner, “Second-harmonic-assisted four-wave
mixing in chip-based microresonator frequency comb generation,” Light: Sci-
ence & Applications, vol. 6, no. 4, pp. e16 253–e16 253, 2017.
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A. FREQUENCY INSTABILITY DERIVATION

Here I will derive the instability equations shown in ch. 7. The first section addresses

the dual-comb division schemes, the second covers the stabilization and the locking

of the main comb to the clock laser, and finally, I discuss electronic mixing as an

alternative to phase-locked loops.

A.1 Dual-comb optical division

In the dual-comb scheme, we assume that the two combs are pumped using the

same laser and that the overlapping comb lines far away from the shared pump line

(νo + M1frep and νo + M2frep2 where M1,M2 are integers) are locked together. Here

comb-2 has a repetition rate of frep2 = frep + δf

foverlap = (νo +M2frep2)− (νo +M1frep) (A.1)

Adding a linear perturbation (i.e. f ≈ f+∆f) and collecting the frequency instability

terms we get

∆foverlap = (∆νo +M2∆frep2)− (∆νo +M1∆frep) (A.2)

∆frep2 =
1

M2

∆foverlap +
M1

M2

∆frep (A.3)

For the Vernier division scheme , the clock output will be the beating of the first

sideband pairs of the two combs (δf), so

∆fclk = ∆δf (A.4)

= ∆frep2 −∆frep (A.5)

=
1

M2

∆foverlap +
M1 −M2

M2

∆frep (A.6)
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using eq. A.1 we can rewrite M1−M2

M2
more generally as

δf
frep

. Therefore, we obtain

∆fclk =
1

M2

∆foverlap +
δf

frep
∆frep (A.7)

For the conventional dual-comb division scheme, the clock output is simply the

repetition rate of the secondary comb (eq.A.3). Given that frep ≈ n · frep2 where n is

an integer, then M2 = n ·M1, so we can rewrite eq.A.3 more generally as

∆fclk = ∆frep2 =
1

M2

∆foverlap +
frep2
frep

∆frep (A.8)

A.2 Stabilization of the main comb

A.2.1 Direct second harmonic scheme

Following the previous method, we start from the carrier envelope offset locking

through f-2f scheme

νo +Nfrep − 2(νo −Mfrep) = fceo (A.9)

Where N and M are integers, frep is the comb’s free spectral range or repetition rate, νo

is the pump frequency and fceo refers to the detected RF beatnote after heterodyning

the 1µm comb line (νo +Nfrep) and frequency doubled 2µm (νo−Mfrep) comb line.

Reorganizing the equation then writing it in terms of frequency instabilities, we get

(N + 2M) frep − νo = fceo

Instability → (N + 2M) ∆frep −∆νo = ∆fceo

and using (N + 2M) =
νo + fceo
frep

≈ νo
frep

we get

∆νo =
νo
frep

∆frep −∆fceo (A.10)
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Now, a comb line at 2 × 871nm written as (νo − Afrep) where A is an integer, from

the main comb is frequency doubled to beat with clock laser locked to the atomic

transition (νclk)

2(νo − Afrep)− νclk = fcomb871 (A.11)

→ 2(∆νo − A∆frep)−∆νclk = ∆fcomb871 (A.12)

Solving for ∆frep

∆frep = ∆νo/A−∆fcomb871/2A−∆νclk/2A (A.13)

substituting eg.A.10 in eg.A.13

∆frep =

(
νo

A · frep
∆frep −∆fceo/A−∆fcomb871/2A−∆νclk/2A

)
(A.14)

∆frep

(
A · frep − νo
A · frep

)
= −∆fceo/A−∆fcomb871/2A−∆νclk/2A (A.15)

By substituting νo − A · frep by νclk/2 and reorganizing the terms we get eq. 7.7:

∆frep =
frep
νclk

(
2∆fceo + ∆fcomb871 + ∆νclk)

A.2.2 Sum frequency generation scheme

Instead of frequency doubling a comb line to lock to the clock laser, we’ll look

a the case of performing sum frequency generation between a line at ∼ 1550 nm

(νo − N1frep) and a line from the second comb around ∼ 1988 nm (νo − N2frep2).

Therefore, we get

νo −N1frep + νo −N2frep2 − νclk = fcomb871 (A.16)

and

N1∆frep = (2∆νo −∆fcomb871 −N2∆frep2 −∆νclk) (A.17)
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Note that the previously derived equations for the CEO (eq.A.10) and the comb

overlap (eq.A.3) still apply. Substituting these expressions we get

∆frep =
M2frep ·

(
2∆fceo + ∆fcomb871 + N2

M2
∆foverlap + ∆νclk

)
2M2νo −N2M1frep −N1M2frep

(A.18)

Given that M1frep = M2frep2 − foverlap ≈ M2frep2 , and from eq.A.16 we have νclk ≈

2νo −N1frep − (N2M1/M2)frep, we can rewrite the expression to obtain eq. 7.8:

∆frep =
frep
νclk
·
(

2∆fceo + ∆fcomb871 +
N2

M2

∆foverlap + ∆νclk

)

A.2.3 Difference frequency generation

In the DFG scheme we have two locking points: the first being locking the RF

beat between the DFG line and a high wavelength comb line around 2µm

fDFG2µm = (νclk − νo)− (νo −D1frep)

and locking the RF beat between the frequency-doubled DFG line and a low wave-

length comb line around 1µm

f2DFG1µm = 2(νclk − νo)− (νo +D2frep) = 2νclk − 3νo −D2frep

From the prior we obtain

D1∆frep = (2∆νo + ∆fDFG2µm −∆νclk) (A.19)

and from the latter beat (f2DFG1µm) we get

∆νo = (2∆νclk −D2∆frep −∆f2DFG1µm)/3 (A.20)

Substituting eq. A.20 in eq. A.19 we get

(D1 +
2

3
D2)∆frep = (∆fDFG2µm − 2∆f2DFG1µm/3 + ∆νclk/3) (A.21)

To obtain a more general expression we can use
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(D1 +
2

3
D2) ≈ 2νo − νclk

frep
+

2

3
· 2νclk − 3νo

frep
(A.22)

=
2νo − νclk + 4νclk/3 + 2νo

frep
(A.23)

=
νclk/3

frep
(A.24)

Using this expression, we obtain eq. 7.9:

∆frep =
frep
νclk

(
3∆fDFG2µm − 2∆f2DFG1µm + ∆νclk

)
(A.25)

A.3 Electronic Mixing of Vernier Combs

An alternative approach to locking the two Vernier combs via phase locked loops is

to remove the unwanted contributions via electronic mixing. By choosing appropriate

division factors prior to mixing the RF beatnotes, we can obtain an RF beat that is a

divided version of frep with contributions of, the now free-running, frep2 cancelled. For

example, the Vernier clock output instability (eq. A.6) is a divided version of the main

comb’s repetition rate summed with the instability of the Vernier two-comb overlap

lock-point. Instead of locking this beat note in a phase locked loop, its contribution

to the output clock instability can be cancelled by judicious electronic mixing. For

example, if we divide the overlap point by M2 (the mode spacing between the shared

pump line and the overlap point) and mix it with the clock output (i.e. the beating

of the first sideband pair in the Vernier case), we obtain

fRF,mix1 = fclk −
foverlap
M2

(A.26)

Instability → ∆fRF,mix1 = ∆fclk −
∆foverlap
M2

(A.27)

=
∆foverlap
M2

+

(
δf

frep

)
∆frep −

∆foverlap
M2

(A.28)

=

(
δf

frep

)
∆frep (A.29)

The fractional instability, approximating fRF,mix1 ≈ δf , then is simply ∆̄fRF,mix1 =

∆̄frep. Given that we want foverlap to be small (∼ 10 - 500 MHz) and M2 is on the
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order of 50, then
foverlap
M2

� fclk and it might be difficult to filter out the fundamentals

and harmonics after the microwave mixer stage, thus extra care must be given in

choosing the mixer to suppress unwanted signals.

Alternatively, we can look into the case of mixing the two beatnotes of the modes

adjacent to the overlap point, i.e.

fRF1 = (M2 + 1)frep2 − (M1 + 1)frep

fRF2 = (M1 − 1)frep − (M2 − 1)frep2

Our goal here is to use these two signals and remove any contributions of comb-2

(frep2). To achieve that we have to divide the two signals by appropriate factors

before mixing them:

fRF,mix2 =
fRF1

(M2 + 1)
+

fRF2

(M2 − 1)
=

2(M1 −M2)

(M2 − 1)(M2 + 1)
frep (A.30)

Assuming that the overlap frequency is sufficiently small, we can approximate fRF1 ≈

fRF2 ≈ δf . Thus fRF,mix2 ≈ 2
δf
M2

, where here we approximate (M2 + 1) ≈ (M2− 1) ≈

M2. With M2 = 50 and δf = 20 GHz, the output frequency fRF,mix2 is now at

∼ 800 MHz and the LO tones may be spectrally filtered. Using eq. A.30 and looking

at the fractional instabilities (∆fRF,mix2 = ∆̄fRF,mix2 ·fRF,mix2 ≈ ∆̄fRF,mix2 ·(2δf/M2),

we get

∆̄fRF,mix2 · (2δf/M2) =
2(M1 −M2)

(M2 − 1)(M2 + 1)
frep∆̄frep (A.31)

Approximating (M2 − 1) ≈ (M2 + 1) ≈ M2 and recalling that (M1−M2)
M2

= δf
frep

we

obtain

∆̄fRF,mix2 =
2(M1 −M2)

M2
2

· M2

2δf
frep ∆̄frep

=
(M1 −M2)

M2

· 1

δf
frep ∆̄frep

=
δf

frep
· 1

δf
frep ∆̄frep

= ∆̄frep
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resulting in fractional instability similar to that of fRF1 but at a different output

frequency (e.g. ∼ 800 MHz v.s. ∼ 20 GHz).

The choice of either locking the two combs or performing electronic mixing will

likely be decided based on the limitations in the system. If the frequency instability

of the factor 1
M2

∆foverlap cannot be sufficiently locked to a low-frequency reference

with low fractional instability, electronic mixing may be a more suitable option. That

said, a more deeper theoretical and experimental understanding of the limitations in

PLLs versus rf mixer and dividers is needed to determine which scheme would be

more advantageous.

A.3.1 Transfer oscillator combined with DFG

The transfer oscillator scheme allows using a free-running comb (with no feedback)

to transfer the stability of a reference to the microwave domain, provided that the

comb’s noise and instability contributions are canceled. The previous discussion can

be thought of as an example of such schemes (i.e. comb-2 acted as a transfer oscillator

for comb-1).

Let us focus on the case of the DFG scheme: our goal here is to mix the beatnote

fDFG2µm = νclk − 2νo − D1frep and f2DFG1µm = 2νclk − 3νo − D2frep to cancel all

contributions from νo and frep. It is straightforward to see that mixing the microwave

beatnotes f2DFG1µm and fDFG2µm divided by 3 and 2, respectively, we can cancel νo:

f2DFG1µm/3− fDFG2µm/2 = νclk/6− (D1/2 +D2/3)frep

The next step is get rid of the repetition rate contributions. From the previous

section, through the Vernier division scheme, we have obtained a signal that is a

divided version of the repetition rate (fRF,mix1 =
(

δf
frep

)
frep). So now, if we divide
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the previous signal by (D1/2 +D2/3) and subsequently by frep
δf

and then mix it with

fRF,mix1 (eq.A.29), we get

fRF,mix3 =
2

D1 + 2D2/3
· δf
frep
·
(
f2DFG1µm/3− fDFG2µm/2

)
+ fRF,mix1

=
2

D1 + 2D2/3
· δf
frep
· νclk

6

Recall that the division factor can be rewritten as 2
D1+2D2/3

= 6frep
νclk

(eq. A.24). There-

fore, the total division factor 6frep
νclk
· δf
frep

= 6
344.279×50

corresponds to a division by

∼ 2868. Such large, and is some cases non-integer, division factors have been experi-

mentally performed in previous demonstrations of the transfer oscillator method using

more complicated electronic division methods in order to reduce spurs [213]. Substi-

tuting this division factor in the previous equation we can write fRF,mix3 =
( δf
νclk

)
·νclk;

showing that this RF frequency is a version of the clock laser divided down to δf .

The fractional instability of this RF beatnote then follows that of the clock laser, i.e.

∆̄fRF,mix3 = ∆̄νclk.



VITA



146

VITA

Mohammed S. Al Alshaykh holds a B.Sc. in electrical engineering from King

Saud University and a M.Sc. in electrical and computer engineering from Purdue

University. In 2012, he was an intern at Max Planck Institute of Quantum Optics.

Mohammed is currently a Ph.D. candidate at Purdue University, where he conducts

research in integrated photonics and quantum optics. He has coauthored eight journal

articles and numerous conference proceedings. Broadly, his area of interest includes

optical frequency combs, integrated photonics, and quantum optics. Mohammed is a

member of the Optical Society (OSA) and the Institute of Electrical and Electronics

Engineers (IEEE). He is an active reviewer for OSA, IEEE, and the Nature Publishing

Group.


