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We describe generation of shaped femtosecond waveforms by using frequency-domain phase-only filters designed by numerical optimization techniques. The task of filter design for pulse shaping in the time domain is directly analogous to the design of phase-only filters for beam shaping and array generation in the spatial domain. We experimentally tested phase filters that were designed to produce ultrafast square and triangle pulses and femtosecond pulse sequences. Our results demonstrate the ability to generate high-quality terahertz-repetition-rate sequences of femtosecond pulses by means of low-loss phase-only filtering. On the other hand, experiments that tested generation of individual shaped pulses, such as square pulses, were less successful than previous experiments that used simultaneous phase and amplitude filtering. Our results indicate the importance of building increased robustness against variations in the input pulse shape into the phase-only filter design.

1. INTRODUCTION

Substantial effort has been devoted to the design and fabrication of optical beam-splitting elements that transform single laser sources into two-dimensional arrays of optical beams for parallel optical computing systems and optical interconnect applications. A number of approaches for realizing such beam-splitting elements have been considered, including conventional multiple-exposure holographic techniques,\textsuperscript{1} refractive\textsuperscript{2} and Fresnel\textsuperscript{3} lenslet arrays, and computer-designed phase-only filters placed at the Fourier plane of an optical system. One well-known example of a phase-only filter is the Dammann grating,\textsuperscript{4} which is used to generate large, highly uniform beam arrays for digital optical computing systems. Other phase-only filter designs are used to produce multiple-beam arrays with arbitrary, nonuniform intensity ratios for neural-networks applications.\textsuperscript{5} Salient points that are related to phase-only filters for array generation include the following: (a) the use of phase-only filtering allows for low loss and high efficiency; (b) the beam array in the output plane is determined by the Fourier transform of the spatial pattern on the filter; (c) usually only the intensity profile (and not the phase profile) of the output array is specified, which greatly increases the number of degrees of freedom available for filter design; (d) numerical optimization techniques are commonly used to synthesize filters with high efficiencies and desired intensity distributions.

In this paper we describe the use of numerical optimization techniques to design phase-only filters for creating specially shaped femtosecond pulses and pulse sequences.
we were able to use low-loss, phase-only filtering to produce the required femtosecond pulse sequence. In our investigations of phase-only filtering for femtosecond pulse shaping to date,14 we considered only filter designs that were available analytically or by being borrowed from the literature on spatial array generation. Here we extend our previous research by using computer optimization techniques that are based on simulated annealing to design phase-only filters for more general femtosecond waveform synthesis. In particular, we report design, and experimental tests, of phase-only filters for generation of femtosecond square pulses and pulse sequences.

2. FEMTOSECOND PULSE SHAPING

The apparatus for femtosecond pulse shaping11 is sketched in Fig. 1. Incident pulses with a duration of 75 fs at a wavelength of 620 nm are obtained from a colliding-pulse mode-locked ring dye laser.15 The pulse-shaping setup consists of an identical pair of diffraction gratings placed at the outside focal planes of a unit-magnification confocal lens pair.11,16 Spatially patterned masks are inserted midway between the lenses at the point where the optical spectral components experience maximal spatial separation. The second lens and grating reassemble the various spectral components into a single collimated beam. With no mask present inside the apparatus, the incident femtosecond pulse is transmitted without distortion. When patterned masks are present, the output pulse shape is given by the Fourier transform of the pattern transferred by the masks onto the spectrum. The temporal intensity profiles of the shaped pulses are measured by cross correlation by means of noncollinear second-harmonic generation, with the use of unshaped femtosecond pulses directly out of the colliding-pulse mode-locked laser as the reference. Note the similarity of this pulse-shaping apparatus to the well-known VanderLugt correlator.17 The main difference is that our setup generates shaped temporal waveforms by utilizing the Fourier-transform relationship between time and optical frequency, whereas the VanderLugt correlator operates on spatially patterned beams through a two-dimensional spatial Fourier transform.

Pulse shaping is most conveniently understood in the frequency domain. The spectrum of the pulse emerging from the pulse-shaping setup is given by

\[ E_{\text{out}}(\omega) = E_{\text{in}}(\omega)M_{\text{eff}}(\omega), \]

where \( E_{\text{out}}(\omega) \) and \( E_{\text{in}}(\omega) \) are the complex amplitudes of the output and the input electric-field spectra, respectively, and \( M_{\text{eff}}(\omega) \) is the effective frequency filter implemented by the mask within the pulse-shaping setup.18 \( M_{\text{eff}}(\omega) \) is given by the complex transmittance of the physical mask \( M(x) \) convolved with the spatial intensity profile of the focused beam:

\[ M_{\text{eff}}(\omega) = \int dx M(x) \exp[-2(2\pi x - \omega_0)^2/\omega_0^2]. \]

Here \( \omega_0 \) is the radius of the electric-field spatial profile of an individual frequency component at the masking plane and \( \alpha \) denotes the spatial dispersion:

\[ \alpha = \frac{d\lambda}{dx} = \frac{\lambda^2}{2\pi c} \frac{dA}{dx}. \]

The spatial dispersion is determined by the angular dispersion of the grating and the focal length of the lens; for our setup, \( d\lambda/dx = 2.95 \text{ nm/mm} \) and \( \alpha = 6.92 \times 10^{-14} \text{ mm/s} \). For a typical input pulse with a spectral width of the order of 10 nm, the spectral components are dispersed by several millimeters, and this sets the scale of the pulse-shaping masks. When the focused-laser spot size (typically 20 \( \mu \text{m} \)) is substantially smaller than the finest features on the mask (i.e., when the spectral resolution of the pulse-shaping setup exceeds that called for by the mask), the frequency filter is identical in form to the physical mask:

\[ M_{\text{eff}}(\omega) \sim M(x/\alpha). \]

In this case the output pulse is given by the convolution of the electric-field profile of the input pulse with an impulse response function, which is simply a scaled version of the Fourier transform of the spatial pattern on the mask. On the other hand, when the physical mask contains features that are smaller than the spot size \( \omega_0 \), these smaller features will be smeared out by the convolution integral in Eq. (2). The effect in the time domain is to multiply the impulse response function by a Gaussian window function with width of the order of \( 3\alpha/\omega_0 \) (\( \sim 10 \) ps in the current setup). Thus the finite spectral resolution of the pulse-shaping apparatus will cause a roll-off of synthesized waveforms that extend over durations exceeding \( \sim 10 \) ps.

We used several approaches for realizing spatially patterned pulse-shaping masks. For most of the research reported in this paper, we utilize fixed masks that were fabricated by using standard photolithography.11,19 Binary phase masks are fabricated on fused-silica substrates by reactive ion etching; for a \( \pi \) phase shift, an etch depth of \( D = \lambda/2(n - 1) \approx 0.68 \mu \text{m} \) is required. We sometimes use multielement (either 32 or 128 elements) liquid-crystal phase modulators instead of fixed masks.20,21 By using a multielement modulator we can configure the phase pattern in real time and achieve gray-level phase control. Fixed-amplitude masks (not required for the current study) have been fabricated with gray-level control by patterned deposition of titanium–gold films on fused-silica substrates.21,22 Finally, diffractive pulse-shaping masks that were fabricated by means of holographic recording have also been reported.23,24 To date, pure phase masking has been used for a number of pulse-shaping applications. Binary phase masks have been used to generate what have been called odd
Fig. 2. Generation of high-rate pulse trains by spectral filtering: (A) input spectrum, (B) amplitude filter, (C) phase filter. For the phase filter, the various shaded rectangles denote different phases.

pulses\(^\text{11}\) (pulse doublets in which the electric field is an antisymmetric function of time), coded pseudonoise bursts for spread-spectrum optical communications,\(^\text{22}\) and terahertz-repetition-rate trains of femtosecond pulses for impulsive Raman-scattering studies.\(^\text{3,4}\) Gray-level phase control by means of a multielement modulator has been used to achieve pulse-position modulation, to impart chirps onto ultrashort pulses, and to compress chirped pulses programmably.\(^\text{9,31}\) Next we illustrate phase filtering by discussing generation of terahertz-rate pulse trains.

3. GENERATION OF TERAHERTZ-RATE PULSE TRAINS

The use of spectral filtering to produce high-rate pulse trains is shown schematically in Fig. 2.\(^\text{14}\) We consider a single ultrashort input pulse with an optical spectrum as shown in Fig. 2(A). The bandwidth of the pulse is \(\Delta \nu\), corresponding to an input pulse width of \(\Delta \tau = 0.44/\Delta \nu\) (for a Gaussian pulse). The input pulse can be spread into a train of pulses by either amplitude filtering or phase filtering. In amplitude filtering, all but a periodically spaced set of frequencies are blocked. This results in a train of pulses, each of duration \(\Delta \tau\), with a repetition rate that is equal to the frequency spacing \(\delta F\). The number of pulses in the train is of the order of \(F/\delta F\), where \(F\) is the spectral width of the individual passbands of the filter. Since the total transmission is only \(\Delta f/\delta F\), the amplitude-filtering approach is inherently inefficient.

High-quality pulse trains can be generated without loss by use of a periodic phase-only filter, as depicted in Fig. 2(C). As in the case above, the repetition rate of the resulting pulse train is equal to the periodicity \(\delta F\) but the envelope of the pulse train depends on the structure of the phase response within a single period. It can be shown that the output intensity profile \(I(t)\) is equal to the Fourier transform of the autocorrelation of the filtered spectrum\(^\text{15}\):

\[
I(t) = (1/2\pi)^2 \int d\Omega \exp(i\Omega t) \int d\omega E^*(\omega)E(\omega + \Omega).
\]

Therefore, by using pseudorandom phase sequences with sharp autocorrelation peaks (such as those that are well known in spread-spectrum communications\(^\text{25}\)) as the building blocks of the phase filter, one can generate pulse trains under a smooth envelope.

We have fabricated binary phase masks based on periodic repetitions of the so-called M (or maximal length) sequences.\(^\text{25}\) Each period of the mask is divided into \(P\) pixels of width \(\Delta f = \delta F/P\), with each pixel assigned a phase of either zero or \(\Delta \phi\), as determined by a particular M sequence. In the example considered here, we used a phase mask consisting of periodic repetitions of the M sequence \(\{00100110101111\}\). The height of the central pulse in the train is sensitive to the phase difference \(\Delta \phi\) and is close to zero for \(\Delta \phi = \pi\); therefore we set \(\Delta \phi = 0.84\pi\), which for a length \(P = 15\) maximal length sequence yields a central pulse with an amplitude matched to the smooth pulse-train envelope.

We have generated pulse trains at a variety of repetition rates by using a series of phase masks corresponding to different frequency periodicities \(\delta F\). Measurements of pulse trains at 4.0- and 5.85-THz repetition rates are shown in Fig. 3.\(^\text{14}\) The 4-THz pulse train shows a series of well-defined pulses under a smooth envelope. The fact that the minima between pulses do not completely reach zero is due mainly to the finite duration of the 75-fs probe pulses that we used to perform the cross-correlation measurement. For the higher-rate, 5.85-THz train, the envelope of the pulse sequence becomes somewhat irregular, and the contrast between individual pulses varies within the envelope. This degradation occurs when the individual pulses within the train begin to overlap. For pulse trains produced by phase filtering, the phase varies from pulse to pulse in a manner that is determined by the particular code; therefore interferences between neighboring pulses cause the observed irregularity. As the ratio of pulse duration to pulse separation decreases further, interferences between neighboring pulses become more severe, and the resulting pulse train becomes even more irregular. In the limit in which only one repetition of the phase code fits within the input spectrum, a pseudonoise burst rather than a pulse sequence is produced, as we have

Fig. 3. Intensity cross-correlation measurements of (A) 4.0-THz, (B) 5.85-THz pulse trains produced by phase-only filtering. The phase difference was \(\Delta \phi = 0.84\pi\) for both traces.
Fig. 4. Flat-topped pulse trains at a 2.5-THz repetition rate, produced by phase-only filters based on Dammann gratings. The phase difference was (A), (C) $\Delta \phi = \pi$ and (B), (D) $\Delta \phi = 0.85\pi$.

previously shown.\textsuperscript{11,19} Of course, higher-repetition-rate pulse trains (to date, as high as 12 THz) can be achieved by using shorter input pulses.\textsuperscript{26} Nevertheless, the irregularity that is observed when individual pulses do overlap will have an important bearing on synthesis of other waveforms, such as femtosecond square pulses (discussed below in Section 5).

Pulse trains with different envelopes can be generated by varying the details of the phase response within a single period. In general, a numerical optimization procedure is required for designing an appropriate phase filter for a specified output profile. However, pulse trains can also be generated by borrowing phase filters that were designed to serve as beam-splitting elements for optical interconnect systems. For example, flat-topped pulse trains can be generated by using filters based on the Dammann gratings\textsuperscript{5-8} that were previously used to split an individual laser beam into an equally spaced, equal-intensity array of beams.

To demonstrate this point we fabricated a series of phase masks based on grating designs listed in Table 1 of Ref. 6, which we tested within a femtosecond pulse-shaping apparatus. Several examples of our data, showing femtosecond pulse trains at a 2.5-THz repetition rate, are shown in Fig. 4. Our results in the time domain are similar to those that were obtained previously in the spatial domain. All the traces exhibit a relatively uniform series of central pulses, with the intensity dropping off abruptly outside the central region. The different number of pulses—8, 13, and 18 in Figs. 4(A), 4(B), and 4(C), respectively—correspond to different Dammann-grating designs. The gratings that were used for Figs. 4(C) and 4(D) were identical except for the phase difference $\Delta \phi$; consequently the resulting temporal profiles are also identical except for the amplitude of the central pulse, which depends sensitively on $\Delta \phi$. The lack of perfect uniformity in the pulse amplitudes can be attributed to imperfections in the mask fabrication and to the finite spectral resolution of the pulse-shaping setup, which causes the regular roll-off observed at large times (see Section 2). The nearly equal-intensity central pulses account for $\sim 80\%-85\%$ of the total energy, with the remaining energy being distributed among various low-intensity sidelobes outside the central region. The observed $80\%-85\%$ efficiency is consistent with the predicted efficiency of Dammann gratings. Note that, when one is using Dammann gratings as spatial beam-splitting elements, one can eliminate unwanted energy outside the central region simply by using a spatial aperture. In the time domain, however, implementation of the equivalent of an aperture that would eliminate the unwanted sidelobes is less straightforward.

4. DESIGN OF PULSE-SHAPING FILTERS BY SIMULATED ANNEALING

We used the simulated-annealing method developed by Metropolis and co-workers\textsuperscript{27-29} to design phase-only filters for producing arbitrarily shaped, ultrafast temporal pulses. One begins by defining a cost (or energy) function $C$, which provides a measure of the deviation between the temporal pulse shape generated by the phase filter $M(\omega)$ that we wish to design and the target pulse $e_{\text{target}}(t)$. A series of partial cost functions $C_i$ can be used to control different aspects of the generated waveform. The choice of the $C_i$ is determined by the particular target waveform. For example, one partial cost function could seek to minimize the maximum deviation of the generated intensity from that of the target over a specific time interval as follows:

$$C_i = \text{Max} \left[ |e(t)|^2 - |e_{\text{target}}(t)|^2 \right], \quad |t| < T_0. \quad (6)$$

The generated field $e(t)$ is computed as

$$e(t) = \frac{1}{2\pi} \int d\omega E_{\text{in}}(\omega) M(\omega) \exp(i\omega t), \quad (7)$$

where $E_{\text{in}}(\omega)$ is the input electric-field spectrum to the pulse shaper. The partial cost functions are weighted
and summed to give the total cost function

\[ C = \sum w_i C_i. \]  

The weights \( w_i \) can be chosen to permit optimization of specific features of the generated pulse; e.g., a large weight (penalty) could be assigned to minimize the amount of energy that resides outside a target interval.

We utilized simulated annealing to design phase filters for ultrafast square pulses, ultrafast triangle pulses, and femtosecond pulse sequences. We specify only the target intensity profile \( |e_{\text{target}}(t)|^2 \); the temporal phase is left unconstrained. We consider only binary phase filters with 0 and \( \pi \) phases; therefore the resulting output field satisfies \( e(-t) = e(t) \), and the output intensity profiles are symmetric in time. Hence we compute the cost function only for \( t \geq 0 \). In our simulations we consider filters composed of various numbers of pixels, ranging from 128 pixels with a resolution of 0.092 THz/pixel (corresponding to the resolution achievable with fixed masks). We start with a phase filter in which each pixel is randomly and independently set to a phase of 0 or \( \pi \). The minimization of \( C \) proceeds iteratively by flipping the phase of one randomly selected pixel at a time. The new \( e(t) \) is calculated according to Eq. (6), and the change in the cost function \( \Delta C \) resulting from the phase change is then evaluated. The new filter is always accepted if \( \Delta C < 0 \). For \( \Delta C > 0 \) the change is accepted with probability \( \exp(-\Delta C/T) \), where \( T \) is a control parameter or temperature. By occasionally accepting a positive \( \Delta C \), one seeks to avoid settling into a local minimum of the cost function. One sets an annealing schedule by choosing an initial temperature and successively lowering the temperature after a prespecified number of iterations (or sometimes after a prespecified number of successful iterations). One chooses the initial temperature by computing differences between cost functions selected at random and setting \( T \) considerably larger than the largest \( \Delta C \) that is encountered. In this way the probability of accepting a positive \( \Delta C \) is initially greater, and the cost function is free to move about its entire parameter space and seek out the global minimum. We note that for a typical numerical design consisting of 400 individual pixels our simulations typically run from 15 to 30 min on a 600-kflop/s computer.

Typical simulation results for 1- and 2.5-ps-duration square target pulses are shown in Figs. 5 and 6, respectively. For these simulations the partial cost functions were (a) the maximum deviation along the (flat) top of the pulse, (b) the maximum deviation in the wings of the pulse, and (c) the amount of energy in the wings of the pulse. For the 1-ps-duration square pulse, the output pulse resulting from the optimized phase filter [Fig. 5(B)] closely resembles the target [Fig. 5(a)]. The intensity along the top of the pulse varies by \( \sim10\% \), and the unwanted energy in the wings accounts for only \( \sim15\% \) of the total pulse energy. The phase profile of the optimized filter is shown in Fig. 5(C) along with the power spectrum of the assumed input pulse [in this case the input pulse is taken to be an ideal, 75-fs-duration, hyperbolic secant—\( e(t) \sim \text{sech}(t/43 \, \text{fs}) \)] with the spectrum centered at

\[ 4.2 \pm 0.2 \]
Figure 7 shows the calculated temporal phase profile of the 1-ps square pulse discussed in the previous paragraph. A significant phase variation is clearly evident, as expected: one requires a phase variation to account for the excess bandwidth because the pulse duration greatly exceeds the inverse bandwidth. Note that, although square pulses generated by using phase-only filters always exhibit a strong phase modulation, different phase-only filter designs resulting in similar temporal intensity profiles can lead to markedly different phase signatures. A time-domain phase variation is a principal difference between pulse shaping by phase-only filtering and pulse shaping by phase and amplitude filtering; in the latter case pulses with constant phase are possible.

We also used this procedure to design generalized Dammann gratings, i.e., phase filters that generate trains of pulses with equal amplitudes but unequal spacings. Again, the trains are necessarily symmetric in time because we consider only binary phase filters. For the simulations shown in Figs. 8 and 9, we used target pulse trains of the form

$$e_{\text{target}}(t) = \sum e_{n} u(t - nT),$$

(9)

where $u(t)$ represents a 75-fs pulse centered at time $t = 0$, $T$ is the pulse spacing (500 fs in these examples), and $e_{n}$ is either 0 or 1. Other pulse sequences, e.g., chirped sequences of pulses in which the pulse separation varies slightly from one pulse to the next, were also considered but are not discussed here. For the partial cost functions we used (a) the maximum deviation between the intensities of the individual peaks and the average peak intensity, (b) the deviations between the positions of each pulse in the train and the target positions, (c) the maximum intensity in the regions in which no energy is desired, and (d) the total energy not contributing to the desired target pulses. In addition, we used an asymmetric input spec-

Figure 8. Design of a phase-only filter for producing a femtosecond pulse sequence: (A) target intensity profile corresponding to $a_{n} = \{1101110011\}$, (B) calculated intensity profile resulting from the phase-only filter, (C) phase filter designed by simulated annealing (top) and assumed input power spectrum (bottom). The phase filter was assumed to consist of 128 independent pixels, and the hard edge at 612.5 nm in the input power spectrum corresponds to the edge of the clear spectral window transmitted through the liquid-crystal modulator.

Fig. 8. Design of a phase-only filter for producing a femtosecond pulse sequence: (A) target intensity profile corresponding to $a_{n} = \{1101110011\}$, (B) calculated intensity profile resulting from the phase-only filter, (C) phase filter designed by simulated annealing (top) and assumed input power spectrum (bottom). The phase filter was assumed to consist of 128 independent pixels, and the hard edge at 612.5 nm in the input power spectrum corresponds to the edge of the clear spectral window transmitted through the liquid-crystal modulator.

Figure 9 shows the calculated temporal phase profile of the 1-ps square pulse discussed in the previous paragraph. A significant phase variation is clearly evident, as expected: one requires a phase variation to account for the excess bandwidth because the pulse duration greatly exceeds the inverse bandwidth. Note that, although square pulses generated by using phase-only filters always exhibit a strong phase modulation, different phase-only filter designs resulting in similar temporal intensity profiles can lead to markedly different phase signatures. A time-domain phase variation is a principal difference between pulse shaping by phase-only filtering and pulse shaping by phase and amplitude filtering; in the latter case pulses with constant phase are possible.

We also used this procedure to design generalized Dammann gratings, i.e., phase filters that generate trains of pulses with equal amplitudes but unequal spacings. Again, the trains are necessarily symmetric in time because we consider only binary phase filters. For the simulations shown in Figs. 8 and 9, we used target pulse trains of the form

$$e_{\text{target}}(t) = \sum e_{n} u(t - nT),$$

(9)

where $u(t)$ represents a 75-fs pulse centered at time $t = 0$, $T$ is the pulse spacing (500 fs in these examples), and $e_{n}$ is either 0 or 1. Other pulse sequences, e.g., chirped sequences of pulses in which the pulse separation varies slightly from one pulse to the next, were also considered but are not discussed here. For the partial cost functions we used (a) the maximum deviation between the intensities of the individual peaks and the average peak intensity, (b) the deviations between the positions of each pulse in the train and the target positions, (c) the maximum intensity in the regions in which no energy is desired, and (d) the total energy not contributing to the desired target pulses. In addition, we used an asymmetric input spec-

Fig. 9. Design of a phase-only filter for producing a femtosecond pulse sequence: (A) target intensity profile corresponding to $a_{n} = \{1001110011\}$, (B) calculated intensity profile resulting from the phase-only filter, (C) phase filter designed by simulated annealing (top) and assumed input power spectrum (bottom). The phase filter was assumed to consist of 128 independent pixels.

620 nm. Note that the filter exhibits only a few phase changes in the 617–623-nm range, where most of the power spectrum lies. In the far wings of the spectrum, where the generated pulse shape is less sensitive to phase, many more changes in phase are seen to occur. Similar results can be observed in Fig. 6 for the case of a 2.5-ps square pulse. The maximum deviation along the top of the pulse in this case is $\sim 25\%$, and $-27.5\%$ of the input pulse energy resides within the target window. We performed many independent simulation runs with results comparable to those shown in the figures; the resultant square pulses are typically flat to within 10–25%, with $\sim 15$–30% of the total energy in the wings. The best results were generally achieved for the square pulses of shorter duration. Simulations that used slightly different cost functions, as well as those that used triangle target pulses, produced comparable results.

Fig. 10. (A) Calculated intensity profile resulting from a phase-only filter designed to transform a symmetric, sech(t) input pulse into a 0.5-ps square pulse, (B) calculated intensity profile resulting when the same phase-only filter is used with an actual laser spectrum, (C) measured intensity profile obtained by passing a femtosecond pulse through the pulse-shaping apparatus.
5. EXPERIMENTAL RESULTS

We performed a number of femtosecond pulse-shaping experiments to test the phase-only filters that were designed by simulated annealing. Tests were performed for square pulses, triangle pulses, and pulse sequences, with the use of either fixed phase masks or the 128-element liquid-crystal phase modulator. Below we discuss our results on femtosecond square pulses.

We begin by discussing the effect of the laser input spectrum on the pulse-shaping results. Figure 10 shows the calculated output intensity profile that was produced from a filter designed to transform a sech(t) input pulse into a 0.5-ps square pulse. If the input is as assumed, a nice square pulse results [Fig. 10(A)]. On the other hand, as is evident in Figs. 8 and 9, the actual laser spectrum deviates from that of an ideal hyperbolic secant. If the identical phase filter is used for the calculation, together with the actual laser power spectrum (but still assuming a flat laser phase spectrum), the computed output pulse is severely affected [Fig. 10(B)]. We performed an experiment in which the multielement phase modulator was used to implement the phase filter. The measured intensity profile that was produced by the pulse-shaping apparatus [Fig. 10(C)] resembles the calculation [Fig. 10(B)]. This confirms the sensitivity of the pulse-shaping results to the input spectrum.

We tested a number of filter designs experimentally by fabricating phase-only masks by means of microlithography. Input pulses from the femtosecond dye laser were shaped with the use of these masks and were then measured. Figures 11 and 12 present a comparison of experimental and theoretical pulse shapes that are plotted for several square-pulse filter designs. Filters designed for a hyperbolic secant as well as for actual laser spectra individual pulses. One could minimize this variation, in principle, by incorporating it as a constraint in the cost function. A loss of energy from the individual pulses to the regions between the pulses and in the wings is also evident. This typically accounted for ~30% of the input pulse energy. The optimized phase filters and the assumed input spectra are shown in Figs. 8(C) and 9(C).

Fig. 13. Measured intensity profiles of ultrafast square pulses obtained by simultaneous phase and amplitude filtering: (A) 0.5-ps duration, (B) 1.5-ps duration. The smoothness of these intensity profiles is in contrast to those obtained by phase-only filtering.
were included. The data and theory show both similarities and differences. Similarities include the pulse durations, the abrupt turn-on and turn-off of the pulses, and the low amount of energy in the wings. The main difference is that the flatness of the experimental square pulses is usually degraded severely. This effect is even more pronounced for 1.0- and 2.5-ps square pulses than it is for 0.5-ps-duration pulses. Furthermore, the detailed structure that is present on the top of the measured square pulses varies noticeably from one filter to the next. Similar effects were observed for triangle pulses: although the energy always appears to be concentrated in the target region in time, the detailed experimental pulse shape varies from one filter to the next. These results are typical of data for \( \sim 40 \) phase filters that we fabricated.

Our results with square pulses produced by means of phase-only filters are in contrast to our previous results when we used phase and amplitude filters to generate ultrafast square pulses.\(^1\)\(^2\)\(^3\)\(^4\) For comparison, Fig. 13 shows measurements of 0.5- and 1.5-ps square pulses that were obtained by using appropriate phase and amplitude filters within a pulse-shaping apparatus.\(^5\) These pulses have sharp rising and falling transitions with little energy in the wings, and, in contrast to Figs. 11 and 12, here the tops of the square pulses are flat and essentially featureless.

We can understand these differences as follows. The output waveform produced by a pulse-shaping apparatus consists of the convolution of the input pulse with the impulse response function determined by the pulse-shaping masks. In the case of phase and amplitude filtering, the impulse response function has a square intensity profile and a constant phase profile. The convolution with the input pulse broadens the rising and falling edges of the output pulse but is not sensitive to the precise shape of the input pulse. On the other hand, the impulse response functions corresponding to the phase-only filters do not themselves have flat intensity profiles. Furthermore, their phase profiles vary dramatically in time (see, e.g., Fig. 7). The details of the impulse response function are sensitively balanced so that convolution with the assumed input pulse produces a flat temporal profile. We saw from Fig. 10 that the output pulse depends sensitively on the input pulse shape. Thus generation of square pulses with phase-only filters is not robust against changes in the input pulse shape. Although we did attempt to design phase-only filters that used a measured laser power spectrum, daily variations in the laser power spectrum make it difficult to design for the actual input pulse that will be used in experiments. Furthermore, even if the laser power spectrum were completely specified, complete specification of the input pulse for the filter design would require the making of additional, and rather involved, measurements to determine the phase profile of the input pulses.\(^6\)\(^7\)\(^8\)

Finally, we contrast our square-pulse results with those reported in Section 3, in which we found that phase-only filters could be used to generate high-quality terahertz-rate trains of femtosecond pulses. The difference is that high-quality pulse trains [e.g., Fig. 3(A)] occur only when individual pulses in the train do not overlap, so that the variation in phase from pulse to pulse has no effect. The irregularity observed in square-pulse generation is analogous to the irregularity observed when the individual pulses in a pulse train begin to overlap [Fig. 3(B)]. Then the interferences between the individual pulses in the train do depend sensitively on the precise input pulse shape, and the pulse train develops an irregularity reminiscent of that observed in the square-pulse experiments.

6. SUMMARY

In summary, we have used numerical optimization techniques to design lossless phase-only filters for arbitrary femtosecond pulse shaping. Our pulse reshaping in the time domain is directly analogous to works on beam shaping and array generation with the use of phase-only filters in the spatial domain. We have experimentally tested filters designed to produce ultrafast square and triangle pulses as well as various sequences of femtosecond pulses. In all our designs the target intensity profile is specified, whereas the temporal phase profile is left unconstrained. Our measurements demonstrate the ability to generate high-quality, terahertz-repetition-rate sequences of femtosecond pulses, which closely resemble the target sequences. On the other hand, the flatness of ultrafast square pulses that are experimentally produced by phase-only filtering was degraded compared with ultrafast square pulses generated by simultaneous phase and amplitude filtering. Our results indicate the importance of building increased robustness against variations in the input pulse shape into the phase-only filter design.
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