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Abstract—We analyze a new technique for encoding and decoding of coherent ultrashort light pulses. In particular, we discuss the temporal and statistical behavior of pseudonoise bursts generated by spectral phase coding of ultrashort optical pulses. Our analysis is motivated by recent experiments that demonstrate high resolution spectral phase coding of picosecond and femtosecond pulses and suggest the possibility of ultrahigh speed code-division multiple access (CDMA) communications using this technique. We trace the evolution of coherent ultrashort pulses into low intensity pseudonoise bursts as a function of the degree of phase coding. For random coding we find that the encoded pulse obeys Gaussian statistics and that the intensity probability distribution function is a negative exponential. These results are utilized to analyze the performance of a proposed CDMA optical communications system based upon encoding and decoding of ultrashort light pulses. We derive the bit error rate (BER) as a function of data rate, number of users, and receiver threshold; and we discuss the performance characteristics for a variety of system parameters. We find that performance improves dramatically with increasing code length. Ultrashort light pulse CDMA could provide tens to hundreds of users with asynchronously multiplexed, random access to a common optical channel.

I. INTRODUCTION

DUE TO ECONOMIC advantages, maturing technology, and high information capacity, single-mode fiber-optic transmission media will be embedded in future telecommunications networks. A desirable feature for these future optical networks would be the ability to process information directly in the optical domain for purposes of multiplexing, demultiplexing, filtering, amplification, and correlation. Optical signal processing would be advantageous because potentially it can be much faster than electrical signal processing and because it would obviate the need for photon-electron-photon conversions. Several new classes of optical networks are now emerging [1]. For example, code-division multiple access (CDMA) networks using optical signal processing techniques were recently introduced [2]–[9]. CDMA is a type of spread spectrum communications [10] in which multiplexing is achieved by assigning different, minimally interfering code sequences to different user pairs. In fiber optic CDMA, users communicate by imprinting their message bits upon their own unique code, which they transmit asynchronously (with respect to the other transmitters) over a common channel. A matched filter at the receiver end ensures that data are detected only when they are imprinted on the proper code sequence (see Fig. 1). This approach to multiplexing allows transmission without delay and handles multiaccess interference (contention) as an integral part of the multiplexing scheme.

In this paper we analyze a novel ultrashort pulse optical CDMA network. Our analysis is motivated by recent experiments which demonstrate encoding and decoding of femtosecond pulses and which suggest the possibility of ultrahigh speed CDMA communications using this technique [8], [9]. We first examine the temporal and statistical behavior of pseudonoise bursts generated by spectral phase coding of ultrashort optical pulses. Then, we apply the statistical results derived here to perform a bit error rate analysis of the proposed ultrashort pulse CDMA system.

Before beginning the analysis, we first summarize the experimental results on encoding and decoding of ultrashort pulses and review the proposed scheme for ultrashort pulse CDMA, shown schematically in Fig. 2. In the transmitter a coherent ultrashort pulse representing one bit of information is directed to the optical encoder, which consists of a pair of diffraction gratings placed at the focal planes of a unit magnification, confocal lens pair. This apparatus was previously utilized for high resolution, temporal shaping of coherent ultrashort pulses [11]–[14]. The first grating spatially decomposes (with a certain resolution) the spectral components which constitute the input ultrashort pulse. A pseudorandom, spatially patterned phase mask is inserted midway between the lenses at the point where the optical spectral components experience maximal spatial separation. Thus, the mask introduces pseudorandom phase shifts (address codes) among the different spectral components. After the phase mask, the spectral components are reassembled by the second lens and second grating into a single optical beam. After emerging from the grating and lens apparatus, the temporal profile of the encoded pulse is given by the Fourier transform of the pattern transferred by the mask onto the spectrum. A pseudorandom phase mask transforms the incident ultrashort pulse into a low intensity pseudonoise burst.

In the CDMA network, each transmitter has a distinct phase mask and broadcasts its encoded pulses to all those receivers that share the same optical channel. A receiver consists of a decoder and an optical threshold device. The
optical decoder is similar to the optical encoder except that its phase mask is the conjugate of the encoding mask. Thus a pulse is properly decoded when the encoding and decoding masks are a complex conjugate pair. In this case the spectral phase shifts are removed and the original coherent ultrashort pulse is reconstructed. On the other hand, when the encoding and decoding masks do not match, the spectral phase shifts are rearranged but not removed, and the pulse at the output of the decoder remains a low intensity pseudo-noise burst. The threshold device is set to detect data corresponding to intense, properly decoded pulses and to reject low intensity, improperly decoded, pseudo-noise bursts.

We now illustrate encoding and decoding by referring to an experiment in which 75-fs optical pulses were encoded by using a 44-element pseudorandom binary phase mask [9]. Fig. 3(a) depicts an intensity autocorrelation measurement of the incident, encoded pulses together with that of the encoded pulses. The contrast ratio of \( \approx 25:1 \) illustrates the dramatic reduction in intensity that accompanies encoding. In order to demonstrate decoding, a second phase mask was placed adjacent to the first mask.

When the second mask is phase-conjugate to the first, decoding is successful, and the initial pulse is restored. When the second mask does not match the first, decoding is unsuccessful and low intensity, pseudo-noise behavior
is retained. Intensity autocorrelation measurements of such successfully and unsuccessfully decoded pulses, shown in Fig. 3(b), exhibit a contrast similar to that observed for encoding alone. Encoding and decoding was subsequently demonstrated for longer codes composed of 127 elements; and using 1-in optics, encoding should theoretically be possible for code lengths as high as 2000 [14].

At this point we comment on the effect of the transmission channel in the proposed ultrashort pulse CDMA system. Although so far we have implicitly assumed that the phases spectrally encoded onto the input pulse remain intact after transmission, any real CDMA network must transport encoded pulses to a plurality of potential users while maintaining the integrity of the code. Any transmission medium except the vacuum is dispersive and potentially nonlinear, and both effects can significantly distort an ultrashort pulse. One possible CDMA configuration which completely avoids these difficulties would employ free space optical interconnects. Such a configuration, which might occupy a small optical platform, would serve as a multiple access switch at a node in a larger network of more conventional design. Of course, in order to construct a pure ultrashort pulse CDMA network connecting remote locations, singlemode optical fibers will be required, and dispersion will place a limit on the maximum practical fiber length. Fortunately, in the low power limit where nonlinear effects are negligible, the grating configuration that is used for coding and decoding can also be used to pre- or post-compensate for fiber dispersion [15]. Recent calculations show [16] that a 0.3-ps pulse tuned close to the zero-dispersion wavelength can propagate up to 10 km in a single mode fiber and still be recovered with minimum distortion by grating compensation. Therefore, we expect that fiber dispersion need not be a serious problem for an ultrashort pulse CDMA system. In our analysis we will assume that any effects due to dispersion or nonlinearity of the transmission channel can be safely neglected.

It is the purpose of our analysis to determine the bit error rate (BER) of an ultrashort pulse CDMA system as described above. To obtain the BER, it is first necessary to investigate the statistics of interference at the receiver due to improperly decoded signals. In this paper we first look at the temporal and statistical properties of encoded (or unsuccessfully decoded) pulses from a single user. We extend these results to the case of a varying (statistical) number of interfering improperly decoded pulses and derive the BER as a function of various system parameters, such as the number of users, the individual bit rates, the threshold, and the length of the codes.

In Section II of this paper we discuss statistically the effect of random coding on a band-limited optical pulse. Furthermore, we compare the effect of different levels of coding using computer simulation techniques. We show that under random encoding the pulse feature completely disappears and a low intensity background noise appears.

In Section III we study the first and second degree of coherence (the field and intensity autocorrelation functions) for an encoded pulse and highlight some striking similarities that exist between the randomly encoded pulse and the output of a typical free-running multimode laser.

In Section IV we study the probability distribution function for the pseudonoise bursts produced by encoding and discuss the conditions under which pseudonoise bursts behave like random light. In particular, for a randomly encoded pulse with a random initial phase and transmission time, the statistics are modeled as Gaussian and the intensity probability distribution function is a negative exponential.

In Section V we derive the bit error rate (BER) as a function of data rate, code length, number of users, and receiver threshold; and we discuss the performance characteristics for a variety of system parameters.

We conclude this paper in Section VI. The Appendix is devoted to detailed mathematical analyses that are needed to support the results of Section V.

II. STASTICAL ANALYSIS OF ENCODED ULTRASHORT LIGHT PULSES

We now analyze the statistics of single encoded pulses. We assume that the starting ultrashort pulses are characterized by a baseband Fourier spectrum $A(\omega)$ given by

$$A(\omega) = \begin{cases} \frac{\sqrt{P_0}}{W}, & \text{for } \frac{-W}{2} \leq w \leq \frac{W}{2} \\ 0, & \text{elsewhere} \end{cases}$$

(1)

where $P_0$ is the peak power of the ultrashort pulse and $W$ is the total bandwidth of the band-limited source. The temporal pulse shape $a(t)$ is a sinc function:

$$a(t) = \sqrt{P_0} \text{sinc} \left( \frac{W}{2} t \right)$$

(2)

where $\text{sinc}(x) = \sin x / x$. The field amplitude $a(t)$ is normalized so that $|a(t)|^2$ gives the instantaneous power $P(t)$, whence

$$P(t) = P_0 \text{sinc}^2 \left( \frac{W}{2} t \right).$$

(3)

Equation (3) describes an isolated ultrashort light pulse with a duration $\tau_c$ inversely proportional to the bandwidth of the band-limited source, i.e., $\tau_c = (2\pi / W)$.

To encode a pulse we multiply the starting spectrum $A(\omega)$ by a phase mask consisting of $N_0$ distinct chips, each of bandwidth $\Omega = (W/N_0)$ (see Fig. 4). The phase of each chip may be adjusted independently; the example given in Fig. 4 shows the special case of a binary phase code. The time domain representation of the encoded field amplitude $C(t)$ can be written as

$$C(t) = \sqrt{\Omega / 2} \frac{\sqrt{P_0}}{N_0} \sum_{n=-N}^{N} \exp \left\{-i(n\Omega t + \varphi_n)\right\}$$

$$= G(t) V(t).$$

(4)
Fig. 4. (a) Spectrum for a band-limited signal, corresponding to an unencoded ultrashort pulse, (b) A typical spectral phase code. An amplitude of +1 corresponds to a phase of 0; an amplitude of −1 corresponds to a phase of π. W/Ω = N_0 is the number of chips in the code.

Here \( \varphi_n \) represents the \( n \)th element of a code consisting of \( N_0 = 2N + 1 \) chips, and

\[
G(t) = \text{sinc} \left( \frac{\Omega}{2} t \right) \quad (5)
\]

and

\[
V(t) = \sqrt{\frac{P_0}{N_0}} \sum_{n=-N}^{N} \exp \left\{ -i(n\Omega t + \varphi_n) \right\}. \quad (6)
\]

Thus (4) is expressed as the product of two signals \( G(t) \) and \( V(t) \). The signal \( G(t) \) is a real envelope function which determines the temporal width of the encoded pulse and is independent of the code elements. \( V(t) \) is a periodic pseudonoise signal with period \( T = 2\pi/\Omega \), its temporal shape depends on the code elements \( \varphi_n \). Note that if \( \varphi_n = 0 \) for all \( n \), (4) reduces to (2).

In the following we concentrate our attention on the temporal and statistical behavior of the periodic signal \( V(t) \). Roughly one period of \( V(t) \) fits within the envelope function \( G(t) \); hence the encoded signal \( C(t) \) corresponds to one period of the periodic signal \( V(t) \).

At this point we introduce some notation. The intensity signal \( I(t) \) is defined as the square of the periodic part of the encoded signal; \( I(t) = |V(t)|^2 \). Also we define \( V_p(t) \) and \( I_p(t) \) as the laser output for the case \( \varphi_n = 0 \) for all \( n \):

\[
V_p(t) = \sqrt{\frac{P_0}{N_0}} \sum_{n=-N}^{N} \exp \left\{ -i(n\Omega t) \right\} \quad (7)
\]

and

\[
I_p(t) = \frac{P_0}{N_0^2} \sum_{n=-N}^{N} \sum_{m=-N}^{N} \exp \left\{ -i(n-m)\Omega t \right\}. \quad (8)
\]

\( V_p(t) \) and \( I_p(t) \) represent a periodic train of ultrashort pulses with period \( T \) and with a pulse duration \( (\tau_p) \) inversely proportional to \( N_0\Omega \). Thus, we may think of \( V_p(t) \) and \( I_p(t) \), respectively, as the representations of the field amplitude and the intensity of an ideal mode-locked laser with a pulsatation period \( T \), peak power \( P_0 \), and without a phase mask. Note that, \( a(t) = G(t) V_p(t) \) and \( P(t) = G^2(t) I_p(t) \). Analogously we may think of \( V(t) \), with \( \varphi_n \neq 0 \), as the output of a free-running multimode laser with a period \( T \), and \( |C(t)|^2 = G^2(t) I(t) \).

Our previously reported encoding and decoding experiments [8], [9] utilized binary phase masks, where the phase of each chip was set to either 0 or π. Following that precedent we assume here also that each phase code element \( \varphi_n \) is restricted to two values, namely 0 or π, with probabilities \( p \) and \( q \) respectively, such that \( p + q = 1 \). The \( \varphi_n \) are taken to be a set of independent identically distributed random variables with probability density functions defined as

\[
P_{\varphi}(\varphi) = p\delta(\varphi) + q\delta(\varphi - \pi) \quad (9)
\]

where \( \delta \) denotes Dirac’s delta function. This random coding scheme allows us to satisfactorily model the statistics of the encoded (or unsuccessfully decoded) pulses in our proposed CDMA system without restricting ourselves to any particular deterministic code structure. In particular, for purely random sequences \( (p = q = 0.5) \), the unsuccessfully decoded pulses can be effectively modeled as Gaussian random processes. The assumption of random coding and the resulting Gaussian statistics are expected to be valid for CDMA systems incorporating large numbers of users with long codes [17], [18].

Using (6) the ensemble average of \( V(t) \) can be written as

\[
\langle V(t) \rangle = \sqrt{\frac{P_0}{N_0}} \sum_{n=-N}^{N} \exp \left\{ -i\Omega t \right\} \langle \exp \left\{ -i\varphi_n \right\} \rangle
\]

\[
= (p - q)V_p(t) \quad (10)
\]

where \( \langle \cdot \rangle \) denotes the ensemble average. For \( p = q = 0.5 \), which corresponds to random encoding, the ensemble average is zero. A more informative result is obtained when one considers the intensity. \( I(t) \) can be written as

\[
I(t) = \frac{P_0}{N_0^2} \sum_{n=-N}^{N} \sum_{m=-N}^{N} \exp \left\{ -i(n-m)\Omega t + \varphi_n - \varphi_m \right\}
\]

\[
= \frac{P_0}{N_0^2} \left( N_0 + \sum_{n=-N}^{N} \sum_{m=-N}^{N} \exp \left\{ -i(n-m)\Omega t + \varphi_n - \varphi_m \right\} \right). \quad (11)
\]

Thus the intensity signal \( I(t) \) is the sum of a time-independent part \( P_0/N_0 \) and a time-varying part which depends upon the phase code. We now calculate the ensemble average \( I(t) \) and examine the effect of the phase code.
by varying the probabilities \( p \) and \( q \). Thus:

\[
\langle I(t) \rangle = \frac{P_0}{N_0} N_0 + (p - q)^2 \sum_{n=-N}^{N} \sum_{m=-N}^{N} \exp \left\{ -i(n - m)\Omega t \right\}
\]

\[
\cdot \exp \left\{ -i(n - m)\Omega t \right\}
\]

\[
= \langle I(t) \rangle_0 + (p - q)^2 [I_p(t) - \langle I(t) \rangle].
\]

(12)

Here \( \langle \cdot \rangle \) refers to the time average over one cycle \( (T = \frac{2\pi}{\Omega}) \), and \( \langle I(t) \rangle = P_0/N_0 \) is the time average laser intensity. Equation (12) expresses \( \langle I(t) \rangle \) as the sum of a low level background with a replica, of amplitude \((p - q)^2\), of the ideal mode-locked pulse \( I_p(t) \). For example, if there is no coding, then \( p = 0 \) and \( \langle I(t) \rangle = I_p(t) \). In the case of random coding \( p = q = 0.5 \) and \( \langle I(t) \rangle = (P_0/N_0) \). Here the ideal mode-locked pulse \( I_p(t) \) disappears, and the ensemble average is equal to the time-average intensity. For other values of \( p \) and \( q \), the ensemble average output intensity will have a peak value between that of the uncoded pulse \((P_0)\) and that of a randomly encoded pulse \((P_0/N_0)\). The maximum of the ensemble average occurs at time \( t = 0 \), and can be written as

\[
\langle I(0) \rangle = \frac{P_0}{N_0} (1 - (p - q)^2) + P_0 (p - q)^2.
\]

(13)

Fig. 5 illustrates six examples that show the effect of different degrees of coding on an ideal band-limited pulse. For these examples, (4) was used to generate the real signal for \( P_0 = 1 \) and \( \Omega = 1 \) and for various values of \( p \) and \( N_0 \). Fig. 5 confirms that for large \( N_0 \), \( G^2(0) I(0)/P_0 = (p - q)^2 \), in agreement with (13). These examples illustrate how the ideal mode-locked pulse feature disappears as \( p \) and \( q \) approach 0.5, leaving behind a weak background intensity. This finding is in close correspondence with results previously obtained for imperfectly mode-locked lasers with nonidentical mode phases [19–21].

The time-dependent second-order moment for the intensity signal \( I(t) \) can be shown to be

\[
\langle I^2(t) \rangle = \left( \frac{P_0^2}{N_0^2} \right) (2N_0(N_0 - 1)) (1 - (p - q)^2)
\]

\[
+ (p - q)^2 I_p^2(t) + \frac{P_0}{N_0} (1 - (p - q)^2)
\]

\[
\cdot \sum_{n=-l}^{l} \sum_{m=-l}^{l} \sum_{k=-l}^{l} \exp \left\{ i(n - m + k - l)\Omega t \right\}
\]

\[
\cdot \exp \left\{ i(n - m + k - l)\Omega t \right\}
\]

\[
= \frac{2P_0^2}{N_0^2} \left( 1 - \frac{1}{2N_0} \right)
\]

\[
= \frac{2P_0^2}{N_0^2}, \quad \text{for } N_0 >> 1.
\]

(14)

\( I_p^2(2t) \) represents \( I_p(t) \) compressed in time by a factor of 2, but with half the period, so that the peak intensity and the time-average intensity are the same for both. The fourth term in (14), which contains \( N_0(N_0 - 1)(N_0 - 2)(N_0 - 3) \) terms, corresponds to mixing among those modes that are different from each other and disappears under random coding, \((p = q = 0.5)\) and no coding, \((p = 0 \text{ or } p = 1)\). If \( p = 0 \) (no coding), then \( \langle I^2(t) \rangle = I^2(t) = I_p^2(t) \) and for time \( t = 0 \) we have \( I_p^2(0) = P_0^2 \).

But if \( p = q = 0.5 \), the second order moment consists of a time-independent term, approximately equal to \( 2P_0^2/N_0 \) for \( N_0 \gg 1 \), and a time-varying term \((P_0/N_0)\) \( I_p^2(2t) \).

In many applications, such as second harmonic generation measurements of ultrashort pulse durations, we are interested in the time average of the second order moment. For \( p = q = 0.5 \) and \( \langle I_p(2t) \rangle = P_0/N_0 \), the time average of the second-order moment is equal to

\[
\langle \langle I^2(t) \rangle \rangle = \frac{2P_0^2}{N_0^2} \left( 1 - \frac{1}{2N_0} \right)
\]

\[
= \frac{2P_0^2}{N_0^2}, \quad \text{for } N_0 >> 1.
\]

(15)

The root-mean-square for the randomly encoded signal \( I(t) \) is

\[
\left( \langle \langle I^2(t) \rangle \rangle - \langle I(t) \rangle^2 \right)^{1/2} = \frac{P_0}{N_0} = \langle I(t) \rangle.
\]

(16)

The size of fluctuations is equal to the average intensity of the whole laser emission, and its value reduces as the code length increases.
III. The First and Second Degree of Coherence for the Encoded Light Pulse

In this section we calculate the first and second degree of coherence (also known as the field and intensity autocorrelation functions) of the encoded signal.

The ensemble autocorrelation for the encoded electric field $E(t) = V(t) \exp(-i \omega_c t)$, where $\omega_c$ is the carrier frequency, can be expressed as

$$\langle E(t) E^*(t + \tau) \rangle = \exp(i \omega_c \tau) \left[ \frac{\sqrt{P_0}}{N_0} V_p(\tau) + (p - q)^2 \cdot \left[ V_p(t) V_p(t + \tau) - \frac{\sqrt{P_0}}{N_0} V_p(\tau) \right] \right].$$

(17)

Note that if $\tau = 0$, (17) reduces to (12). The ensemble autocorrelation for the encoded electric field is in general time-dependent, except in the case of random encoding ($p = q = 0.5$). In this case, the time average is equal to the ensemble average. For a randomly encoded pulse, the degree of first-order coherence $g^{(1)}(\tau)$ is given by

$$g^{(1)}(\tau) = \frac{\langle E(t) E^*(t + \tau) \rangle}{\langle E(t) E^*(t) \rangle}$$

$$= \exp(i \omega_c \tau) \frac{V_p(\tau)}{\sqrt{P_0}}.$$

(18)

We observe that if $\tau = 0$, $|g^{(1)}(0)| = 1$; and if $|\tau| \gg T/N_0 = \tau_c$, where $\tau_c$ is the coherence time of the encoded pulse, then for $N_0 \gg 1$, $|g^{(1)}(\tau)| = 0$ until the next period $T$. The shape of the first-order coherence function of an encoded pulse is governed by the ideal mode-locked pulse shape.

The duration of ultrashort light pulses is typically determined by performing intensity autocorrelation measurements [22]; for this reason we examine the intensity autocorrelation function of the encoded signal. The ensemble average intensity autocorrelation can be written as follows:

$$\langle I(t) I(t + \tau) \rangle$$

$$= \frac{P_0^2}{N_0^2} \left( N_0(N_0 - 2)(1 - (p - q)^2) \right)$$

$$+ (p - q)^2 I_p(t) I_p(t + \tau) + \frac{P_0}{N_0} (1 - (p - q)^2)$$

$$\cdot [I_p(\tau) + I_p(2t + \tau)] + \frac{P_0^2}{N_0^2} (p - q)^2$$

$$\cdot \left[ (p - q)^2 - 1 \right] \sum_{n,m} \sum_{k,l} \sum_{n+m+k+l} \exp \left\{ i[(n - m)\Omega t + (k - l)\Omega(t + \tau)] \right\}. $$

(19)

If $\tau = 0$, (19) reduces to (14) as expected. If $p = 0$, then (19) reduces to

$$\langle I(t) I(t + \tau) \rangle = I_p(t) I_p(t + \tau)$$

which corresponds to the intensity autocorrelation of the ideal mode-locked pulse. For a randomly encoded signal ($p = 0.5$), (19) reduces to

$$\langle I(t) I(t + \tau) \rangle = \frac{P_0}{N_0^2} (N_0 - 2)$$

$$+ \frac{P_0}{N_0} [I_p(\tau) + I_p(2t + \tau)].$$

(21)

With $\langle I_p(2t + \tau) \rangle_i = P_0/N_0$, the time average of the ensemble autocorrelation function is expressed as

$$\langle \langle I(t) I(t + \tau) \rangle \rangle_i = \frac{P_0}{N_0} \left( 1 - \frac{1}{N_0} \right) + \frac{P_0}{N_0} I_p(\tau).$$

(22)

If $\tau = 0$, then (22) is equal to $\left( 2P_0^2/N_0^2 \right) (1 - (1/N_0)) = \left( 2P_0^2/N_0^2 \right)$ for $N_0 >> 1$. If $|\tau| \gg \tau_c$, then $I_p(\tau) = 0$ and (22) reduces to $\left( 2P_0^2/N_0^2 \right) (1 - (1/N_0)) = \left( P_0^2/N_0^2 \right)$ for $N_0 >> 1$. Therefore, the peak to background contrast ratio $R$ is given by

$$R = \frac{\langle \langle I(\tau) \rangle \rangle}{\langle \langle I(t) I(t + \tau) \rangle \rangle} = 2,$n \for \tau_c < |\tau| < T.$n

(23)

Furthermore, the degree of the second-order coherence can be expressed as

$$g^{(2)}(\tau) = \frac{\langle \langle I(t) I(t + \tau) \rangle \rangle_i}{\langle \langle I(\tau) \rangle \rangle_i}$$

$$= \frac{1}{2} + \frac{I_p(\tau)}{2P_0} = \frac{1}{2} + \frac{|g^{(1)}(\tau)|^2}{2}.$$

(24)

Equation (24) is true for $N_0 >> 1$.

The effect of coding on the intensity autocorrelation is illustrated in Fig. 6, which shows examples of $g^{(2)}(\tau)$ obtained for various code lengths and degrees of coding. The six examples correspond to the six intensity traces shown in Fig. 5 and include the effect of the envelope function $G(t)$ from (4).

If $p = 0$, the intensity autocorrelation function is equal to that of an ideal mode-locked laser pulse with no background [see Fig. 6(a)]. Fig. 6(b) illustrates the intensity autocorrelation for a mode-locked pulse with an encoding parameter of $p = 0.9$. In this case, the intensity autocorrelation has some noisy background due to the coding that was introduced. Note that a strong central spike still exists. For $p = q = 0.5$, the intensity autocorrelation function consists of a “coherence spike” superimposed on a pedestal, with an overall length which is proportional to the duration of the encoded pulse envelope function [see...
Fig. 6. Intensity autocorrelation traces for the encoded signals shown in Fig. 5. (a) \( N_0 = 41, p = 0.9 \). (b) \( N_0 = 41, p = 0.9 \). (c) \( N_0 = 41, p = 0.75 \). (d) \( N_0 = 127, p = 0.25 \). (e) \( N_0 = 127, p = 0.4 \). (f) \( N_0 = 127, p = 0.5 \).

Fig. 6(f). The coherence spike arises because the encoded signal contains a series of sharp noise spikes with a minimum time duration proportional to the inverse of the source bandwidth. As predicted by (23), the contrast ratio between the height of the coherence spike and the height of the pedestal is 2:1. We measured similar intensity autocorrelation in our spectral phase coding experiment, although in the experiment the contrast ratio was somewhat less than 2:1. Experimental contrast ratios below 2:1 may be an indication that the deterministic codes employed are not perfect examples of random coding. A detailed analysis of pseudonoise bursts generated using a particular set of deterministic codes would have to take into account any structure built into the codes selected and is beyond the scope of this paper.

The intensity autocorrelation shown in Fig. 6(f) is quite similar to intensity autocorrelations corresponding to noise bursts generated from poorly mode-locked lasers [21–25]. The presence of a coherence spike on a larger duration pedestal, the 2:1 contrast ratio, as well as the relation between the second and first order coherence functions of (24), are expected for any Gaussian noise burst. Thus, random binary spectral phase coding of ultrashort pulses produces pseudonoise signals statistically similar to other forms of random light. However, spectral phase coding of ultrashort pulses generates a deterministic ran-

dom-like signal which can be reconstructed into a coherent ultrashort pulse, as shown by our experiment; therefore, we elect to call such deterministically generated pseudonoise bursts pseudorandom light [26].

IV. PROBABILITY DENSITY FUNCTION FOR THE ENCODED LIGHT PULSE

Our discussion of pseudorandom light is not complete without a study of the probability distribution function. We further generalize the expression given in (6) by including two statistically independent random variables, namely \( t' \) and \( \eta \), with probability density functions \( P_{r'}(t') \) and \( P_{\eta}(\eta) \), respectively, associated with ambiguities in the transmission time and the initial phase of the encoded light. \( P_{r'}(t') \) is defined on the interval \((-T'/2, T'/2)\), where \( T' \leq T \), and \( P_{\eta}(\eta) \) is defined on the interval \((-\Pi, \Pi)\), where \( \Pi \leq \pi \). This extension is particularly relevant to our analysis of asynchronous CDMA systems based on encoding and decoding of ultrashort pulses. Including these random variables, \( t' \) and \( \eta \), (6) can be rewritten

\[
V(t-t') = \alpha_x(t-t') - i\alpha_y(t-t').
\]  

Here \( \alpha_x(t-t') \) and \( \alpha_y(t-t') \) are the real and imaginary parts of the complex amplitude \( V(t-t') \) and are defined accordingly as

\[
\alpha_x(t-t') = \frac{\sqrt{P_0}}{N_0} \sum_{n=-N}^{N} \cos(n\Omega(t-t') + \varphi_n + \eta)
\]  

and

\[
\alpha_y(t-t') = \frac{\sqrt{P_0}}{N_0} \sum_{n=-N}^{N} \sin(n\Omega(t-t') + \varphi_n + \eta).
\]

The intensity \( I(t-t') \) is expressed as \( I(t-t') = \alpha_x^2(t-t') + \alpha_y^2(t-t') \). To calculate the probability distribution function for \( I \), it is sufficient to find the joint distribution function \( P_{\alpha_x, \alpha_y}(\alpha_x, \alpha_y) \). We first consider the simplest case, i.e., \( P_{r'}(t') = \delta(t') \) and \( P_{\eta}(\eta) = \delta(\eta) \). Using the method described in [21] or by invoking the central limit theorem, it can be shown that the joint distribution function is, in its most general form, a time varying function and is expressed approximately as

\[
P_{\alpha_x, \alpha_y}(\alpha_x, \alpha_y, t) = \frac{1}{2\pi\Phi^2\Psi^2} \exp\left\{ -\frac{(\alpha_x - T')^2}{2\Phi^2} - \frac{\alpha_y^2}{2\Psi^2}\right\}
\]  

where \( T', \Phi^2 \) and \( \Psi^2 \) are defined as

\[
T' = (p-q)V_r(t)
\]

\[
\Phi^2 = 1 - (p-q)^2 \frac{P_0}{2N_0} \left( 1 + \frac{V_r(2t)}{\sqrt{P_0}} \right)
\]

\[
\Psi^2 = 1 - (p-q)^2 \frac{P_0}{2N_0} \left( 1 - \frac{V_r(2t)}{\sqrt{P_0}} \right).
\]
$V_p(t)$ represents $V_p(2t)$ compressed in time by a factor of 2 but with half the period, so that the peak and the time average are the same for both. From (28) we see that the real and imaginary parts of the encoded mode-locked pulse are joint Gaussian random processes.

In the joint probability distribution function, we have kept the code parameters $p$ and $q$ as general as possible. We can illustrate the behavior of the above joint distribution function by evaluating (28) for certain special cases. For example, in the first case of interest, we choose $p = 0$ or $p = 1$ (no coding). In this case then $\Phi^2 = \Psi^2 = 0$ and $T^* = V_p(t)$. Using the fact that

$$\lim_{\sigma \to 0} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{1}{2}(x-m)^2} = \delta(x-m)$$

(29)

where $\delta$ denotes the Dirac’s delta function, the probability distribution function reduces to

$$P_{\alpha_x, \alpha_y}(\alpha_x, \alpha_y, t) = \delta(\alpha_x - V_p(t)) \delta(\alpha_y).$$

(30)

Thus $\alpha_x(t) = V_p(t)$ and $\alpha_y(t) = 0$.

The second case we evaluate is for $p = q = 0.5$ (random encoding). Then $T^* = 0$ and $\Phi^2 = (P_0/2N_0)(1 + (V_p(2t)/\sqrt{P_0}))$ and $\Psi^2 = (P_0/2N_0)(1 - (V_p(2t)/\sqrt{P_0}))$. It is apparent that the probability distribution function is a time varying function; and in general, pseudonoise bursts generated by spectral phase coding using 0 or $\pi$ are not stationary processes. We observe that the time dependency of the probability distribution function is due to the variances $\Phi^2$ and $\Psi^2$. We note that the time varying variances for an encoded mode-locked pulse have a mode-locked like pulse shape. Therefore, the major changes as a function of time take place in the vicinity of $|t| \leq \tau_c = (2\pi/N_0)0$, for which $\Phi^2$ takes its maximum value and $\Psi^2$ takes its minimum value. For example, at time $t = 0$, $\Phi^2 = (P_0/2N_0)$, $\Psi^2 = 0$, and (28) reduces to a simple Gaussian distribution function

$$P_{\alpha_x, \alpha_y}(\alpha_x, \alpha_y, t) = \frac{N_0}{\sqrt{2\pi P_0}} \exp \left\{ -\frac{N_0 \alpha_x^2}{2P_0} \right\} \cdot \delta(\alpha_x).$$

(31)

But for $t \geq \tau_c$, $V_p(2t) = 0$ and $\Phi^2 = \Psi^2 = (P_0/2N_0)$. Equation (28) then reduces to

$$P_{\alpha_x, \alpha_y}(\alpha_x, \alpha_y, t \geq \tau_c) = \frac{N_0}{\pi P_0} \exp \left\{ -\frac{N_0 \alpha_x^2}{P_0} - \frac{N_0 \alpha_y^2}{P_0} \right\}.$$

(32)

The above probability function remains independent of time until the next period (at $t = T/2$). The encoded mode-locked pulse with no ambiguity in its transmission time and initial phase is a stationary process for most of its duration, except for the brief period $0 \leq |t| \leq \tau_c$.

We now consider the general case where $t'$ and $\eta$ are taken as random variables. For $N_0 \gg 1$, the effect of $t'$ and $\eta$, in the context of a multiuser interference (CDMA) signal, will not negate the Gaussian approximation. In fact, the Gaussian approximation becomes even more justified [17]. A probability density function can be approximately modeled for this case also and is expressed as follows:

$$P_{\alpha_x, \alpha_y}(\alpha_x, \alpha_y, t) = \frac{1}{2\pi \Phi \Psi} \exp \left\{ -\frac{(\alpha_x - T)^2}{2\Phi^2} - \frac{\alpha_y^2}{2\Psi^2} \right\}$$

(33)

where $T$, $\Phi^2$, and $\Psi^2$ are defined as

$$T = (p - q)\langle V_p(t - t') \rangle, \langle \cos \eta \rangle$$

$$\Phi^2 = (1 - (p - q)^2) \frac{P_0}{2N_0}$$

$$\Psi^2 = (1 - (p - q)^2) \frac{P_0}{2N_0}$$

$$(\cdot \rangle \rangle, \langle \cdot \cdot \rangle, \langle \cdot \rangle, \langle \cdot \rangle, \langle \cdot \rangle, \langle \cdot \rangle)$$

are ensemble averages with respect to $\eta$ and $t'$, respectively. For $P_\eta(\eta) = \delta(\eta)$ and $P_{t'}(t') = \delta(t')$, then (33) reduces to (28). As the last example we consider $p = q = 0.5$, with $t'$ a random variable uniformly distributed on $(-T/2, T/2)$, and $\eta$ a random variable uniformly distributed on $(-\pi, \pi)$. This corresponds to a randomly encoded pulse with complete ambiguity in its transmission time and initial phase. We find that $T = 0$ and

$$\Phi^2 = \Psi^2 = \frac{P_0}{2N_0}.$$

(34)

Thus the variances are time-independent and (33) reduces to

$$P_{\alpha_x, \alpha_y}(\alpha_x, \alpha_y, t) = \frac{N_0}{\pi P_0} \exp \left\{ -\frac{\alpha_x^2}{P_0} - \frac{\alpha_y^2}{P_0} \right\}$$

(35)

Equation (35) is true for all time $t$. Note that, for $p = q = 0.5, \eta = 0$, and $t'$ uniformly distributed on the interval $(-T/2, T/2)$ or $p = q = 0.5, t' = 0$, and $\eta$ uniformly distributed on the interval $(-\pi, \pi)$, one achieves a probability density function similar to (35). Therefore, the randomly encoded mode-locked pulse with an unknown time of transmission or initial phase based on our statistical model is a stationary process and can be assumed to be an ergodic process, for which time and ensemble averages for first, second, and higher moments are interchangeable. The probability distribution function defined
in (35) indicates that the real and imaginary parts of the encoded signal are joint Gaussian random variables and are statistically independent. Hence, in this case the intensity signal $I$ has the chi-square probability distribution function and can be shown to be

$$P_I(I) = \begin{cases} \frac{N_0}{P_0} \exp \left( -\frac{N_0}{P_0} I \right), & \text{for } I \geq 0 \\ 0, & \text{for } I < 0. \end{cases} \quad (36)$$

This intensity probability distribution function is typical for all polarized random light [27]–[32]. Hence, we claim that the encoded mode-locked pulse appears to be random light to a receiver with no knowledge of the code, time of transmission, and its initial phase.

V. PERFORMANCE ANALYSIS

In our system performance evaluation we assume that all users have identical bit rate and signal format and the effects of quantum and thermal noise are neglected. In essence, system performance degrades due to the undesired users’ signals that are present in our multiple access channel. Furthermore, we consider the simplest network protocols; it is assumed transmitters and receivers are paired, and communication between each $m$th (where $1 \leq m \leq M$) transmitter and receiver pair is continuous, where $M$ is the number of users. Fig. 7 depicts a typical coherent ultrashort light pulse CDMA transmitter (encoder) and receiver (decoder) pair. From Fig. 7, our transmitter consists of a band-limited signal source, a data source, and a spectral-phase encoder. The output of the band-limited source, a train of ultrashort pulses of duration $\tau_c$ and period $T_b$, is multiplied (modulated) by a data source that takes on two values, namely “0” or “1,” for on-off keying. If the data are “0,” then no energy is transmitted and the output of the spectral-phase encoder is zero. On the other hand, if the data are “1,” then the ultrashort pulse is sent to the spectral-phase encoder. The spectral-phase encoder adds a deterministic phase shift to each spectral component of the electric field of the ultrashort light pulse. This set of spectral phase shifts represent an encoding of the light pulse, hence the term spectral-phase encoder. In the coherent ultrashort light pulse CDMA, the shifted versions of a maximal-length shift register sequence (better known as $m$-sequences [18]) can be used as the signature sequences, where the number of active users on the channel is less than or equal to the length of the $m$-sequence in use. If the number of users is greater than the code length then the original $m$-sequences that are in widespread use in multiple-user communication systems can be employed [33]. The result of spectral phase coding is to spread the incident ultrashort pulse into a longer duration lower intensity pseudonoise burst [8], [9]. For an ideal source, the electric field representation for the $m$th transmitted signal is expressed as

$$E_m(t) = \sum_{j=-\infty}^{\infty} d_j^{(m)} V_m(t - jT_b) \quad (37)$$

where $d_j^{(m)}$ is the $m$th data sequence that takes on “0” or “1” for every $j$. $V_m(t - jT_b)$, the encoded unit pulse with a duration equal to $T_s$ for every $j$, is defined as the $m$th address signal and can be approximately expressed as

$$V_m(t) = \frac{\sqrt{P_0}}{N_0} \sum_{n=-N}^{N} \exp \left( -i(n\Omega t + \varphi_n^{(m)}) \right),$$

for $-T/2 \leq t \leq T/2$. \quad (38)

Here $P_0$ is the peak power of the incident ultrashort pulse, $\varphi_n^{(m)}$ is the $n$th spectral code element of the $m$th user’s address code, and $N_0 = 2N + 1$ is the total number of code elements. For our analysis we assume that each code element randomly takes on either of two values (0 or $\pi$) with equal probability, i.e., we model the codes as binary random sequences. This random coding scheme allows us to satisfactorily model the statistics of the encoded (or unsuccessfully decoded) pulses in our proposed CDMA system without restricting ourselves to any particular deterministic code structure, such as $m$-sequences or Gold sequences. In particular, for purely random sequences, the unsuccessfully decoded pulses were effectively modeled as Gaussian random processes. The assumption of random coding and the resulting Gaussian statistics are expected to be valid for CDMA systems incorporating large number of users with long $m$-sequences or Gold sequences [17]. The encoded pulse is spread over a characteristic time $T = 2\pi/\Omega$, where $\Omega$ is the frequency separation between adjacent spectral code elements. Since the duration of the incident ultrashort pulse is $\tau_c = 2\pi/N_0\Omega$, where $N_0\Omega$ is the total bandwidth, we conclude that $T = N_0\tau_c$, i.e., spectral phase coding spreads the original pulse by a factor $N_0$. In general, the period of the data source ($T_b$) may be even longer than the encoded pulse duration ($T$), and we introduce a parameter $K = T_b/T$ which represents this difference (see Fig. 8).

Fig. 7 shows a typical receiver for the coherent ultrashort pulse CDMA communications system. The $m$th receiver is assumed to be a correlation receiver (matched filter) which is matched to the $m$th signal; in particular, the $m$th optical decoder is similar to the $m$th optical encoder, except that the decoder’s spectral-phase code is the complex conjugate of the encoder’s spectral-phase code.

The result of the $m$th encoded signal $E_m(t)$ passing through the $k$th decoder is designated $E_{mk}(t)$. In an ultrashort pulse CDMA network, in which users send their information asynchronously, the electric field representation of the output of decoder $k$ can be expressed as

$$r(t) = E_{mk}(t) + \sum_{n \neq k} E_{nk}(t - t_{nk}). \quad (39)$$

$E_{mk}(t)$, representing the desired, successfully decoded signal, is a replica of the original ultrashort pulse with duration $\tau_c$ and peak power $P_0$. The second term of (39) represents the total multiaccess interference signal at the output of decoder $k$. The unsuccessfully decoded signals
Fig. 7. A typical system representation of an ultrashort pulse CDMA system.

Fig. 8. A schematic timing diagram for coherent ultrashort pulse CDMA: (a) Train of coherent ultrashort pulses. (b) Train of encoded ultrashort pulses.

\[ E_{mk}(t), \text{ for } m \neq k, \text{ remain low intensity pseudonoise bursts with average power } P_0/N_0 \text{ and duration } T. \]

With our assumption of random coding, the statistics of the unsuccessfully decoded \( E_{mk}(t) \) signals are identical to the statistics of the encoded \( E_m(t) \) signal. \( t_{mk} \) denotes the (random) time delay between the arrival of the \( m \)th and the \( k \)th encoded signals at the decoder \( k \). We assume that \( t_{mk} = 0 \), i.e., perfect synchronization is maintained between the desired transmitter and receiver pair.

If we define the intensity signal \( I(t) = r(t) r^*(t) \), then for on–off keying, the decision can be made by comparing \( I(t) \) against a threshold level \( I_{th} \). For our data signal format the desired sampling instants are at \( t = 0, T, 2T, \ldots jT \). At these times \( (|t - jT| \leq \tau_c/2) \) the signal \( E_{kk}(t) \) is equal to \( \sqrt{P_0} \) if \( d_{j}^{(k)} = "1" \) and zero if \( d_{j}^{(k)} = "0" \); at other times \( (|t - jT| > \tau_c/2) \), \( E_{kk}(t) \) is zero independent of \( d_{j}^{(k)} \). The conditional probability densities of the intensity at any of the desired sampling times \( (t = jT) \) are given as follows (see the Appendix):

\[
P_I(I/d_{j}^{(1)} = 0, I) = \frac{N_0}{IP_0} e^{-\nu_0(IP_0/IP_0)}
\]

(40)

and

\[
P_I(I/d_{j}^{(1)} = 1, I) = \frac{N_0}{IP_0} e^{-\nu_0(t IP_0/IP_0)} LN_0 \left( \frac{2N_0\sqrt{IP_0}}{IP_0} \right)
\]

(41)

where \( \nu_0(x) \) is the modified Bessel function of the first kind and zeroth order and where \( I \geq 1 \). For times not coincident with desired sampling times \( (|t - jT| > \tau_c/2) \), the conditional probability density function is given by (40), independent of \( d_{j}^{(k)} \). From (40) and (41) the conditional probability densities are conditioned on the fact that \( I \) other users are sending the data "1" at the sampling instant.

In order to calculate the BER we further assume that the receiver detects a "1" if the decoded intensity exceeds the threshold at any time within an interval of duration \( \beta \tau_c \) and a "0" otherwise. The threshold could be implemented by using a nonlinear optical device based on an "instantaneous" nonlinearity such as the optical Kerr effect [34], [35]. Electrons in the receiver examine the output of the optical nonlinear device over a duration \( \beta \tau_c \), limited by the speed of the electronics. \( \beta = 1 \) corresponds to the "ideal" threshold, active only at the instant when the desired data are expected. If we further assume that on–off keying occurs with equal frequency (each with probability \( \frac{1}{2} \)), then the average probability of error is \( \frac{1}{2}(P_{FA} + P_{MD}) \), where \( P_{FA} \) is the probability that the interference alone crosses the threshold in any of \( \beta \) sampling instants (false alarm), and \( P_{MD} \) is the probability that the combination of a transmitted "1" and interference do
not cross the threshold (missed detection). The error rate, obtained from (40) and (41), is as follows (see the Appendix):

\[
\text{BER} = \left(\frac{1}{2}\right) \sum_{l=0}^{M-1} \left(l \binom{M-1}{l} \left(1 - \frac{1}{2K}\right)^l \left(1 - \frac{1}{2K}\right)^{M-1-l} \left(1 - \gamma\right)^{-1}(l) \rho(l)\right)
\]

where

\[
\gamma(l) = 1 - e^{-\left(\frac{1}{2}\frac{L_0 N_0}{IP_0}\right)}
\]

and

\[
\rho(l) = 1 - Q\left(\sqrt{\frac{2N_0}{l}}, \sqrt{\frac{2N_0 L_0}{IP_0}}\right).
\]

Here \(\gamma(l)\) and \(\rho(l)\) can be identified with \(1 - P_{fa}\) and \(P_{md}\), respectively, and \(Q(a, b)\) is Marcum’s Q function [36], defined as

\[
Q(a, b) = \int_b^\infty x \exp\left(-\frac{a^2 + x^2}{2}\right) I_0(ax) \, dx.
\]

Fig. 9 shows the BER versus threshold for a CDMA system employing a code length \(N_0 = 128\) and \(K = 100\), for different numbers of users \((M)\) and \(\beta\). For \(\beta = 1\) (ideal detection scheme), the minimum errors achievable for \(M = 20\) and \(M = 100\) are \(10^{-3}\) and \(\approx 2.8 \times 10^{-7}\), respectively. The minimum error rate is achieved for \(L_0/P_0 = \frac{1}{2}\), with the optimum threshold depending only slightly on \(M\). For \(\beta = 128\) (not ideal but “practical” detection scheme) the degradation in system performance for \(M = 20\) and \(M = 100\), compared to the case with \(\beta = 1\), is about one order of magnitude. The optimum threshold for this case is slightly greater than the previous case.

Fig. 10 shows the minimum BER versus the number of users \((M)\) for different values of \(K\) and \(N_0\), such that the product of \(KN_0\) is fixed at 12800. The minimum BER degrades as the number of users increases. For example, for \(\beta = 1\), \(K = 25\), and \(N_0 = 512\) our system can support up to one hundred users at error rate \(10^{-10}\) and 500 users at error rate \(10^{-3}\) provided that the bit rate of each individual user will not exceed \(1/\tau KN_0\), where \(\tau\) is the duration of an uncoded pulse generated by the ultrashort light pulse generator. For \(\tau = 0.8\) fs (0.8 ps), the individual bit rate would be 1 Gbits/s (100 Mbits/s), and the total system transmission capacity would be several hundreds (tens) of gigabits per second.

From Fig. 10 we see that, for a fixed number of users operating at fixed individual bit rates, the system performance improves drastically with increasing the code length \((N_0)\). For example, for \(M = 200\) and \(\beta = 1\), the minimum error rates achieved for \(K = 400\), \(N_0 = 32\) and \(K = 25\), \(N_0 = 512\) are \(\approx 2.0 \times 10^{-4}\) and \(\approx 1.8 \times 10^{-8}\), respectively. The latter BER is four orders of magnitude better than the former. Intuitively, one can argue that by increasing code length, the intensity of the original pulse is spread over longer time and the instantaneous intensity is more effectively reduced, thereby decreasing the probability of false alarm while improving the probability of detection. This example highlights the importance and the dependency of our CDMA system on the code length. From the optics point of view the challenge would be to design a system with a code length as large as possible.

VI. CONCLUSION

In this paper we studied the temporal and statistical behavior of phase encoded ultrashort light pulses, and examined their performance in the context of a newly proposed optical code-division multiple access communications systems. Under random encoding and unknown time of transmission and initial phase, the encoded pulses were modeled to obey Gaussian statistics and that the intensity probability distribution function is a negative exponential. We calculated the performance of the newly proposed coherent ultrashort light pulse code-division multiple access communications systems as a function of data rate, code length, number of users, and receiver threshold. Furthermore, by increasing the code length (i.e., \(N_0\)) the system performance improves drastically; hence more users can be supported. Our calculations give an enticing indication of the potential for ultrashort pulse CDMA to provide hundreds of users with asynchronously multiplexed communications at rates up to the gigabit-per-second range.

APPENDIX

In this Appendix we will describe the mathematical development of the BER expression derived in Section V. It is convenient to represent the total received signal \(r(t)\) as described in (39), during the time interval \((-T/2, +T/2)\). The probability density function \(P(I, t)\) of the total received signal \(I(t) = r(t) r^*(t)\) may be determined from the conditional probability density function \(P(I, t/d_0^{(k)}, l)\) of the total received signal, subject to the hypothesis that \(l\) users, other than the desired \((k)\) user, have transmitted binary data "1" during the given interval, by use of the relation

\[
P(I, t) = \left\langle P(I, t/d_0^{(k)}, l)\right\rangle d_0^{(k)}.
\]
Here \( l \) is a random variable with a binomial distribution

\[
P(l) = \binom{M-1}{l} (\xi(1-\xi))^{M-1-l}
\]

where \( \xi = 1/2K \), and \( K = T_0/T \) was defined in Section V.

To calculate the conditional probability distribution function \( P(I, t/d_0^{(k)}, l) \), it is sufficient to find the conditional joint distribution function \( P_{r_1,t_1}(r_s, r_t, t/d_0^{(k)}, l) \), where \( r_s \) and \( r_t \) are the real and imaginary parts of the received signal \( r(t) \), defined as in (39). The real and imaginary parts of the received signal are modeled as jointly Gaussian and from (35) the conditional joint distribution function can be expressed as

\[
P_{r_1,t_1}(r_s, r_t, t/d_0^{(k)}, l) = \frac{1}{2\pi\sigma^2} \exp\left\{ -\frac{1}{2} \left( \frac{(r_s - d_0^{(k)}v_p(t))^2 + r_t^2}{\sigma^2} \right) \right\}
\]

Here \( \sigma^2 = P_0/2N_0 \). Note that for \( l = 0 \), which occurs with probability \( (1-\xi)^{M-1} \), then the joint distribution function reduces to

\[
P_{r_1,t_1}(r_s, r_t, t/d_0^{(k)}, l = 0) = \delta(r_s - d_0^{(k)}v_p(t)) \delta(r_t)
\]

and the conditional probability density function \( P(I, t/d_0^{(k)}, l) \) can be expressed as

\[
P(I, t/d_0^{(k)}, l = 0) = \delta(I - d_0^{(k)}I_p(t))
\]

From the above equation if \( d_0^{(k)} = 0 \) then \( l = 0 \) (with probability one), and if \( d_0^{(k)} = 1 \) then \( l = I_p(t) \) (with probability one), for \(-T/2 \leq t \leq T/2\).

From (A3) the conditional probability density function for \( l \geq 1 \) is expressed as

\[
P(I, t/d_0^{(k)}, l) = \frac{N_0}{IP_0} e^{-[N_0(l + d_0^{(k)}I_p(t))/IP_0]} \cdot I_0\left(\frac{2N_0\sqrt{1/d_0^{(k)}}I_p(t)}{IP_0}\right)
\]

where \( I_0(x) \) is the modified Bessel function of the first kind and zeroth order. Note that the conditional probability density function is derived as a function of time and the data \( d_0^{(k)} \). For example, for \( d_0^{(k)} = 0 \), which we assume it occurs with probability 1/2 for memoryless sources, then the above density function reduces to (40). On the other hand at \( t = 0 \) and \( d_0^{(k)} = 1 \), then the above density function reduces to (41). For \( d_0^{(k)} = 1 \) and \( |t| \geq r_0/2 \), then \( I_p(t) = 0 \), then the distribution function reduces to (40), since \( I_0(x) = 1 \) for \( x \ll 1 \) in (A6).

From (A2) and (A6) the probability density function \( P(I, t/d_0^{(k)}) \) can be expressed as

\[
P(I, t/d_0^{(k)}) = (1-\xi)^{M-1} \delta(I - d_0^{(k)}I_p(t)) + \sum_{l=1}^{M-1} P(l) P(I, t/d_0^{(k)}, l). \quad (A7)
\]

From (A1) and (A7) the unconditional probability density function is expressed as

\[
P(I) = \frac{1}{2} [P(I, t/d_0^{(k)} = 0) + P(I, t/d_0^{(k)} = 1)]
\]

To determine the BER, we first determine the bit-error-rate conditioned on \( I \{ i.e., BER(I) \} \), and use the relation \( BER = \langle BER(I) \rangle \), to calculate the average system per-
formance. For our data signal format the desired sampling instant is at \( t = 0 \). At this time the signal \( I_p(t = 0) = P_0 \). Furthermore we assume ideal detection scheme; \( \beta = 1 \) in (42); then

\[
\text{BER}(l) = P_r(1 \leq l > d_0^{(k)} = 0, l) P_r(1 \leq d_0^{(k)} = 0) + P_r(1 \leq l > d_0^{(k)} = 1, l) P_r(1 \leq d_0^{(k)} = 1) = \frac{1}{2} [P_{FA}(l) + P_{MD}(l)].
\]  

(A9)

Here \( P_{FA}(l) \) and \( P_{MD}(l) \) correspond to the probabilities of false alarm and miss detection. Using (40), (41), (A2), and (A9), then one achieves the BER as described in (42) for \( \beta = 1 \).

We now discuss the case where \( \beta \geq 1 \). In order to calculate the BER we postulate that the receiver detects a \( \cdot 1 \cdot \) if the decoded intensity exceeds the threshold at any time within an interval of duration \( \beta r_\gamma \) and a \( \cdot 0 \cdot \) otherwise. Under the hypothesis that \( d_0^{(k)} = 0 \), then

\[
P_{FA}(l) = P_r(l \geq I_{th}/l) + P_r(I < I_{th}/l)
\]

\[
\cdot P_r(l \geq I_{th}/l) + P_r(I < I_{th}, I_1 < I_{th}/l)
\]

\[
\cdot P_r(l \geq I_{th}/l) + \ldots
\]

\[
+ P_r(l < I_{th}, I_2 < I_{th}, \ldots, I_{l-1} < I_{th}/l)
\]

\[
P_r(I \geq I_{th}/l).
\]

(A10)

Here \( I_i \), for \( 1 \leq i \leq \beta \), is the value of the instantaneous intensity at the \( i \)th coherence cell within the interval \( (-\beta r_\gamma/2, \beta r_\gamma/2) \). For \( \gamma(l) = P_r(I < I_{th}/l) \), where \( \gamma(l) \) is defined as in (43), and since the instantaneous intensities within each coherence cell are statistically independent, then the conditional probability of false alarm \( P_{FA}(l) \) can be expressed as

\[
P_{FA}(l) = 1 - \gamma(l).
\]

(A11)

Similarly, using (A6) the probability of detection or probability of missed detection \( P_{MD}(l) = 1 - P_0(l) \), can be expressed as

\[
P_{MD}(l) = \gamma^{-1}(l) \rho(l)
\]

(A12)

where \( \rho(l) \) is defined as in (44). Using (A2), (A11), and (A12), then BER is

\[
\frac{1}{2} [P_{FA}(l) + P_{MD}(l)] = \frac{1}{2} P_{FA} + P_{MD},
\]

and it is expressed as in (42).
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