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Full scale tests can be expensive

//’ Real World Implementation ﬁ'\ Hybrid Test Implementation
Computational Elements
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. 2009
s Typically performed at 1024 Hz

s Constraints on numerical model size

Computational Solid and Structural Mechanics Lab

School of Civil Engineering, Purdue University 3



dg

.

Computational
Model

T

e s Y R A
[T A S | [
1 7 Mo 1
/ N\
_lr__A___\!____'___.
I | 1
I ’ N I 1
/ \
1 s N | 1
cmmdempedecadana
1 » \ 1

——— e = = —

_—

Xd

—{ Compensation

Xc

Physical -
Actuator %4){ Sub- structure

1

Computational Solid and Structural Mechanics Lab

School of Civil Engineering, Purdue University

4



*Ghannoum and Moehle (2012) UC Berkeley

Computational Solid and Structural Mechanics Lab

School of Civil Engineering, Purdue University 5



suuN s

—

J- == & laals (-
@ \ iC ) . {E 3) V. A)
3'—H——5"10 ¢ 510" ¢ 510" b3’
West 61t 54 L: 5-4 o ;] 5'-4 : EEarst
T P E e FE P F A AT PSP A P P AR -
EE4-19 stirrups @ 3 1/2" c/c -5 1] n
EE (typical &l beams) E M M
E= ' = ] u
&= == 1] 1]
&= — — n
& = H n
o — o ] u
SREISSIaERasESiEld E83ZISEREdstasios Sueiscussssesscia: SN
é : R i i
: ; = tj i ]
4 g" | Beam Section g" L 6" n
E — L
Ductile Column Section % i -1— Mon-Conforming Column Section JHA
8 #2 long. bars, #e" dia. wire ties [B5) 8 #3 long. bars, " dia. stimups [T 8 #3 long. bars, X" dia. wire ties [T
(typical all floors) == (typical all beams)  ~g" n {typical all floors) 1] .
T P FIE o TP P T Fl P P T LT - <o
% 8 ties @"I 114" ele % . i N i
4 e 1 _ = H 10ties @ 4" c'c Y H
6" 3 ties equally spaced 8" == $ r $
& n n
E Stes@ 1 114" clc H -'- o+ 2'
rI =t e R T 5 i = o= = ; _.__ _____________ L] ;[l\
UHE {ETD |
—ogr

*Ghannoum and Moehle (2012) UC Berkeley

Computational Solid and Structural Mechanics Lab

School of Civil Engineering, Purdue University

6



P_r'r—l S Evarnnle

| I —— l.——----——ﬂ—F!u-—----——q—‘Ll
i I Fein i
MNonlinear s I

1 I H e ~
— Flexibility |— : ———: Cover concrate

Based ! E— COTE CODCTELE

Elements A

Stress

L-—---l--—-ﬂ——l | SR | L il ‘%7
7k
Cinear |-~
L] 1
L] [ ]
[ ] 1

Stiffness
Based | Lavyer Section 0
Elements =
1
I
|\
1 Tl It
- - a o Illl
= = U IJ
s . ¢ |
: Zero Length : - 2 |
Elements 3 : :: r
\ 1 = e
Zero ! - A
Length 5 ERE e o -
Section = = ==
Elements —' Stran

eSaoumo et al 2013 UC Boulder

Computational Solid and Structural Mechanics Lab

S M School of Civil Engineering, Purdue University 7



Need to meet 1024 Hz requirement

Size of numerical model is unknown — the bigger
numerical model we can handle, the more
Interesting tests we can run

Will eventually run on real time machine
Will run as part of a physical test
= Shake Table

s Actuators
s Accelerometers
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Earthquake input (El Centro, 60s)

= Gains to adjust units

Numerical Substructure
m State Space or FEA Representation

Compensation / Control

Actuator Dynamics

Randomly Generated Noise Values
Noise Filter

Physical Substructure (Pure Stiffness)
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Preprocessing — building of state space matrices —
generally ighored because this can be done
before Real Time section starts

Large Loop — Time stepping

= Not parallelizable (Need previous results)

s Must be solved in less than .976 milliseconds
s Bulk of computation will be in NS

Postprocessing — graphing results, etc. generally
ignored because this can be done after Real Time
Section
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Parallel for loops and loop collapsing— just on NS
solve

Parallel for loops on other solves had high
overhead

Parallel sections — splitting NS from the rest of the
time stepping code and adding a unit delay

= High overhead for this problem

= May use if we have more complicated control
techniques or other calculations to do
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Parallel Code Meets our requirements — increases
the size of the NS that we are able to solve

This code will be used to run a RTHS in the future

Even though our speedups are not great, it works
well for our application

Computational Solid and Structural Mechanics Lab
School of Civil Engineering, Purdue University 21



Implement code in RT framework on a RT kernal

Add ability to interact with sensors and control
devices

Possibly use parallel sections if we have another
large computation part

Run a RTHS with this setup
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