
ECE 438 Lecture Notes Page 1 2/26/2016



2/26/16, 10:58 AMComputer Pioneers - James William Cooley

Page 1 of 2http://history.computer.org/pioneers/cooley.html

« Cook, Stephen A. Coombs, Allen W. M. »

IEEE-CS Home  |  IEEE Computer Society History Committee 

Computer Pioneers by J. A. N. Lee
index

James William Cooley
Born September 18, 1926; with John Tukey, creator of the fast Fourier transform.

Education: BA, arts, Manhattan College, 1949; MA, mathematics,
Columbia University, 1951; PhD, applied mathematics, Columbia
University, 1961.

Professional Experience: programmer, Institute for Advanced Study,
Princeton University, 1953-1956; research assistant, mathematics,
Courant Institute, New York University, 1956-1962; research staff,
IBM Watson Research Center, 1962-1991; professor, electrical
engineering, University of Rhode Island, 1991-present.

Honors and Awards: Contribution Award, Audio and Acoustics
Society, 1976; Meritorious Service Award, ASSP Society, 1980;
Society Award, Acoustics Speech and Signal Processing, 1984; IEEE
Centennial Award, 1984; fellow, IEEE

James W. Cooley started his career in applied mathematics and
computing when he worked and studied under Professor F.J. Murray at Columbia University. He then
became a programmer in the numerical weather prediction group at John von Neumann's computer
project at the Institute for Advanced Study in Princeton, New Jersey. [See the biography of Jule Charney.] In
1956, he started working as a research assistant at the Courant Institute at New York University, New
York. Here he worked on numerical methods and programming of quantum mechanical calculations
(Cooley 1961). This led to his thesis for his PhD degree from Columbia University.

In 1962 he obtained a position as a research staff member at the IBM Watson Research Center in
Yorktown Heights, New York. Here he worked on numerical methods for solving ordinary and partial
differential equations, solutions of hole-electron diffusion equations for semiconductors, and
numerous other research projects. He collaborated with Fred Dodge, a neurophysiologist, in research
in neurophysiology including modeling of electrical activity in nerve membranes and in heart muscle
(Cooley and Dodge 1966).

With John Tukey, he wrote the fast Fourier transform (FFT) paper (Cooley and Tukey 1965) that has
been credited with introducing the algorithm to the digital signal processing and scientific community
in general.

Cooley spent the academic year 1973-1974 on a sabbatical at the Royal Institute of Technology,
Stockholm, Sweden. He gave courses on the FFT and its applications there and in several other
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locations in Europe and worked on new versions of the FFT and on number theoretic Fourier
transforms.

In 1974 Cooley started collaboration with S. Winograd and R. Agarwal on applications of
computational complexity theory to convolution and Fourier transform algorithms (Agarwal and
Cooley 1977).

Around 1985 he worked with a group that programmed the elementary functions for the new IBM
3090 Vector Facility. He and the same group also produced the Digital Signal Processing subroutines
for the Engineering and Scientific Subroutine Library (ESSL) for the IBM 3090 Vector Facility and,
later, for the new IBM RS6000 computer (Agarwal and Cooley 1987).

Cooley retired from IBM in 1991 and joined the faculty of the Electrical Engineering Department of
the University of Rhode Island as director of the computer engineering program.
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John Wilder Tukey 

Born June 16, 1915, New Bedford, Mass.; with James Cooley, the creator of the fast Fourier transform (FFT) 
and possible creator of the word ,bit.1  

Education: ScB, chemistry, Brown University, 1936; ScM, Brown University, 1937; 
MA, Princeton University, 1938; PhD, mathematics, Princeton University, 
1939. 

Professional Experience: Princeton University: instructor, mathematics, 1939-1941, 
research associate, Fire Control Research Office, 1941-1945, professor, 
statistics, 1965-present, Donner Professor of Science, 1976-present; Bell 
Telephone Laboratories: member, technical staff, 1945-1948, assistant director, 
Research Communication Principles, 1958-1961, associate executive director, 
Research Communication Principles Division, 1961-present. 

Honors and Awards: DSc (Hon.), Case Institute of Technology, 1962; DSc (Hon.), Brown University, 1965; 
S.S. Wilks Medal, American Statistical Association, 1965; DSc (Hon.), Yale University, 1968; DSc 
(Hon.), University of Chicago, 1969; National Medal of Science, 1973; IEEE Medal of Honor, 1982; 
member, National Academy of Sciences; member, American Academy of Arts and Sciences; honorary 
member, Royal Statistical Society. 

BIBLIOGRAPHY 

Biographical 

Tropp, H.S., "Origin of the Term Bit," Ann. Hist. Comp., Vol. 6, No. 2, Apr. 1984, pp. 152-155. 

Significant Publications 

Cooley, J.W., and J.W. Tukey, "An Algorithm for the Computation of Complex Fourier Series," Math. of 
Computation, Apr. 1965. 

UPDATES 

John Tukey died July 26, 2000 (MRW, 2013). 

                                                 
1 See Tropp 1984. 
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John Tukey
Born June 16, 1915

New Bedford, Massachusetts, USA
Died July 26, 2000 (aged 85)

New Brunswick, NJ, USA
Residence  USA
Nationality  American
Field Mathematician
Institutions Bell Labs

Princeton University
Alma mater Brown University

Princeton University
Academic advisor  Solomon Lefschetz
Notable students  Frederick Mosteller
Known for FFT algorithm

Box plot
Notable prizes IEEE Medal of Honor (1982)

John Tukey
From Wikipedia, the free encyclopedia

John Wilder Tukey (June 16, 1915 - July 26, 2000)
was a statistician born in New Bedford,
Massachusetts.

Tukey obtained a B.A. in 1936 and M.Sc. in 1937, in
Chemistry, from Brown University, before moving to
Princeton University where he received his Ph.D. in
mathematics. During World War II, Tukey worked at
the Fire Control Research Office and collaborated
with Samuel Wilks and William Cochran. After the
war, he returned to Princeton, dividing his time
between the university and AT&T Bell Laboratories.
He was awarded the IEEE Medal of Honor in 1982
"For his contributions to the spectral analysis of
random processes and the fast Fourier transform
(FFT) algorithm."
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Scientific contributions
His statistical interests were many and varied. He is particularly remembered for his development with James
Cooley of the Cooley-Tukey FFT algorithm. In 1970, he contributed significantly to what is today known as
the jackknife estimation—also termed Quenouille-Tukey jackknife. He introduced the box plot in his 1977
book, Exploratory Data Analysis.

He also contributed to statistical practice and articulated the important distinction between exploratory data
analysis and confirmatory data analysis, believing that much statistical methodology placed too great an
emphasis on the latter. Though he believed in the utility of separating the two types of analysis, he pointed out
that sometimes, especially in natural science, this was problematic and termed such situations uncomfortable
science.

He wrote four papers with his fifth cousin Paul Tukey, who was an undergraduate at Princeton when they met.

Among many contributions to civil society, Tukey served on a committee of the American Statistical
Association that produced a report challenging the conclusions of the Kinsey Report, Statistical Problems of
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Association that produced a report challenging the conclusions of the Kinsey Report, Statistical Problems of
the Kinsey Report on Sexual Behavior in the Human Male.

Tukey coined many statistical terms that have become part of common usage, but the two most famous
coinages attributed to him were related to computer science. While working with John von Neumann on early
computer designs, Tukey introduced the word "bit" as a contraction of binary digit[1]. The term bit was first
used in an article by Claude Shannon in 1948. Tukey used the term "software" in a computing context in a
1958 article for American Mathematical Monthly, the first published use of the term.[2]

A D Gordon offered the following summary of Tukey's principles for statistical practice:

... the usefulness and limitation of mathematical statistics; the importance of having methods of
statistical analysis that are robust to violations of the assumptions underlying their use; the need to
amass experience of the behaviour of specific methods of analysis in order to provide guidance on their
use; the importance of allowing the possibility of data's influencing the choice of method by which they
are analysed; the need for statisticians to reject the role of 'guardian of proven truth', and to resist
attempts to provide once-for-all solutions and tidy over-unifications of the subject; the iterative nature of
data analysis; implications of the increasing power, availability and cheapness of computing facilities;
the training of statisticians.

He is also the creator of several little-known methods such as the trimean and Median-Median line, an easier
alternative to linear regression.

Tukey retired in 1985. In 2000, he died in New Brunswick, New Jersey.

Quotes
"Far better an approximate answer to the right question, which is often vague, than the exact answer to
the wrong question, which can always be made precise." J. W. Tukey (1962), "The future of data
analysis". Annals of Mathematical Statistics 33(1), pp. 1-67.
"The combination of some data and an aching desire for an answer does not ensure that a reasonable
answer can be extracted from a given body of data." J. W. Tukey (1986), "Sunset salvo". The American
Statistician 40(1). Online at http://www.jstor.org/view/00031305/di020589/02p0102y/0

Bibliography
Hoaglin, D C; Mosteller, F & Tukey, John Wilder (Eds) (1985). Exploring Data Tables, Trends and
Shapes. ISBN 0-471-09776-4. 
Hoaglin, D C; Mosteller, F & Tukey, John Wilder (Eds) (1983). Understanding Robust and Exploratory
Data Analysis. ISBN 0-471-09777-2. 
Tukey, John Wilder (1977). Exploratory Data Analysis. ISBN 0-201-07616-0. 

External links
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Short biography (http://stat.bell-labs.com/who/tukey/bio.html) by Mary Bittrich
Obituary (http://stat.bell-labs.com/who/tukey/nytimes.html)
"John W. Tukey - The Man and His Many Achievements" (http://www.youtube.com/watch?
v=isDlJvb1VN4) Video Biography
"Remembering John W. Tukey"
(http://projecteuclid.org/Dienst/UI/1.0/Summarize/euclid.ss/1076102421) , special issue of Statistical
Science
John Tukey (http://www.genealogy.ams.org/html/id.phtml?id=15860) at the Mathematics Genealogy
Project

References
O'Connor, John J; Edmund F. Robertson "John Tukey". MacTutor History of Mathematics archive.  
Interview of John Tukey about his experience at Princeton
(http://infoshare1.princeton.edu/libraries/firestone/rbsc/finding_aids/mathoral/pmc41.htm)

Footnoted references

1. ^ The origin of the 'bit' (http://www.linfo.org/bit.html)
2. ^ John Tukey, 85, Statistician; Coined the Word 'Software', New York Times, Obituaries, July 28, 2000
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To summarize 

We have an N -point signal, where N  is even 

 x(N )[n], 0 ≤ n ≤ N −1. (1) 

We want to compute the N -point DFT 

 x(N )[n]↔
DFT

X (N )[k], 0 ≤ k ≤ N −1. (2) 

We break the signal into two signals, each having N / 2  
points 

 
x0
(N /2)[n] = x(N )[2n], 0 ≤ n ≤ N / 2 −1
x1
(N /2)[n] = x(N )[2n +1], 0 ≤ n ≤ N / 2 −1

. (3) 

We compute the N / 2 -point DFT of each of these signals 

 
x0
N /2[n]↔

DFT
X0
(N /2)[k], 0 ≤ k ≤ N / 2 −1

x1
N /2[n]↔

DFT
X1
(N /2)[k], 0 ≤ k ≤ N / 2 −1

. (4) 

We then combine these N / 2 -point DFTs with a twiddle 
factor to form the desired N -point DFT 

 X (N )[k] = X0
(N /2)[k]+ e− j2πk /N X1

(N /2)[k], 0 ≤ k ≤ N −1. (5) 

Note that all signals and DFTs are viewed as being periodic 
with period indicated by the superscript. Thus, in particular, 
the two N / 2 -point DFTs X0

(N /2)[k] and X1
(N /2)[k] are 

periodic with period N / 2 . But the twiddle factor e− j2πk /N  
has period N . So the N -point DFT X (N )[k] has period N . 

ECE 438 Lecture Notes Page 8 2/26/2016



ECE 438 Lecture Notes Page 9 2/26/2016



ECE 438 Lecture Notes Page 10 2/26/2016



ECE 438 Lecture Notes Page 11 2/26/2016



ECE 438 Lecture Notes Page 12 2/26/2016



ECE 438 Lecture Notes Page 13 2/26/2016



ECE 438 Lecture Notes Page 14 2/26/2016



ECE 438 Lecture Notes Page 15 2/26/2016



ECE 438 Lecture Notes Page 16 2/26/2016



ECE 438 Lecture Notes Page 17 2/26/2016



ECE 438 Lecture Notes Page 18 2/26/2016



ECE 438 Lecture Notes Page 19 2/26/2016



ECE 438 Lecture Notes Page 20 2/26/2016




