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Abstract

As mobile ad hoc network (MANET) systems research has matured and several testbeds have been built to study
MANETs, research has focused on developing new MANET applications such as collaborative games, collaborative com-
puting, messaging systems, distributed security schemes, MANET middleware, peer-to-peer file sharing systems, voting
systems, resource management and discovery, vehicular computing and collaborative education systems. The growing
set of diverse applications developed for MANETS pose far more complex traffic patterns than the simple one-to-one traf-
fic pattern, and hence the one-to-one traffic pattern widely used in previous protocol studies has become inadequate in
reflecting the relative performance of these protocols when deployed to support these emerging applications.

As a first step towards effectively supporting newly developed and future diverse MANET applications, this paper stud-
ies the performance impact of diverse traffic patterns on routing protocols in MANETSs. Specifically, we propose a new
communication model that extends the previous communication model to include a more general traffic pattern that varies
the number of connections per source node. We study the performance impact of traffic patterns on various routing pro-
tocols via detailed simulations of an ad hoc network of 112 mobile nodes. Our simulation results show that many of the
conclusions drawn in previous protocol comparison studies no longer hold under the new traffic patterns. These results
motivate the need for performance evaluation of ad hoc networks to not only include rich and diverse mobility models
as has been done in the past but also include diverse traffic patterns that stress a wide set of protocol design issues.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

A mobile ad hoc network is a collection of wire-

less mobile nodes dynamically forming a temporary
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but also as a router, forwarding packets for other
mobile nodes that may not be within the direct
transmission range of each other. Example applica-
tions of ad hoc networks include disaster relief per-
sonnel coordinating efforts after an earthquake or
soldiers relaying information on the battlefield.

A fundamental problem in mobile ad hoc net-
works (MANETS) is to develop a routing protocol
that delivers applications packets from source nodes
to the destination nodes in a scalable manner and
without incurring high control overhead. Over the
past decade, many different protocols have been
proposed to solve the multi-hop routing problem
in ad hoc networks, for example, DSDV [32],
TORA [29], DSR [22], and AODYV [33]. To under-
stand the performance tradeoffs between these pro-
tocols, several simulation studies have been
performed [8,12,21,10]. Since the node mobility is
the most important factor that contributes to the
challenge of scalable and efficient routing in MAN-
ETs, as it directly contributes to the route breakage,
these previous comparison studies have concen-
trated on the effects of mobility, such as varying
the node speed and pause time. In contrast, the
communication model used in these previous studies
has received much less attention and has largely
used a simplistic traffic pattern: each traffic source
node communicates with only one or two other
nodes in the ad hoc network.

As mobile ad hoc network systems research has
matured and several testbeds have been built to
study MANETs, many new MANET applications
have been proposed and developed. These include
collaborative games [2], collaborative computing
[35,26], messaging systems [28,41], distributed secu-
rity schemes, MANET middleware [23,25,5,4], peer-
to-peer file sharing systems [6,40,37], voting systems
[13,15], resource management and discovery [27,31],
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vehicular computing [14] and collaborative educa-
tion systems [16].

Such a diverse and mature set of applications
present far more complex traffic patterns as a
workload to the routing protocols than the simple
one-to-one traffic pattern that has been assumed in
previous routing protocol studies. One of the most
apparent departure from the simple one-to-one traf-
fic is that similar to a wired network environment,
each node may need to communicate with many
other nodes in order (i) to access various basic net-
work services such as naming, authentication, and
time servers, (ii) to run multiple applications (e.g.,
both resource discovery and file sharing), each of
which may communicate with a few other nodes,
(iii) to maintain one or more multi-cast trees to
support group communication, (iv) to perform
application tasks in collaborative applications, for
example, a resource discovery applications in a bat-
tlefield or an information sharing application for
rescue personnel needs one node to communicate
with a large subset of other nodes.

To demonstrate the significant impact of traffic
patterns in comparing different routing protocols,
we show the performance of two representative
on-demand routing protocols, DSR and AODV,
and a proactive protocol, DSDV, under varying
number of connections per source node in a net-
work of 112 nodes. The same protocol parameters
and the same random-way point model as specified
in [8] are used except that the number of traffic
sources are 90. The number of connections every
traffic source maintains is varied between 1 and 8,
while keeping the overall volume of packets in the
network constant at 60 packets/s. The results for
the pause time 0 are plotted in Fig. 1a and b. The
results show that the performance of DSR and
AODV degenerates drastically as the number of
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Fig. 1. Need for a general traffic pattern. (a) Routing overhead as connections/source increases for pause time 0s. (b) Packet delivery

fraction as connections/source increases for pause time 0 s.



H. Pucha et al. | Computer Networks 51 (2007) 3595-3616 3597

connections per source node increases, although the
total packet rate per source node is kept constant.
For example, the routing overhead of DSR
increases from below 400,000 packets to over
900,000 packets as the number of connections per
source (X) increases from 1 to 8. This effect is also
evident in AODYV but in an even larger scale; the
routing overhead increases from 800,000 to up to
2 million packets. In contrast, the proactive proto-
col DSDV, though inferior for small values of X,
delivers more packets with a constant and lower
overhead than both DSR and AODYV for larger val-
ues of X. These results suggest that an in-depth
study of the effects of traffic patterns on the perfor-
mance of routing protocols is required.

As a first step towards effectively supporting
newly developed and future diverse MANET appli-
cations, this paper studies the performance impact
of diverse traffic patterns that potentially exist in
these applications on a set of contemporary routing
protocols in MANETSs. The contributions of this
paper are twofold. First, we extend the previous
communication model to include a more general
traffic pattern. By varying the number of destination
nodes each source node communicates with, our
proposed communication model encompasses the
traffic patterns in a large set of potential applica-
tions in ad hoc networks.

Second, we revisit the performance tradeoffs
between different multi-hop routing protocols for
ad hoc networks under the new traffic patterns via
detailed simulations of an ad hoc network of 112
mobile nodes. Our simulations show that many of
the conclusions drawn in previous protocol compar-
ison studies no longer hold under the more general
traffic pattern. In particular, our results show that
many state-of-the-art multi-hop routing protocols
are optimized for the simplistic traffic pattern in
which each source node communicates with one or
two other nodes only, and perform poorly when
communicating with an increasing number of other
nodes. These results demonstrate the need for per-
formance evaluation of ad hoc network routing pro-
tocols to not only include rich and diverse mobility
models as has been done in the past but also include
diverse traffic patterns that stress a wide set of pro-
tocol design issues.

While this work (based on [34]) is the first
devoted to studying data traffic patterns and its
impact on protocol performance on MANET rout-
ing protocols, there are certain limitations of this
study. Despite the flexibility of varying different

parameters via simulation, its not clear how well
such parameters correspond to the traffic patterns
we are likely to see in deployed mobile ad hoc net-
works. However, our study provides a first order
approximation of the significant impact of traffic
patterns and draws the community’s attention
towards this effect. We anticipate more accurate
studies of this subject will be enabled when real traf-
fic traces for such networks become available in the
future. There has been some recent progress
towards making available real traffic traces of wire-
less networks [1]. However, these traces concentrate
on Internet usage of one-hop wireless LAN net-
works whose traffic patterns and mobility informa-
tion of users are likely to be different from ad hoc
network applications. We hope with the increasing
interest in ad hoc network implementations and
deployment, we will soon have real user traffic
traces from events such as large conferences. We
plan to work with the community to make progress
on collecting real ad hoc network traces which will
enable further study on the subject of this paper.

This paper extends an earlier conference version
of our work on this topic [34]. This paper includes
an expanded introduction and a new background
section in order to convey the motivation of the
paper better. The communication models have been
described in more detail as well. We have also
included several new results on transient connec-
tions, traffic concentration, network size and traffic
volume in this paper that provide a more in-depth
treatment to the topic and have also summarized
the findings and conclusions as simple guidelines
for future MANET routing protocol design.

The rest of the paper is organized as follows. Sec-
tion 2 reviews the three major parameters that have
been used in previous comparison studies of routing
protocols for MANETSs. Section 3 motivates and
presents a new communication model which includes
a more general traffic pattern. Section 4 describes a
list of representative protocols that are studied in
this paper. Section 5 describes the methodology of
our simulation study. Section 6 presents the perfor-
mance results of this study and Section 7 concludes
the paper.

2. Background: Performance evaluation of routing
protocols in MANETS

In this section, we review the three major param-
eters that have been used in previous performance
studies of various routing protocols proposed for



3598 H. Pucha et al. | Computer Networks 51 (2007) 3595-3616

Network Size

Traffic Volume

Mobility

Fig. 2. Major parameters in simulation studies of routing
protocols for MANETS.

mobile ad hoc networks. The three major parame-
ters are depicted in Fig. 2, and are discussed in detail
in the following.

2.1. Network size

The network size of an ad hoc network refers to
the total number of nodes in the ad hoc network.

As the network size N increases, the average hop
length of routes increases as O(v/N) [17]. This
increase in hop length increases the probability that
a data packet will experience an error while being
routed along the path. Although this probability
increases irrespective of the routing protocol used,
protocols that use source routing such as DSR have
an additional penalty from carrying longer routes in
the packet header. For example, in [12], the authors
showed that AODV performs better than DSR as
the network size is increased.

2.2. Mobility model

The mobility in an ad hoc network can be char-
acterized by the speed of nodes in the systems as
well as the duration of the pause time during which
nodes do not move.

The average speed of nodes in the system deter-
mines the rate at which links break and consequently
the overhead consumed by the route maintenance in
on-demand protocols. The increased routing over-
head in turn can affect the packet delivery ratio of
routing protocols from increased multi-access inter-
ference.

One of the most widely used mobility models is
the random waypoint model first proposed in [22]
and refined in [8]. In this model, nodes in a large
“room” choose some destination, and move towards
it at a random speed uniformly chosen from

(0, Vimax), where V.« is the maximal speed of the
simulation. Upon reaching the destination, a node
pauses for a system-wide constant time before mov-
ing towards the next chosen destination at a newly
chosen speed.

The random waypoint model has been widely
used in performance comparison studies of routing
protocols. In particular, authors of [8,12] compared
several routing protocols using the random way-
point model varying the pause time. They also eval-
uated the effect of different average speeds on the
performance of routing protocols.

In [42], the authors showed that random waypoint
model fails to attain a steady state average speed for
its nodes when the speed of the nodes is chosen ran-
domly between (0, Vp.x]. Consequently, the results
obtained under these conditions become a function
of the simulation time. They also proposed a simple
fix of setting a non-zero minimum speed of nodes
which allows the simulated mobile network to
approach within 10% of the steady-state average
speed quickly. In [43], the same authors proposed a
general technique for transforming any given mobil-
ity model with decay into a stationary one.

The work in [19,9] studied the performance
impact of several other mobility models such as
the Brownian, the Column, the Pursue and the Ran-
dom Gauss—Markov models on routing protocols.

Several studies (e.g., [21]) emphasized the evalua-
tion of routing protocols based on specific mobility
scenarios. The motivation was to measure the per-
formance of protocols in real world situations
(e.g., a conference). The scenario-specific communi-
cation models had arbitrarily chosen sources and
receivers based on the scenario under consideration.

More recently, the authors of [20] proposed the
use of obstacles and node movements using the
Voronoi diagram of obstacle vertices as an aid to
the evaluation of performance tradeoffs among
routing protocols.

2.3. Communication model

A specific communication model included with
the random waypoint mobility model [8] in the ns-
2 [7] network simulator has been widely used in
previous protocol comparison studies. This model
consists of the following parameters:

o Number of CBR sources (S): The number of CBR
(constant bit rate) sources is varied to stress the
congestion level in the network.



H. Pucha et al. | Computer Networks 51 (2007) 3595-3616 3599

e Traffic volume (V). The aggregate packet rate
from all CBR sources is varied to stress the
throughput of the routing protocol.

Given the traffic volume } and the number of
CBR sources (S), the packet rate per CBR source
(2) is calculated as A = V/S packets/s.

There is one important parameter missing in the
previous communication model — the number of
connections per source node is fixed to one or
two, with an average of 1.5. This fixation is an out-
come of the way the traffic generator works. First,
the number of CBR sources S is configured,
instructing the traffic generator to create S random
connections in the network. The traffic generator
does so by going through the nodes in the network,
giving each node a 50% chance of creating one con-
nection and a 25% chance of creating a second one,
until the specified number of connections is reached.
Thus when S connections are generated, the number
of distinct traffic source they originate from is
approximately $S, each of which has one or two
connections originating from it with an equal
probability.

The communication model has been widely used
in previous comparison studies of routing protocols
[8,12,19]. For example, the studies in [8,12] provided
performance results by varying S. In doing so, they
effectively studied the effect of changing V" on the
routing protocols.

In [10,11], the authors performed a preliminary
performance analysis of reactive and proactive ad
hoc routing protocols using a packet level simula-
tor. In contrast to the other studies, the authors var-
ied the number of connections maintained per
source node. However, their evaluation also chan-
ged the volume V' as the number of connections
were increased. This failed to separate the effect of
increased connections per source from the effect of
increased traffic volume. More importantly, their
simulator did not capture the effect of multiple
access interference which is a major factor in the
reduction of network capacity when the number of
connections in the network is large. In addition,
many protocol specific optimizations such as packet
buffering and passive eavesdropping (in DSR) were
not implemented.

3. An extended communication model

In this section, we first motivate the need for a
more general traffic pattern in the performance

study of routing protocols for MANETs. We then
describe how to extend the previous communication
model (Section 2.3) to include such a more general
traffic pattern.

3.1. Motivation

We argue that the limited number of connections
per source node in the previous communication
model may not reflect the traffic patterns in many
potential applications in MANETS, and a more gen-
eral communication model for comparing different
routing protocols should also include a more gen-
eral traffic pattern that varies the number of connec-
tions per source node. Multiple connections per
source node can arise in many potential situations
in MANETS:

o New MANET applications: New applications are
being rapidly developed for MANETs [2,35,
26,28,41,23,25,5,4,6,40,37,13,15,27,31,14,16] and
most such applications involve peer-to-peer
communication to multiple nodes due to the
decentralized environment of MANETs. For
example, resource discovery involves probing
multiple nodes, file sharing involves searching
multiple nodes, voting systems involves contact-
ing multiple nodes, and collaborative games
involves collecting multiple player attributes.

e P2p applications: Mature P2p applications devel-
oped for the wired Internet are likely to be ported
to MANETs for users who are used to these
applications’ functionalities regardless of the
physical medium (wired or wireless). In most
such p2p applications, each node communicates
with a small number of neighbors (constant in
an unstructured p2p protocols, or logarithmic
in structured p2p protocols such as Pastry [38]).

o Multiple applications: Nodes may be running
multiple applications at any given point in time.
Even if each application communicates to only
one other node, the net degree of connections
emanating from a node can be large. For exam-
ple, some applications on a node could be access-
ing file servers while a browser could be opening
concurrent TCP connections to servers in the
Internet.

e Network services: Similar to wired networks, each
node in a MANET may communicate with many
nodes in order to access various network services
such as naming, authentication, and time
synchronization.
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o Landmarklhierarchical protocols: There has been
a growing interest in ad hoc routing using cluster-
ing techniques which use landmarks/clusterheads
(e.g., [30]). These landmarks potentially commu-
nicate with many other landmarks in the network
when servicing outgoing packets from nodes in
its service region. Conversely, when servicing
incoming packets from other landmarks (service
regions), a landmark may need to communicate
with many nodes in its service region. Under
these conditions, multiple connections per source
node can arise.

o Applications with bursty trafficc Many applica-
tions such as resource discovery, group messag-
ing, and event notification services exhibit
bursty short lived data flows wherein a node
may send a burst of data to one destination
and the next one to a different destination.
Although such applications do not maintain a
large number of connections simultaneously,
the net effect is to maintain more than a fixed
set of 1 or 2 connections.

We note that in the above scenarios with multiple
connections per source node, different packets are
sent over different connections originated from each
source node. This is fundamentally different from
multi-cast communication in which the same packet
is sent to multiple receivers.

3.2. Extended communication model

To include more realistic traffic patterns, we
extend the previous communication model (Section
2.3) to include the following parameter:

o Number of connections per traffic source (X): The
number of connections per traffic source is varied
to model the simultaneous connections per node
in many potential applications in MANETs.

Specifically, a fixed traffic volume 7 can now be
achieved by different combinations of S, X and per
connection rate A. Thus the new communication
model separates the performance impacts of the traf-
fic volume, the number of traffic sources, and the
number of connections per traffic source. Several
additional parameters in the communication model
can potentially affect the performance of routing
protocols. We discuss these parameters below.

Packet arrival model: Given an average packet
rate A per connection, the actual packet issue can

be generated in at least two ways. In CBR traffic,
the inter-arrival time AT between consecutive pack-
ets is constant and a packet is sent over each con-
nection in every interval AT seconds. CBR traffic
has been widely used in previous performance stud-
ies of routing protocols [12,8,19,42,22]. Alterna-
tively, AT can follow a Poisson distribution with
an average value of % Such a packet arrival model
mimics the transient connections in applications
such as daemons that interact with network services
or p2p applications which typically initiate traffic to
random nodes at random instants of time and usu-
ally exchange few packets with each selected node at
a time. The two packet arrival models place different
stress on routing protocols that use static and adap-
tive timeouts. For example, a sequence of packets
with short inter-arrival times can benefit from the
reuse of cached routes while a sequence of packets
with longer inter-arrival times can cause timeouts
of valid routes and links as in AODV [33] which
uses an active route timeout or DSR with a link
cache [19]. Our simulation studies in Section 6 con-
sider both the CBR traffic and the Poisson arrival
model.

Packet issue model for CBR connections: By
allowing multiple connections out of each traffic
source, our new model introduces the freedom on
the timing at which CBR connections out of each
traffic source are initiated. In particular, a node that
newly joins the network has the choices of starting
all its connections (i) at random times (random issue
model) or (i1) within a short period of time (clustered
issue model).

Assume there are S traffic sources in an N-node
network, and each traffic source initiates X connec-
tions to randomly chosen destination nodes. Thus
the inter-arrival time between two consecutive pack-
ets on each connection is AT = 37’( seconds. In the
random issue model, the traffic source then starts
all its X connections at random times within each
interval of AT seconds. In the clustered issue model,
each source initiates all its X connections within a
short period (Zsartup) Within each AT interval to
model the behavior of a node initiating all of its net-
work connections right after a system booting.

Fig. 3 depicts the timing of packet issuing in the
random issue model (Fig. 3a) and the clustered issue
model (Fig. 3b). The horizontal axis denotes the
time. We denote the jth connection of the ith traffic
source as C;;. Each connection C;; is depicted by an
arc whose intercept on the horizontal axis denotes
the transmission of a packet on that connection.
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Fig. 3. Packet issue under (a) the random issue model and (b) the
clustered issue model, X = 4.

Fig. 3 shows that in both models, within each
interval of [T+ i AT, T+ (i+1)-AT] seconds,
one packet is sent by traffic source node 2 over each
of its four connections (C5 1, Cs2, C33, C54). Under
the random issue model, a data packet for all X con-
nections may be sent at any point in each interval
[T+i AT, T+ (i+ 1) AT]. However, under the
clustered issue model, one data packet for each of
the X connections has to be sent within each interval
of [T+ i AT, T+ i+ AT+ min(tgarup, AT)].

Connection duration: In addition to the restricted
number of connections per source node, in the pre-
vious communication model, each connection, once
initiated, lasts for the entire duration of the simula-
tion. This may not accurately model the communi-
cation patterns in many applications in which
after communicating with a set of nodes for some
period of time, a node switches to communicate
with a different set of nodes. However, our simula-
tion results have shown that if the duration of the
connections is long enough, the relative perfor-
mance of different routing protocols are similar to
in the scenario where all the connections are never
changed. Our simulation studies in Section 6 con-
sider both persistent connections as well as transient
connections.

3.3. Summary

In summary, the different parameters that affect
the performance of routing protocols can be divided
into two categories: (1) parameters that are directly
related to the workload and composition of the traf-
fic pattern such as the overall traffic volume V, num-
ber of sources S, number of connections per source
X, and packet rate per connection 4, and (2) param-

eters that are related to the timing of the traffic in a
specific traffic workload, including packet arrival
pattern, connection durations, and packet issue
pattern.

Fundamentally, 7 is most important as it deter-
mines the overall load imposed on the network. Next
in importance is “how’ this overall load or volume
of traffic is composed. The number of sources can
change the relative performance. However, even
for a given number of sources, a small X can impose
a different workload from a large X and a propor-
tionally smaller A (i.e., keeping X' x 1 constant).
While previous studies have only varied V' by chang-
ing S and 4, the focus of our work is to introduce to
the communication model, and study the impact of,
X which provides a more general description of a
traffic pattern. Finally, the packet arrival pattern,
packet issue pattern and connection duration are
concerned with the timing aspects of packet issues
that may occur in practice. However, due to the
fine-grained nature of the differences caused by these
last three parameters, their impact is expected to be
relatively less prominent compared to that of the
other parameters. Our studies in the following sec-
tions evaluate the performance of routing protocols
under a variety of workloads composed from adjust-
ing these parameters.

4. Ad hoc routing protocols studied

In this section, we briefly describe the key fea-
tures of the ad hoc routing protocols studied. We
study both on-demand (DSR, AODYV) as well as
proactive (DSDYV) protocols. In addition, we con-
sider several versions of DSR from [19] which differ
in their caching strategies to highlight the impact of
traffic patterns on caching strategies in DSR. Lastly,
we propose an improved version of DSR that per-
forms well when the number of connections per
source are varied.

4.1. Dynamic source routing (DSR)

DSR [22] is a representative multi-hop routing
protocol for ad hoc networks. It is based on the con-
cept of source routing in contrast to hop-by-hop
routing. It includes two mechanisms, route discovery
and route maintenance.

Route discovery is the process by which a source
node discovers a route to a destination for which it
does not already have a route in its cache. The pro-
cess broadcasts a RouTE REQUEST packet that is
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flooded across the network with each node adding
its address. When the RouTE REQUEST reaches the
destination or an intermediate node with a cached
route, a RoUTE REPLY is unicast back to the source.
The route maintenance procedure informs the sen-
der of any routing errors using a RouTE ERROR
packet.

DSR uses aggressive caching to reduce the fre-
quency and propagation of route discoveries. The
original design of DSR [8] uses a path cache which
stores whole source routes. Another design, called
a link cache proposed in [19], stores individual links
of routes to build a topological graph of the net-
work. This enables DSR to construct routes (using
the graph) that were neither overheard nor discov-
ered. The various versions of DSR evaluated in this
paper are

e DSR-Path uses the original DSR cache as in [8].
It is a generational cache in which discovered and
overheard routes are maintained in two separate
caches. The size of the primary cache in which
discovered routes are stored is fixed at 30. How-
ever, the study in [19] showed that using a sec-
ondary cache of size 64 (Path-Gen-64) gives
better performance than using one of size 32
(Path-Gen-32). We thus use Path-Gen-64 as the
representative DSR design with a path cache.

e DSR-Pathlnf uses a path cache with no capacity
limit.

e DSR-Link is the best performing version of DSR,
called Link-MaxLife in [19]. It uses a link cache
that has an adaptive timeout mechanism for
expiring links based on the stability of the end-
point nodes of that link. The stabilities of the
endpoint nodes of a link are increased by an
additive factor whenever the link is used as a part
of source route, and are decreased by a multipli-
cative factor whenever a link breaks. The timeout
of any link is chosen as the minimum of the sta-
bility values of its endpoints. Routes that are of
the shortest length and have the highest mini-
mum timeout value of any of their contained
links (largest lifetime) are constructed using Dijk-
stra’s algorithm on the topological graph.

4.2. DSR-NCache

We propose a new version of DSR, DSR-
NCache, that performs more effective caching than
DSR-Path when each traffic source maintains multi-
ple connections. In DSR-NCache, the DSR route

cache is effectively an array of minicaches, one for
each destination node. This structure prevents more
frequently discovered or overheard routes for one
destination from unnecessarily evicting less fre-
quently used but still valid routes for another.
Moreover, each minicache is a unified cache which
stores up to k discovered and overheard routes. This
design decision is prompted by the lower cycling
rates of routes per minicache that occurs in such a
cache organization. Each minicache replaces source
routes in a FIFO order and uses a route with the
minimum hop count. In this implementation, a
value of 5 was chosen for k. The value of k affects
the tradeoff between route availability and route
freshness.

4.3. Destination-sequenced distance-vector (DSDYV)

DSDV [32] is a proactive routing protocol based
on a modified form of the Bellman-Ford [3] algo-
rithm. Each node maintains routing table entries
for all reachable destinations (tagged with a destina-
tion-specific sequence number) each having a next
hop and hop count to the destination. A node
exchanges routing tables (fully or partially) with
its neighbors, periodically or whenever a change in
topology is detected. In this paper, we use the ver-
sion DSDV-SQ in which triggered updates are
caused by the receipt of a new sequence number
for a destination. We use the same set of parameters
for DSDV-SQ as in [8], as listed in Table 1.

4.4. Ad hoc on-demand distant vector (AODV)

AODV [33] is a routing protocol that shares
on-demand behavior with DSR and the use of
hop-by-hop routing and destination-based sequence
numbers with DSDV. Routes are obtained via a dis-
covery process similar to DSR. However, AODV
stores routing information as one entry per destina-
tion in contrast to DSR which caches multiple
entries per destination. Timers are used to expire
routes that have not been used recently. AODV

Table 1

Parameters used in the DSDV simulation

Periodic update interval 15s
Missed updates before link declared broken 3
WST weighting factor 7/8
Route advertisement aggregation time Is
Max. packets buffered per node per destination 5
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Table 2

Parameters used in the AODV simulation

Active route timeout 10s

Request retries 2

Time to hold packets awaiting routes 10s

Link failure detection MAC layer only

Time before broken link removal 3s

ensures wider propagation of RoOUTE ERRORS,
achieved using a per destination predecessor list
at each node, than DSR. Optimizations such as
expanding ring search are used to contain the prop-
agation of RouTe REQUESTs. The AODYV version in
this study uses link layer feedback for detection of
broken links. We refer to this as 4ODV-LL [8].
The set of parameters used in the simulation are
based on the AODV implementation for ns-2 [7]
(version 2.1b8a) provided by the authors and are
listed in Table 2.

5. Methodology

We evaluate the performance of the various rout-
ing protocols using ns-2 [7] (version 2.1b8a). The
link cache implementation was ported from the ns-
2.1b3 release provided by the authors of [19]. The
AODV-LL implementation used is an updated ver-
sion for ns-2.1b8a provided by the authors of the
protocol. We implemented DSR-NCache in ns-
2.1b8a. The rest of the protocols evaluated were
part of the ns-2.1b8a release.

5.1. Mobility models

The mobility scenarios used in the simulations
are generated using the “random waypoint” model
[8,12]. We use the modified version of this model
due to the problems associated with the original
model as described in [42]. In the modified model,
nodes move at a speed uniformly distributed
between 1 and 19 m/s.

5.2. Communication model

Connections initiated by traffic sources are
assumed to be constant bit rate (CBR), same as in
previous studies. TCP sources would provide a con-
forming network load which does not allow us to
evaluate all the protocols under similar traffic condi-
tions. A packet size of 64 bytes is used. The random
issue model as proposed in Section 3 is used for all

experiments while the clustered issue model is eval-
uated separately in Section 6.5. Each traffic source
selects X other nodes as the destinations for the
duration of the simulation. These X nodes are cho-
sen uniformly from the set of N nodes in the net-
work. The traffic volume in the network is kept
constant at 60 packets/s unless otherwise stated.
All the experiments assume the network has 112
nodes with 80% or 90 nodes as traffic sources.

5.3. Simulation parameters

We perform simulations for a network size of
112, spread out in a rectangular area of 2250 m X
450 m. The area is chosen such that the node density
is at 1/9000 m?, same as in previous studies [8]. A
radio model with a nominal bit-rate of 2 Mbps
and a nominal transmission range of 250 m is used.
The effect of multiple access interference, capture,
RF propagation, signal strengths, and propagation
delays are modeled. The link layer used is based
on the IEEE 802.11 DCF (distributed coordination
function). Both DSR and AODV maintain a send
buffer of 64 packets. All the results are obtained
by averaging over 10 random mobility scenarios
for each pause time.

An important difference between our study and
previous studies is that we aim to evaluate the
steady state behavior of the routing protocols. Spe-
cifically, the total simulation time is 1200 s, and the
cutoff time of 300 s is used after which the perfor-
mance statistics are collected. This cutoff ensures
that all connections have been initiated and the
instantaneous average speed of nodes in the net-
work has stabilized to a steady state value. It was
shown in [42] that performance metrics evaluated
after the instantaneous average node speed has sta-
bilized are such that time averages remain steady
over the course of the simulation.

5.4. Metrics

The following metrics are evaluated for the rout-
ing protocols: (1) Routing overhead — The number of
control packets transmitted, with each hop-wise
transmission of a control packet counted as one
transmission; (2) Packet delivery ratio (PDR) —
The ratio of the data packets delivered to the
destinations over the data packets generated by
the traffic sources; and (3) Average delay — The
end-to-end delay of packet routing which accounts
for all possible delays caused by buffering during
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route discovery process, queuing at the interface
queue, retransmissions at the MAC, and propaga-
tion and transfer through channel.

6. Simulation results

This section compares the performance of the
protocols under the new communication model. In
the following section, we use the same notations
as in Section 3: Let C be the total number of
source—destination pairs (CBR connections) in the
network, A be the packet rate per connection in
packets/s, S be the number of traffic sources, and
X be the number of connections/source. Then the
total number of connections is C=S" X, and the
total traffic volume is V=S X-A. In all experi-
ments, N is fixed at 112, S is fixed at 90, and V is
constant at 60 packets/s.

We initially compare the performance of proto-
cols with respect to parameters directly related to
the composition of the traffic workload. To this
end, we first compare the effect of the number of
connections X per source on the performance of
routing protocols and also evaluate the joint impact
of X and mobility as well as X and network size. We
then study the impact of S and X together and
finally the effect of changing V.

We then compare the performance of protocols
under different timing parameters by changing the
packet arrival pattern and connection durations as
well as the impact of packet issue pattern.

6.1. Results: Effects of number of connections

In this experiment, we vary X from 1 to 8 and
reduce 4 proportionally, so that the total packet rate
and consequently the multi-access interference due
to data packets at each source node remain con-
stant. Note that an X value of 1 or 2 is similar to
the traffic pattern that has been used in previous
simulation studies [8,12]. Fig. 4 presents the results
for three different pause times: a completely static
network, a moderately mobile network with a pause
time of 120 s, and a completely mobile network with
a pause time of 0s.

6.1.1. DSR performance

Fig. 4a shows the routing overhead of all the
DSR versions as X increases in a static network.
Since there is no mobility, the various implementa-
tions of DSR have very low routing overhead. All
of them successfully deliver almost all of the packets

transmitted as shown in Fig. 4b. This is expected,
since a static network does not pose any challenge
to their route maintenance mechanisms.

Fig. 4c and e show that in a network with mod-
erate to high mobility, the routing overhead of
DSR-Path increases almost linearly with X. Also
at these mobilities, the PDR of DSR-Path drops
from 81% to 26% (Fig. 4d and f). A careful analysis
of the cache structure reveals the following: In DSR-
Path, routes are evicted from the cache either due to
the capacity limitation or on receipt of a RoUTE
ERrRRrOR. On one hand, a limited capacity ensures that
stale routes do not stay in the cache for too long. On
the other hand, a limited capacity may cause a still
fresh route to a particular destination A to be
evicted from the cache upon receiving a flurry of
routes to a different destination B. If a route to A
is required in the future for data delivery, a redis-
covery of the same route becomes necessary. We
refer to the eviction of routes to one destination
by routes to another as route competition. The traffic
patterns used in previous studies had on an average
1.5 connections per node, and consequently did not
cause information from one route request to evict
information from another route request very often.
However, maintaining a larger number of connec-
tions at each node will result in route competition
which can cause otherwise unnecessary route
discoveries.

In view of this problem, the next logical step was
to develop an infinite path cache version (DSR-
Pathinf) so that this route competition would not
adversely affect the performance of DSR. However,
our results show that merely increasing the cache
size only solves part of the problem. Fig. 4e and f
show that for high network mobility and low values
of X, although DSR-Pathinf has lower routing over-
head than DSR-Path, its PDR is also consistently
lower than that of DSR-Path. This is because an
increase in the cache size leads to an increase in stale
cached routes, which causes an increased number of
Route Errors. Fig. 5 shows that, for high mobility
and X=1, the Route ERrRORS in DSR-Pathinf
are 256% more than in DSR-Path. Interestingly,
Fig. 4f shows as X increases from 4 to 8, DSR-
Pathinf outperforms DSR-Path by delivering 8%
more packets than DSR-Path. This occurs because
the benefit of reduced route competition in DSR-
Pathinf outweighs the increased staleness of its
entries.

Based on the above observations, we designed a
new version of DSR, DSR-NCache, that efficiently
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maintains fresh routes to multiple destinations.
Fig. 4e shows that DSR-NCache achieves a lower
overhead than DSR-Pathinf while delivering close
to 90% of the data packets. This is because DSR-
NCache removes route competition while maintain-

ing the freshness of routes by implementing inde-
pendent FIFO queues for source routes to
different destinations, each with a smaller capacity
limit than DSR-Path. As a result, it incurs far fewer
Route Errors than DSR-Pathinf and DSR-Path.



3606 H. Pucha et al. | Computer Networks 51 (2007) 3595-3616

Fig. 5 shows that at X =8, DSR-NCache has 37%
and 78% fewer RouTe ErRrRORs than DSR-Path and
DSR-Pathlnf, respectively.

The routing overhead of DSR-NCache and DSR-
Pathinf is largely constant with increasing X. This
can be explained as follows. First, since both cache
structures avoid route competition, there exists
more diversity in the routes stored. This reduces
the incremental penalty of additional connections
since RouTE REPLYS for one destination can be used
to deliver packets to another destination. This hap-
pens because a source route of length P can be
potentially used to deliver packets to P — 1 destina-
tions using the P — 1 partial paths. We term this as
reuse. Specifically, we term the usage of source
routes discovered for previous destinations and
stored in the local cache to deliver packets to the
current destination as local reuse. Note that local
reuse increases as X increases due to the increased
number of source routes stored in each local cache.
Second, this diverse cache at each node increases the
confinement of the propagation of RouTE REQUESTS
and thus reduces the number of RouTE REPLYS per
RouTte REQUEST. We term this as remote reuse where
the cached routes of intermediate nodes are used for
sending packets by a source node. Remote reuse
also increases with increasing X.

Another design of DSR is based on a graph-
based cache structure as in [19]. This graph-based
cache has an inherent advantage in that route com-
petition does not exist. Though this fact was not
mentioned in [19], we believe this is a subtle but
important feature of this design. The disadvantage
of a graph based cache is that the protocol needs
to specify timeouts for links since there is no longer
a capacity limitation that is used to ensure freshness
of routes.

DSR-Link uses an adaptive timeout mechanism
which considerably improves its performance. For
low values of X, DSR-Link has a lower routing
overhead than DSR-Path and DSR-NCache since
it has the ability to construct routes it has not
explicitly discovered. However, Fig. 4e and f also
show that at high mobility, as X increases, the rout-
ing overhead of DSR-Link increases and at X = 8 it
exceeds that of DSR-NCache. At X =8, DSR-Link
delivers 9% fewer packets than DSR-NCache. This
is due to the higher number of RouTe ERRORS com-
pared to DSR-NCache at X = 8 as seen in Fig. 5.

The reason that the routing overhead of DSR-
Link increases with X can be explained as follows.
The adaptive timeout mechanisms in the design of

DSR-Link help to adapt the timeout of each newly
added link to the past history of the stability of
the endpoint nodes of that link. This basically is a
form of adaptation based on continuous feedback
from the traffic pattern. The adaptation works as
follows: Every time a source route is used to deliver
a packet, the stability of each endpoint in all the
links of the source route is increased by an additive
factor (4); every time the link containing these end-
points is found to be broken, the stability of these
endpoints is reduced by a multiplicative factor (2).
Therefore, the positive feedback for the stability of
the endpoints depends on the interarrival time of
the requests. If the interarrival time of requests
decreases as is the case when X increases, there will
be less positive feedback to increase the stability of
the endpoints of links. This in turn reduces the time-
out assigned to a link added in the future, which is
calculated as the minimum of the stability of the two
endpoints. The reduction in timeout causes the links
to expire even before they are actually broken
thereby increasing the RouTE REQUESTs and the cor-
responding RouTE REPLYS as X increases as seen in
Fig. 5. Also, as X increases, the number of unique
links added to the link cache increases as the node
discovers routes to unique destinations. Using these
increased link information in the graph, DSR-Link
may construct longer routes to a given destination.
These long routes may be unreliable since they have
not been explicitly discovered. This explains the
increase in number of RouTE ERRORS as X increases.
This causes the overall increase in routing overhead
and reduction in the PDR of DSR-Link as X
increases.

We summarize the performance of the three main
versions of DSR: DSR-Path, DSR-NCache, and
DSR-Link. The value of X adversely affects DSR-
Path causing its routing overhead to grow and
PDR to fall with an increase in X. This is primarily
due to its cache design, as the improved caching
design in DSR-NCache achieves a stable routing
overhead and PDR with increasing X. Although
DSR-Link has a lower routing overhead and com-
parable PDR to DSR-NCache for small values of
X, its performance degrades as X increases.

6.1.2. DSDV performance

In a static network, even though on-demand pro-
tocols have close to zero overhead, DSDV-SQ
incurs a constant overhead of approximately
100,800 packets as it uses periodic table exchan-
ges for route maintenance. In fact, DSDV-SQ
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maintains a constant routing overhead for all values
of mobility and X. This happens because the routing
overhead depends only on the periodic update inter-
val (15 s) and the size of the network. As the route
aggregation time used is 1 s, every node in the net-
work on average triggers an update every second.
This results in a constant routing overhead of simu-
lation time (900 s) * network size (112) = 100,800
packets. For moderate to high mobility, Fig. 4c
and e show that this constant routing overhead is
in fact less than all the versions of DSR for all X.
However, the low overhead advantage of DSDV-
SQ is negated by the lower PDR. This is because
the routing tables do not converge when the net-
work is highly dynamic, resulting in packets being
routed using stale entries. Interestingly, at high
mobility and high X values, the PDR of DSDV-
SQ is superior to those of DSR-Path and AODV-
LL.

6.1.3. AODYV performance

Fig. 4 also shows the effect of increasing X on the
performance of AODV-LL. However, the curves for
routing overhead are truncated for clarity of other
protocols. First, in the no mobility scenario,
Fig. 4b and a show that the PDR and routing over-
head of AODV-LL are comparable to in other
protocols for up to X=4. At X =38, however,
AODV-LL suffers a large overhead and a slight
reduction in its PDR. This can be explained as fol-
lows. The active timeout of routes in AODV-LL is
refreshed every time a packet is transmitted using
that route. Thus, if the interarrival time of the pack-
ets is larger than the active timeout, these routes will
be invalidated before being used despite them being
still valid. In this scenario, every packet attempted
to be sent may potentially result in a RoUTE
REQUEST. At X =8, the interarrival time of traffic
for a particular destination is 2% = 125, which is
greater than the active timeout (10s) used in the
simulations. As a result, a static network yielded a
routing overhead of 1,680,418 packets. This high
routing overhead is further responsible for the
reduction in PDR. The same scenario with a time-
out of 20 s resulted in an much lower overhead. This
exemplifies the crucial role of this timeout value in
the performance of the protocol. To avoid this mis-
match between the timeout value and interarrival
time, an adaptive timeout approach for AODV sim-
ilar to that for DSR-Link may prove useful.

Results for the medium mobility scenario as
depicted in Fig. 4c and d indicate that the routing

overhead of 4AODV-LL is the highest as compared
to all the other protocols and increases with X.
AODV-LL also shows a reduction in the PDR as
X increases. A similar trend is observed for the high
mobility scenario (Fig. 4e and f). Complete curves
for AODV-LL for a pause time of 0s are shown
in Fig. 1a and b, in which the three protocols corre-
spond to DSR-Path, AODV-LL, and DSDV-SQ,
respectively. In Fig. 1, for X =1 and 2, the routing
overhead of AODV-LL is higher compared to DSR-
Path and DSDV-SQ, but its PDR remains at nearly
80%. As X increases, the routing overhead of
AODV-LL increases almost linearly to about two
million packets. This increase of overhead is accom-
panied by a corresponding decrease in PDR to
about 31% at X =S8.

The higher routing overhead of AODV-LL at
medium to high mobility is best explained by com-
paring it to DSR-Path. Table 3 shows that for
X =2 and with a pause time of 0 s, DSR-Path and
AODV-LL initiate comparable numbers of route
discoveries (10348 and 10953). This is caused by fre-
quent route breakages due to the medium to high
mobility. However, the comparable numbers of
route discoveries translate into 524% more ROUTE
REQUEST transmissions in AODV-LL than in DSR-
Path. This is because DSR-Path uses aggressive
caching and promiscuous overhearing, and as a
result it has fewer propagating ROUTE REQUESTS
and better confinement of these propagating ROUTE
REQUESTS.

When X is increased to 8, the cost of maintain-
ing more connections (i.e., number of route discov-
eries) in both AODV-LL and DSR-Path increases.
DSR-Path is adversely affected because the limited
few cached routes in DSR-Path’s cache (due to the
limited capacity) can be used only for other nodes
along those routes. AODV-LL is adversely affected
because its distributed routes set up for one

Table 3
Routing overhead comparison between DSR and AODV simu-
lations for pause time 0 s

Route discovery

X=2 X=8 X=2  X=8

Route request

DSR-Path 10,348 24,395 148,046 302,026
DSR-NCache 7844 9078 49,732 41,604
AODV-LL 10,953 26,345 924,133 1,759,796
AODV-LL (20s) 10,953 17,321 924,133 1,328,189

AODV-LL (20 s) refers to AODV-LL with an active timeout of
20 s.
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connection cannot be used to deliver packets for
another connection, and because of the mismatch
between the active timeout (10s) and the packet
interarrival time (12's). To isolate the effect of this
mismatch, we ran AODV-LL with an active time-
out of 20s. Table 3 shows that with a pause time
of 0s, adjusting the active timeout reduces the
number of route discoveries by 53% and the num-
ber of route request packets by 32%. This improves
the PDR from 31% to 60% (as shown later in
Fig. 6).

Table 3 also shows that as X is increased from 2
to 8, while AODV-LL and DSR-Path have more
than a twofold increase in the number of discover-
ies, DSR-NCache has less than 15% increase in the
number of discoveries. This is because of its better
reuse of source routes already cached and not yet
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evicted. In particular, DSR-NCache (and similarly
DSR-Link) benefits from local reuse (using routes
discovered for one destination for another destina-
tion) and improved remote reuse (using routes
cached by other nodes) as compared to DSR-Path
and AODV-LL. As a result, it incurs lower overhead
and achieves a higher PDR than AODV-LL and
DSR-Path.

The optimizations proposed for AODV-LL such
as maintaining multiple alternate routes to each des-
tination (AODV-BR [24]) or accumulating paths
from RouTe REQUEsTs and RouTte REepLYS (40DV-
PA [18]) can improve the local and remote reuse
for AODV-LL. Thus, the performance of AODV-
LL under the new communication model exposes
design choices that are beneficial to the operation
of the protocol.

e . . . .
@ 2e+06 [ 4 g
% A
© Aoa
£ 1.5e+06 DSR-Path —+— E
o - DSR-NCache —*—
@ DSR-Link —-8---
2 DSDV-SQ ---e--
S 1e+06 | AODV-LL -4 1
o AODV-LL(20s) -~
o A
(o2
£ 500000 ]
>
o
T

0

: P e S —
0 200 400 600 800 1000 1200
Pause time (seconds)

PDR (%)

DSR-Path —+—
DSR-NCache —%—

AODV-LL -
AODV-LL(20s) -

0 200 400 600 800 1000 1200
Pause time (seconds)

DSR-Path —+—
DSR-NCache —*—
DSR-Link ---8---
DSDV-8Q ----e
AODV-LL --a-
AODV-LL(20s) -~

Delay (seconds)

0 200 400 600 800 1000 1200
Pause time (seconds)

Fig. 6. Routing overhead, PDR and delay for varying mobility and X. Routing overhead of AODV-LL is truncated for clarity of other
protocols. (a) Routing overhead (X = 2). (b) Routing overhead (X = 8). (¢c) PDR (X = 2). (d) PDR (X = 38). (¢) Delay (X = 2). (f) Delay

(X=3).



H. Pucha et al. | Computer Networks 51 (2007) 3595-3616 3609

6.1.4. Results: Effects of mobility together with the
number of connections

In this section, we revisit the simulation results of
Section 6.1 to study the effects of mobility on differ-
ent routing protocols for two values of X, 2 and 8.
In particular, the mobility in the network was suc-
cessively decreased from using a pause time of 0s
to a completely static network.

Fig. 6 compares the routing overhead, PDR, and
delay of all the protocols as the mobility changes.
For X =2, the results comparing DSR-Path and
AODYV-LL are similar to those reported in [8] which
used an average value of 1.5 for X. In particular,
AODV-LL has a higher routing overhead than
DSR-Path for all mobilities. The PDR of both on-
demand protocols are close to 100% at low mobili-
ties. For higher mobilities, the PDRs of both
protocols drop below 80%. However, AODV-LL
achieves a higher PDR than DSR-Path. This is con-
sistent with results in [12], which used a network of
100 nodes.

However, when X is increased to 8, the routing
overhead of both DSR-Path and AODV-LL
increases more quickly and the PDR decreases more
quickly with the mobility compared to X' = 2. The
increase in routing overhead is especially large
(beyond the range of the y-axis) for AODV-LL
because of the mismatch between its active timeout
and the interarrival time of the traffic as well as
wider propagation of RouTte REQUEsTs. To isolate
the effect of the non-optimal active timeout, we
reran AODV-LL with an active timeout of 20 s for
X = 8 and the results are shown in Fig. 6b, d, and
f. The results show that an optimal active timeout
can drastically improve routing overhead, PDR,
and latency.

DSDV-SQ delivers fewer packets as the mobility
in the network increases. This is because the routing
tables fail to converge in such a dynamic environ-
ment. Note that the lower constant routing over-
head of DSDV-SQ regardless of both X and
mobility is an attractive feature. When X =2,
DSDV-SQ has lower routing overhead and lower
PDRs than DSR-Path and AODV-LL for all mobil-
ities. A significant observation is that when X =38,
DSDV-SQ incurs lower routing overhead and
higher’ PDRs than DSR-Path and AODV-LL (with
active timeout 10 s) at high mobilities.

Unlike DSR-Path and AODV-LL, DSR-Link
and DSR-NCache incur almost the same amount
of routing overhead as X is increased from 2 to §,
and consequently achieving almost the same high

PDR across all mobilities. A close look shows that
DSR-Link suffers a higher routing overhead and
achieves a lower PDR at high mobilities when X is
increased from 2 to 8. This is due to the reliance
of its adaptive timeout on the traffic pattern as
explained in Section 6.1.

DSR-NCache exhibits superior delay perfor-
mance regardless of X, significantly reducing the
latency in highly mobile networks with complex
traffic patterns. The delay of DSR-Path sharply rises
for high mobility. This high delay in DSR-Path
occurs even for medium mobilities when X =8§.
Although AODV-LL and DSR-Link have good
delay performance at X =2, their delay increases
significantly with the mobility when X =28. Note
that in [12], a similar result where AODV-LL has
lower delay than DSR-Path for a network size of
100 nodes and X =1.5 was observed across all
pause times for similar speeds as those used in our
evaluation.

In summary, the effects of mobility on different
routing protocols for X = 8 are significantly differ-
ent from those for X=2. In general, mobility
imposes stress on routing protocols due to route
breakage and subsequent rediscovery cost, increased
data packet retransmission due to the use of stale
links, etc. On top of this, if the routing protocol
does not deal well with different traffic patterns
(such as increasing X), there is an additional burden
which causes performance to degrade significantly
when both mobility and traffic patterns are chal-
lenging (e.g., DSR-Path and AODV-LL). Protocols
that deal well with changes in X such as DSR-
NCache only have to deal with mobility rather than
both traffic patterns and mobility and thus fare
much better. Finally, protocols whose routing over-
head is independent of mobility such as DSDV-SQ
are not at all impacted and thus can be relatively
more useful in highly mobile scenarios. Overall,
these results reaffirm the importance of using a gen-
eral communication model to evaluate different
routing protocols.

6.1.5. Results: Effects of network size together with
the number of connections

In this section, we study the effect of varying the
network size on routing protocols with a general
traffic pattern workload.

The results in Fig. 7 show that the impact of X
exists both for a small 50-node network and a large
112-node network. For example, as X increases
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from 2 to 8, the routing overhead of DSR-Path
increases for both network sizes.

Thus, the impact of using a general traffic pat-
terns exists for varying network sizes. However,
the magnitude of the impact increases with the net-
work size. For example, as the network size is
increased, while the PDR of DSR-Path drops from
97% to 65% for X = 2, it drops from 95% to 28% for
X =8. Thus, considering a general traffic pattern
becomes increasingly important as the network size
increases. This is because the penalty paid for bad
route caching decisions is higher in larger networks
due to the high costs of route discovery.

6.2. Results: Effects of traffic concentration (keeping
C=S" X constant)

In this section, we evaluate the performance of
the protocols by increasing the traffic sources S in
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the network and simultaneously decreasing the X
value to keep the total number of connections in
the network C constant. While similar results are
observed for medium and high mobility scenarios,
we only show the results for high mobility scenarios
due to space limitation.

We vary the S as 10, 20, 40, 80 with the corre-
sponding X values as 8, 4, 2, 1. In each case
C =S X remains constant at 80 connections. Vol-
ume (V) is also kept constant at 60 packets/s, and
the interarrival time AT remains constant (1.33s)
for all the connections in all the scenarios. We
define traffic concentration as the spatial distribu-
tion of traffic sources in the network. Thus when
S'=280 and X =1, we say that the traffic concentra-
tion is low and the connections are evenly distrib-
uted. On the other hand, when S=10 and
X =8, we say that the traffic concentration is high
as all the connections in the network originate
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Fig. 7. Performance comparison for varying network size. Both X =2 and X = 8 are considered. Pause time is 0 s. (a) Routing overhead
(X' =2). (b) Routing overhead (X = 8). (c) PDR (X =2). (d) PDR (X =38). (e) Delay (X =2). (f) Delay (X = 8).
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Fig. 8. Routing overhead and PDR comparison as X increases keeping C constant for 112 nodes. Routing overhead of AODV-LL is
truncated for clarity of other protocols. (a) Routing overhead (pause time 0 s). (b) PDR (pause time 0 s).

from 10 out of the 112 nodes. We expect the rout-
ing overhead and PDR of all the protocols to be
largely unaffected by the traffic concentration as
the number of connections remains a constant.
Fig. 8 depicts the routing overhead and PDR of
the protocols evaluated as the traffic concentration
is increased.

First, the routing overhead and PDR of DSDV-
SQ of DSR-NCache remains constant irrespective
of the traffic concentration similar to the behavior
observed in Section 6.1.

Second, the routing overhead of DSR-Path
increases as the traffic concentration increases with
a corresponding decreased in PDR. As described
in Section 6.1, this degradation in the performance
of DSR-Path is due to the route competition in
the cache that occurs as the value of X increases.
Thus, the routing overhead of DSR-Path increases
with increased traffic concentration for a constant
number of connections.

Third, for DSR-Link, the routing overhead and
PDR are independent of traffic concentration. This
is intuitive since the number of connections and
the interarrival time of packets over each connec-
tion (AT) are identical across all scenarios which
results in similar feedback to the timeout mecha-
nisms in DSR-Link.

Fourth, similar to DSR-Link and DSR-NCache,
AODV-LL has a fairly constant routing overhead
and PDR for a given mobility at all levels of traffic
concentration. As noted in Section 6.1, in AODV-
LL there is no reuse between connections as each
connection needs an explicit path set up. Thus the
routing overhead of 40ODV-LL is directly affected
by the number of connections in the network. In this
scenario, as the numbers of connections are the
same, AODV-LL performs the same amount of
work to set up these connections and consequently
performs better than DSR-Path.

6.3. Results: Effects of traffic volume

In this section, we revisit the impact of varying
traffic volume on the performance of various proto-
cols under our communication model, i.c., with
varying number of connections per source node.
We do not depict these results due to lack of space
but discuss the main findings.

The traffic volume V' in our model can be
increased by increasing the packet rate per connec-
tion Z for a fixed number of connections per source
X and a fixed number of traffic sources S (V=
A+ X-S). Note that varying the traffic volume V is
very different from varying X while keeping V' con-
stant because in the latter, the overall network load
imposed by data packets remains similar.' Increased
traffic volume for a fixed X affects the performance
of DSR more adversely than AODV because DSR
has been shown to have a high MAC load [12]. This
is because the routing overhead of DSR is primarily
composed of unicast packets which incur the over-
head of RTS/CTS exchanges, whereas AODV has
a higher fraction of broadcast packets in its routing
overhead. This implies that for X = 1, if the traffic
volume is increased, AODV will increasingly out-
perform DSR as was shown in [12]. However, as
X increases, the large number of RouTE REQUESTS
in AODV outweigh the less link stress from fewer
unicasts. This implies that an isolated argument
about the impact of MAC load on the routing
performance may not be applicable for high values
of X.

! We note the medium access interference caused by the same
network load may still vary because it also depends on other
factors such as the traffic distribution (sources and destinations)
and the physical layer characteristics at the time of data
transmissions.
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Interestingly, in simulations run for high values
of X we found that as the traffic volume is increased,
the routing overhead of DSDV essentially remains
constant and it is able to deliver more packets than
either AODV-LL or DSR (DSR-Path and DSR-
Link).

In summary, while the increased traffic volume in
previous studies only stressed the effect of MAC
load due to data traffic, our model stresses the effect
of MAC load due to both data traffic and the main-
tenance of multiple connections.

6.4. Results: Effects of transient connections

In this section, we examine the effect of applica-
tions with transient connections on the performance
of routing protocols. We define such an application
to be one that at any point in time is equally likely
to choose any destination in the network to initiate
a connection with and these connections are short
lived. Examples of such applications are daemons
that interact with network services as well as appli-
cations built on top of structured p2p systems such
as CAN, Chord Pastry, and Tapestry [36,39,38,44].
Note that such applications essentially generate a
traffic pattern with large values of X though these
X connections are not simultaneously maintained.
As an example, we consider a generic object stor-
age/retrieval application (e.g., resource discovery).
At each node, we assume a Poisson arrival (using
an Exponential traffic generator) of requests to store
and retrieve information with each request directed
to a randomly chosen node. The net arrival rate of
requests from each node was matched to the traffic
volumes used for Section 6.1.

Fig. 9 compares the routing overhead, PDR, and
delay of each of the protocols considered as the
mobility is varied. We omit DSR-PathiInf from this
comparison due to inherent weaknesses in its design
as discussed in Section 6.1.
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Although transient connectivity shares the simi-
lar effect of increasing X for each node as in Section
6.1.4 (e.g., from 2 to 8), there are two key differences
between these two traffic patterns. In Section 6.1.4,
AT is constant and each node sends a packet over
each of its X connections in every interval AT
whereas here AT is exponentially distributed and
the number of packets sent by a node in every inter-
val AT is random. Additionally, in Section 6.1.4,
connections once initiated last for the duration of
the simulation whereas here each connection is tran-
sient (short lived). These differences in the traffic
pattern have the following key implications.

First, AODV-LL has a higher routing overhead
and lower PDR than what was observed in Section
6.1.4. Since the total unique connections initiated in
the network are potentially large, the routing over-
head of AODV-LL grows faster since each unique
connection requires a route to be set up. Addition-
ally, the interval between the repeated selection of
a particular node (e.g., to store or retrieve content
in the storage application) is random and typically
of the order of a few seconds. Thus routes discov-
ered by AODV-LL for one connection time out fre-
quently before they can be used again.

Second, compared to in Section 6.1.4, DSR-Link
has a higher drop in PDR as the mobility increases
and approaches that of DSDV-SQ at 0 pause time.
The higher routing overhead of DSR-Link as com-
pared to DSR-NCache is due to the timeout associ-
ated with its links as discussed in Section 6.1. When
connections are transient, the positive feedback to
link timeouts reduce further, resulting in frequent
timeouts for valid links. Compared to DSR-
NCache, the drop in PDR of DSR-Link is due to
the increased number of RouTE ERRORS.

An additional observation is that now DSDV-SQ
outperforms both DSR-Path and AODV-LL at high
mobilities by delivering more packets with lesser
routing overhead.
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Fig. 9. Routing overhead and PDR varying mobility and X for p2p traffic pattern in 112 nodes. (a) Routing overhead. (b) PDR.
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In summary, application with transient connec-
tions affect protocols with static or adaptive time-
outs. The interarrival time between packets over
the same connection is an important factor that
affects performance. Large interarrival times with
short flows reduce the caching efficiency and cause
timeouts of valid routes and links.

6.5. Results: Effects of clustered issue

In this section, we study the effect of clustered
issue on the performance of protocols by comparing
the performance of each protocol under the clus-
tered issue model with that under the random issue
model. The clustered issue model may better reflect
the behavior of a node for certain applications, for
example, upon starting up, a node in a deployed
ad hoc network typically initiates all its network
connections to network services within a short span
of time. Intuitively, the resulting clustered packet
issuing would cause increased network congestion
and consequently multi-access interference which
would then degrade the routing performance.

We compare the performance of individual pro-
tocols under the two models as we keep the traffic
volume V constant and vary the total number of
connections C by varying X from 1 to 8. In the clus-
tered issue model, #artup is chosen to be 1.33 s. Traf-
fic patterns were generated such that the X
connections initiated by each node are identical in
both models, and only the time of initiation are dif-
ferent. Keeping the mobility and all other parame-
ters of the communication model identical under
the two issue models enables us to isolate the effects
of clustered issue and random issue.

We do not depict performance results for this
section because we found that the performance of
all the protocols is largely similar for both models
independent of the value of X. Our findings are
summarized as follows: When connections are initi-
ated together within a short span, RoUTE REQUESTS
for these connections are also initiated within that
short span. For all DSR based protocols, these
simultaneous discoveries can result in the reuse of
one discovered route for another connection. In
contrast, in the random issue model, since the time
at which different connections send packets are
independent of each other, and thus spaced out
from each other, RouTe REPLYS received for the
ith connection are more likely to become invalid
by the time a route needs to be discovered for the
(i + 1)th connection. The performance comparison

suggests that this better reuse under the clustered
issue model balances out the increased congestion
due to clustered packet issuing.

AODV-LL cannot reuse the routes learned for
one destination to deliver a packet to another desti-
nation. However, since AODV-LL has an on-
demand nature, a clustered issue of data packets
within [T, T + tsarp] does not imply that those data
packets are actually sent out within that interval.
Many data packets could be buffered awaiting the
discovery of routes, resulting in some fraction of
packets being sent out in the interval [T + fsarwp
T + tgarup T AT]. This balances out the increased
congestion due to clustered issue, resulting in similar
performance in AODV-LL under the two models.
This effect also occurs for DSR based protocols
although at a smaller scale due to the use of aggres-
sive caching and consequently a lower probability of
buffering a packet pending the discovery of a route.

DSDV-SQ showed a slightly lower PDR for high
values of X in the clustered issue model as compared
to the random issue model. The congestions due to
control overhead for DSDV-SQ under the two traffic
patterns are identical, since the periodical control
packets are independent of the data packets. The
increased interference due to clustering of data pack-
ets cannot be offset by reuse (as in DSR) or spread-
ing out the transmission time of data packets (as in
AODYV) which causes the PDR to drop slightly.

In summary, although clustered packet issuing
may generate more congestion and consequently
higher multi-access interference than random packet
issuing, our simulation results show that the perfor-
mance of all protocols are largely similar under the
two models. This suggests that although the clus-
tered issue model may better reflect the traffic pat-
terns generated by many nodes, it is sufficient to
just use the random issue model in the study of ad
hoc routing protocols.

7. Conclusions

As mobile ad hoc network (MANET) systems
research has matured and several testbeds have been
built to study MANETS, research has focused on
developing new MANET applications which can
present much more complex traffic patterns as a
workload to routing protocols. In this paper, we first
pointed out that the communication model typically
used to evaluate MANET routing protocols uses an
overly simplistic traffic pattern which restricts the
number of connections that originate from each
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source node to be 1.5 on average, and thus may not
represent traffic patterns in new applications devel-
oped for MANETs. We proposed a more general
communication model that varies the number of con-
nections per source node and thus enables perfor-
mance studies to decouple the performance impact
of the traffic volume, the number of traffic source
nodes, and the number of connections per traffic
source node. We then presented a detailed study of
the effects of varying the number of connections
per source (X) on the performance of various routing
protocols. Our simulations showed that many of the
conclusions drawn in previous comparison studies
no longer hold true. We list the main findings and
conclusions of this study in Table 4 which highlight
the need for protocol designers in MANETS to take
into account general traffic patterns.

First, we showed that the performance of two
popular protocols DSR and AODV degenerate
when a node on average maintains connections to
a larger subset of nodes than was previously used
while keeping the total traffic volume constant.
More importantly, we showed that the degeneration
was not due to an increase in medium access inter-
ference but rather the design of the protocols. Sec-
ond, our results showed that as X is increased, the

Table 4
Summary of findings

Under restricted
traffic pattern

Under general traffic pattern

Previous conclusion valid for small
values of X. At high X, DSDV can
outperform DSR-Path and AODV

At high mobility,
DSDV delivers
fewer packets than
DSR-Path and
AODV

DSR-Path is the best
path-cache-based
DSR version

Poor cache organization was not
exposed in using simplistic traffic
pattern. NCache structure is better
than capacity-limited path cache
structure

Timeouts adapted to traffic pattern can
evict valid routes

Adaptive timeouts in
DSR-Link reduces
route errors

AODV performs
better than DSR at
high mobility and
large volume

AODV is more
scalable than DSR

Previous conclusion valid for small X.
At large X, AODV may not reach
volumes at which it outperforms DSR

Previous conclusion valid for small X.
At large X, the gain due to hop-by-hop
routing can be offset by lack of
extensive caching

The table first lists the findings of previous studies under the
previously used simple restricted traffic pattern along with the
corresponding new findings under a general traffic pattern.

routing overhead of DSR and AODV increases
which implies that the volume of data packets that
can be delivered reduces. Thus, the value of X is also
an important factor in deciding the maximum traffic
volume a protocol can withstand. Third, we showed
that in addition to the route discovery and mainte-
nance mechanisms and the overhead of carrying
the source route in each data packet, the value of
X is also an important factor in deciding the net-
work size to which a protocol can be scaled. Fourth,
we showed that a proactive protocol such as DSDV
can be attractive in networks with rich connections
and moderate to low mobility. Fifth, our results
indicate that the larger interarrival rates between
data packets on the same connection affect proto-
cols with static and adaptive timeout mechanisms
in addition to reducing caching efficiency. This indi-
cates that applications such as those that interact
with network services and consequently have short
lived flows pose a challenge to routing protocols.
Lastly, we proposed a new caching structure for
DSR that performs well disregarding the number
of connections per source node.

Our work motivates the need for performance
evaluation of ad hoc networks to not only include
rich and diverse mobility models as has been done
in the past but also include diverse traffic patterns
that stress a wide set of protocol design issues.
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