When is the Quasi-Steady-State Approximation Admissible in Metabolic Modeling? When Admissible, What Models are Desirable?
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A strategy is presented for scrutiny of the quasi-steady-state (QSS) approximation in metabolic modeling that involves tracking dynamic data on extracellular products in so-called flux, as well as yield vector spaces when the substrate uptake flux is perturbed sinusoidally about some average value with specified frequency and amplitude. Criteria accrue for the diagnosis of any violation (and its extent) of the QSS approximation and are applied to data produced by simulations from models free from the QSS approximation. It is shown that, even when the assumption is admissible, the choice of the appropriate QSS model depends on the frequency and amplitude of the perturbation. Three different QSS models in the literature, viz., dynamic flux balance analysis, the macroscopic bioreaction model, and the hybrid cybernetic model, are evaluated, and circumstances are identified when one or more of the QSS models might be valid, as well as when none of them are.

1. Introduction

We are pleased to contribute to a festschrift for Mumbai University’s Professor J. B. Joshi, whose forte has been to focus engineering fundamentals on understanding and improving engineering equipment. Although our article falls short of such a healthy goal, its claims to facilitating a colleague dedicated to engineering practice could hopefully be based on addressing an issue closely linked to model reduction for a quantitative study of bioreactors essential to the commercial exploitation of bioprocesses. Low-order metabolic models that might be facilitated by the study reported here could be attractive complements in the study of fermentation processes to the computational fluid dynamics of long interest to Professor Joshi.

Quantitative treatment of detailed metabolic processes has its roots in flux balance analysis (FBA), the edifice of which is the quasi-steady-state assumption (QSSA) of intracellular variables that quickly reach steady state with respect to varying external fluxes. The broad objective of this article is thus to examine the circumstances under which data obtained permit the application of the QSSA and whether suitable quasi-steady-state models (QSSMs) are available. The circumstances envisaged are those created by the effects of externally imposed dynamic changes in the substrate uptake flux on all extracellular variables, which can be examined in two alternative ways. One is to view the transient response in flux space (i.e., the space of all reaction rates), and the other is to consider the yield vector space pertaining to the yield of all extracellular products of metabolism per unit mass of substrate consumed. It can be readily shown that the QSSA will confine transient metabolism within a flux cone in flux space and within a finite convex hull in yield vector space. Thus, if the representation of transient metabolism in either of the foregoing spaces were to transgress their corresponding confines, a violation of the quasi-steady state (QSS) is implied. The extent to which such a transgression occurs will also provide a measure of how seriously the QSS is violated. Clearly, the risk of transgression is enhanced if the imposed temporal variation of the uptake flux is both substantial and rapid, as determined, for example, by the amplitude and frequency of a sinusoidal variation about some average. High amplitudes and frequencies would indeed endanger the QSSA, and it is our objective to get a sense of the extent and speed of this change in the substrate uptake rate (characterized by a point in the amplitude–frequency plane).

It must now be apparent that, even if metabolic trajectories satisfy the QSSA by staying within the indicated confines, the existence of a satisfactory QSSM cannot be taken for granted. From the point of view of addressing this concern, we next survey the range of available QSSMs.

The measurement of external fluxes, enabled by measurements of substrate concentrations in the extracellular medium, together with stoichiometric coupling and optimization criteria such as maximization of biomass yield constitute the foundation of FBA. Also of interest are modeling approaches predicated on decomposing the metabolic network into so-called elementary modes (EMs), which are essentially a (teeming) collection of various pathway alternatives for converting external substrate into biomass and metabolic products.1 Within such a framework, models address the distribution of substrate uptake through the different modes. In particular, the more recent cybernetic models of Ramkrishna and co-workers2–4 consider metabolic regulation, a prime aspect of biological processes, as the optimal distribution of uptake rates for the organism to accomplish a global goal such as maximizing the rate of growth or carbon uptake. The optimal goal is sought by investment of a fixed amount of resources required for (preferential) synthesis of enzymes that catalyze the various metabolic reactions. Young and Ramkrishna5 further model regulation of individual reactions in each EM through optimal distribution of available resources to maximize the flux through that mode. The above model framework requires elaborate measurements for the identification of model parameters. A somewhat simplified cybernetic framework is available from the work of Kim et al.,6 which imposes the QSSA for all intracellular variables, thus confining explicit consideration of regulation to only the uptake reactions that ensure the global goal of the organism. The resulting hybrid models, so named because they hybridize the cybernetic approach6,7 with the steady-state assumption for internal metabolites, contain significantly fewer parameters to be identified. However, the large number of EMs adds considerably to the kinetic parameters associated with substrate uptake rates, leading to an overparameterization problem, as measurements available for identification are restricted to the limited number of extracellular
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variables. In this connection, the work of Song and Ramkrishna shows how a substantial reduction can be effected on the number of EMs from an inspection of experimental data on the yield vector space for extracellular products. Such (or other) model-reduction strategies also enable a class of models proposed by Provost and co-workers, called macroscopic bioreaction models (MBMs), which consider an unregulated distribution of substrate uptake through the different EMs.

To summarize, a collection of models based on the QSSA are available, which we denote as (i) dFBA (where the prefix d signifies the dynamic adaptation of FBA), (ii) MBMs, and (iii) hybrid cybernetic models (HCMs). The models must be tested on experimental data produced by imposed sinusoidal changes in the organisms’ environment. Indeed, not only are such data unavailable, but they can also be obtained only with extended experimental effort for which some guidance as to what might be expected from such experiments is most desirable. In this connection, it would appear that data produced by simulations of models of metabolic systems that are free from the QSSA would be sufficient. However, for such an exercise to have potential import for real metabolic systems, the dynamic models must have had a healthy established relationship with dynamic data. The cybernetic model of Young et al. satisfies this criterion by virtue of its success in accurately simulating two different strains of Escherichia coli. As another source of data, we simulate a kinetic model on yeast metabolism due to Teusink et al. The primary concern is to examine whether the QSSA is acceptable for those full-order dynamic models and, if so, which specific QSSM is recommended.

This article begins with a brief description of full-order dynamic models to be considered later in the case studies (i.e., kinetic and cybernetic models) and shows how they are reduced to provide a clear understanding of individual models, which is essential for evaluating their applicability. Then, methodologies for testing the applicability of QSSMs in a hierarchical manner are proposed. The examples considered present various cases where QSSMs might or might not be applicable.

2. Metabolic Modeling Based on the QSSA

2.1. Full-Order Dynamic Metabolic Models. Cell growth (in a batch culture) can be described by the following set of differential equations

\[ \frac{1}{c} \frac{dx}{dt} = S_x r \]
\[ \frac{dm}{dt} = S_m r - \mu m \]
\[ \frac{1}{c} \frac{dc}{dt} = \mu \]

where \( x \) is the vector of \( n \) extracellular components, \( m \) is the vector of \( n_m \) intracellular components, \( \mu \) is the growth rate of biomass, \( c \) is the biomass weight defined per unit volume of the culture, and \( r \) is the vector of \( n \) fluxes. The matrices \( S_x \) and \( S_m \) represent the \((n_x \times n)\) and \((n_m \times n)\) matrices stoichiometrically relating \( r \) to the exchange and intracellular fluxes, respectively. The vector of extracellular species \( x \) can be split into the vector of \( n_x \) substrates denoted by \( x \), and the vector of \( n_y \) products denoted by \( x_p \). Similarly, the stoichiometric matrix \( S_x \) for extracellular species can be decomposed into the \((n_x \times n)\) matrix \( S_{x'} \) for substrates and the \((n_p \times n)\) matrix \( S_{x_p} \) for products. The growth rate \( \mu \) can be obtained from the relation with the intracellular fluxes

\[ \mu = h^T r \]

where the vector \( h \) denotes the contribution of each flux to biomass growth, which is available in the biological literature.

All fluxes within the metabolic network are tightly regulated to maintain their metabolic functions vital for survival under various environmental and genetic perturbations. Such a regulatory effect is, however, difficult to reflect fully in typical kinetic modeling where \( r \) is related to extracellular and intracellular metabolites only using specific kinetic forms, that is, \( r \) is represented as a function of \( x \) and \( m \). On the other hand, the cybernetic approach models the fluxes as being regulated by controlling enzyme levels and their activities as follows

\[ r_i = \frac{v_i e^{\beta_i}}{e^{\beta_i} + k_i} \]

where \( e_i \) is the level of enzyme catalyzing the \( i \)th reaction, \( v_i \) is the kinetic variable representing the enzyme activity, and \( r_i^{kin} \) is the unregulated reaction rate, which is the part that is kinetically modeled. Consequently, \( r \) is represented as a function of both enzyme levels and metabolic concentrations. The enzyme synthesis reaction is given by

\[ \frac{de_i}{dt} = \alpha_i + u_i e^{\beta_i} - (\beta_i + \mu) e_i \]

where the four terms on the right-hand side represent the constitutive and inducible synthesis rates, the degradation rate, and the dilution rate by growth, respectively; \( u_i \) is the kinetic variable regulating the induction of the \( i \)th enzyme; and \( \beta_i \) is the unregulated part of the inducible rate of the \( i \)th enzyme synthesis. The cybernetic variables \( u_i \) and \( v_i \) are determined according to the cybernetic control laws established by Young and Ramkrishna, and Young et al., where cellular regulation is described at the local and global levels using the concept of pathway analysis (i.e., EM analysis). In other words, the local cybernetic variables \( (u_{i_L} \text{ and } v_{i_L}) \) are determined such that the flux through an individual EM is maximized, and the global cybernetic variables \( (u_{i_G} \text{ and } v_{i_G}) \), which adjust the activation of EMs, are determined depending on their contribution to an overall objective function. The overall cybernetic variables are obtained by combining the local and global variables. This formulation is called Young’s model (YM), which is now taken as a standard for modern cybernetic modeling. The concept of EMs is provided below in more detail. For a complete description of the YM, readers should refer to the original articles cited above.

2.2. QSSA. In metabolic modeling, it is often assumed that the intracellular metabolites are at a steady state while the extracellular metabolites are dynamic. This is due to the empirical observation that intracellular reaction fluxes are characterized by relatively fast dynamics in comparison to exchange fluxes (i.e., uptake and excretion fluxes). The QSSA is simply translated into the following stoichiometric balances

\[ S_m r = 0 \]

This equation comes from eq 2 assuming that the dilution term by growth (i.e., \( \mu m \)) is negligible.

2.3. Structure of QSSMs. QSSMs are constructed by combining eqs 1, 3, and 7. Note that eq 2 is replaced by eq 7 in QSS modeling, implying that intracellular fluxes immediately adapt themselves to varying exchange fluxes so that the QSS is maintained all the time. Because of this aspect, the intrinsic application of QSSMs is oriented toward predicting the con-
centration of extracellular metabolites. The estimation of intracellular flux distributions, which is also one of their important usages, is made relying on such external variables. Three QSSMs among other possible varieties are considered here, namely, dFBA, the MBM, and the HCM.

dFBA is an extension of FBA, one of the most widely used tools for analyzing metabolic systems, to dynamic modeling. FBA employs linear programming (LP) to obtain the solution of eq 7, which is often underdetermined (i.e., the number of unknowns is greater than the number of equations). The uptake fluxes are required to be given as an input to an LP problem where the rest of fluxes are calculated so as to maximize a prescribed objective function $J$ (e.g., the biomass yield). dFBA has the same framework as FBA except that the uptake flux is described using a kinetic expression. The formulation of dFBA can be summarized as follows

$$ 1 \frac{dx_i}{dt} = -r_i, \quad (8) $$
$$ 1 \frac{dx_p}{dt} = r_p, \quad (9) $$
$$ 1 \frac{dc}{dt} = \mu, \quad (10) $$

where the vector of substrate uptake fluxes, $r$, and the vector of product secretion fluxes, $r_p$, correspond to $(-S \cdot r)$ and $S \cdot r$, respectively. Given $r$, $r_p$, and $\mu$ are determined by solving the following LP problem

$$ \max_j J = \sum_i \lambda_i r_i, \quad (11) $$

subject to

$$ S \cdot x = 0, \quad r^{\min} \leq r \leq r^{\max}, \quad (12) $$

where $\lambda_i$ is the weight of the $i$th flux and $r^{\min}$ and $r^{\max}$ are the vectors for upper and lower bounds on the fluxes, respectively. The formulation of the MBM and HCM, on the other hand, relies on convex analysis which shows that the solution space forms an unbounded polyhedral cone in flux space. The convex basis vectors spanning the solution space are EMs that correspond to the edge vectors of the cone under the situation that all exchange fluxes are irreversible, which can always be assumed by decomposing any reversible flux into two irreversible ones. Then, any feasible flux vectors satisfying the stoichiometric balances should lie on or inside the cone and thus can be represented by convex (or nonnegative) combinations of EMs

$$ r = Zr_M, \quad r_M \geq 0, \quad (13) $$

where $Z$ is the $(n_i \times n_s)$ matrix, $r_M$ is the vector of $n_s$ weights of the EMs. Each element of $r_M$ also represents the vector of throughput fluxes associated with individual EMs. Substitution of eq 13 into eq 1 leads to

$$ 1 \frac{dx}{c \ dt} = Z \cdot r_M, \quad (14) $$

where the matrix $Z$ is introduced to denote $S \cdot Z$ for simplicity. The throughput fluxes $r_M$ can be interpreted as the uptake fluxes through EMs if $Z$ is normalized with respect to a reference substrate as assumed here. Then, the total uptake flux is given by the summation of the elements of $r_M$, and the other fluxes are determined from stoichiometric ratios imposed by associated EMs.

The MBM and HCM differ from each other in evaluation of the individual uptake fluxes through EMs. For the MBM, the flux vector $r_M$ is represented by a kinetic expression, whereas the HCM accounts for regulation of the uptake flux through that of the enzyme levels and their activities. Following the usual representation of reactions in cybernetic modeling, an individual uptake flux associated with the $i$th EM in the HCM is modeled as

$$ r_{M,i} = v_{S,i} \cdot \epsilon_{M,i}^{\text{kin}} \quad (15) $$

and

$$ \frac{dr_{M,i}}{dt} = \alpha_{M,i} + \mu v_{S,i} \cdot \epsilon_{M,i}^{\text{kin}} - (\beta_{M,i} + \mu) \epsilon_{M,i} \quad (16) $$

where the subscript $M$ denotes the mode composed of a set of local reactions. The interpretation of eqs 15 and 16 is the same as the interpretation of eqs 5 and 6.

Considering the role of $r_M$ as the weights of the EMs, the difference between the MBM and the HCM lies in the former neglecting regulation, whereas the latter takes the cybernetic view of regulation in splitting the total uptake rate into EMs. It is noteworthy that, because of the neglect of regulation, the distribution of substrate uptake among EMs varies much less in the MBM than in the HCM, producing substantial variations in some situations in the predictions of the two models.

Figure 1 illustrates how full-order and QSSMs are related to one another.

### 3. Methods for Evaluating the Applicability of QSSMs

A QSSM could be evaluated from direct comparison of the model predictions with the experimental data (i.e., extracellular measurements in this work). The applicability of a QSSM could then come into serious question if the model predictions depart substantially from the experimental data. This is a demanding criterion for complete approval of the model. One drawback of this test is that it is difficult to uncover the sources of error, if observed. The error of a QSSM might originate from various sources, such as (i) insufficiency of the metabolic network, (ii) inapplicability of the QSSA, (iii) inadequacy of other additional hypotheses introduced in individual QSSMs, (iv) poor parameter identification, or any combination thereof. This section provides a systematic methodology by which the individual error sources are examined in a stepwise manner.

#### 3.1. Checking the Stoichiometric Model Using Steady-State Data

The evaluation of the applicability of QSSMs can begin with the stoichiometric model (or network model). Basically, the stoichiometric balances given by eq 7 should be satisfied by the experimental data collected at steady state. This condition can be restated as requiring that the extracellular measurements be represented by a convex combination of EMs, that is

$$ \min_{w} \|r_M^{\text{ss}} - Z \cdot w\|_2 \leq \varepsilon_x, \quad 0 \leq w \quad (17) $$

where $r_M^{\text{ss}}$ is the vector of $n_s$ (exchange) fluxes taken from the metabolic system at steady state, $w$ is the vector of $n_s$ weights of the EMs in flux space, $\varepsilon_x$ is the tolerance for the error, and $\|\cdot\|_2$ represents the L-2 norm. [Note that, although it was already stated in eq 13 that $r_M$ has the meaning of the weights, a separate notation $w$ (or $w$ in eq 18) was used to indicate that the latter is not related to the kinetic description, unlike the former.]

Equivalently, the criterion of eq 17 can be rewritten with respect to yields, instead of fluxes, as follows

$$ \min_{w} \|y_M^{\text{ss}} - Z \cdot w\|_1 \leq \varepsilon_y, \quad \|w\|_1 = 1, \quad 0 \leq w \quad (18) $$

where $y_M^{\text{ss}}$ is the vector of $n_y$ yields taken from the metabolic system, and $w$ is the vector of $n_y$ weights to EMs in yield space.
εγ is the tolerance, and ∥·∥1 represents the L-1 norm. The steady-state yield vector $y_{mss}$ is obtained by normalizing $r_{x,mss}$ with respect to the uptake flux of a reference substrate, $r_{ss}$.

$$y_{mss} = r_{x,mss} / r_{ss}$$

(19)

It is noted that the vector $y_{mss}$ always allocates a -1 value to the element corresponding to the reference substrate. Here, the positive/negative signs indicate the production/consumption of species. If the fluxes are defined on a carbon-mole (or mass) basis, the yield coefficients for the products are always confined to the range of 0 - 1.

Although eq 17 or 18 can serve equally well as a criterion, the latter is preferred for use in this work for convenience in the pictorial analysis. If neither criterion is met, the network should be examined for missing important pathways.

### 3.2. Evaluation of the QSSA Using Dynamic Data.

The next stage is to evaluate the QSSA once the preceding criterion is satisfied. The violation of the QSSA (denoted by $E_{QSSA}$) can be quantified as

$$E_{QSSA}(t) = \min_{w(t)} \| r_{x,mss}(t) - Z_y w(t) \|_2$$

(20)

in flux space or

$$E_{QSSA}(t) = \min_{w(t)} \| y_{mss}(t) - Z_y w(t) \|_2$$

(21)

in yield space. The dynamic flux (or yield) data in eqs 20 and 21 can be obtained from the transient concentrations of extracellular species generated by perturbing the system.

Equations 20 and 21 measure the excursion of the trajectory from an unbounded polyhedral cone in flux space and a bounded convex hull in yield space, respectively, as shown in Figure 2. Then, the QSSA can be approved if the following criterion is met

$$\max_t E_{QSSA}(t) \leq \epsilon_x \text{ or } \max_t E_{QSSA}(t) \leq \epsilon_y$$

(22)

If the QSSA is shown to be violated, it might be necessary to forego it for metabolites showing slow dynamics. Then, QSSMs can be redesigned with the QSS assumption on a subset of intracellular metabolites, instead of on the full set.

### 3.3. Analysis of the Transient Data in Yield Space.

Even when the QSSA is valid, this fact does not ensure the availability of QSSMs of high quality. This is because a QSSM necessarily involves other additional assumptions that might or might not be valid. Recall that dFBA postulates that metabolic fluxes are controlled so as to maximize the yield of a certain component (e.g., biomass). This hypothesis leads to determination of the...
intracellular flux distribution and product concentrations from a single mode (possibly among many EMs with the same yield of the target product included in the objective function). On the other hand, the MBM and HCM view the uptake flux as being distributed among different EMs. The overall uptake flux is then estimated by convex combinations of EMs. As pointed out earlier, the difference between the HCM and the MBM lies in the former accounting for cellular regulation in distributing the uptake flux based on a global objective. A QSSM might or might not be applicable depending on the applicability of these hypotheses. Clearly, the selection of the best model among three candidates is a separate task from the evaluation of the QSSA.

The investigation begins with examining the characteristics of the transient data that might allow a preliminary screening of the candidate models. Several possible cases are delineated using a simple example illustrated in Figure 3.

Figure 3a features an application for which dFBA, the MBM, and the HCM could be considered. Two conditions should be satisfied for the application of dFBA. First, the steady-state yield data point must be found around a vertex of the convex hull, because the solution of LP is given by one of the extreme points.17 (Note that the case in which the number of LP solutions is infinite is not considered here.) Second, the trajectory of dynamic yield data must stay sufficiently close to the steady-state point even under perturbation. These requirements imply that one element of the weight vector \( w \) in eq 21 is (close to) unity and the rest are (almost) zero. In Figure 3a, \( w_{y,1} \approx 1, \) and \( w_{ij} \approx 0 \ (i = 2–4). \)

Figure 3b,c shows cases where dFBA cannot be applied even though the QSSA is admissible. Unlike the case in Figure 3a, three modes of \( EM_1 - EM_3 \) are required to represent the steady-state data, that is, \( w \) has three nonzero elements. The MBM and HCM appear to be applicable to the case of Figure 3b where the change of yield vector in transient is small (i.e., three nonzero elements of \( w \) are almost constant). In Figure 3c, on the other hand, a dynamic shift among the weights occurs; that is, \( EM_1 - EM_3 \) are activated for some period, and the whole set of EMs is activated for another period. In such a case where the change of yield vector in transient is large, three possibilities exist: (i) both models work, (ii) only the HCM works, or (iii) neither one works. This should be revealed by rigorous model validation using the experimental data.

Finally, Figure 3d presents a case where no QSSM is applicable because of the violation of the QSSA, which can be detected at the preceding stage of checking criterion 22.

3.4. Summary. The decision on whether QSS modeling is appropriate involves several stages presented in Figure 4. Of main interest is whether the QSSA is admissible and, if it is, which among the class of QSSMs considered serves the best.

The QSSA is evaluated in terms of the fitting error between \( y_{m}(t) \) and \( Z_w w_j(t) \). If this deviation is significant [i.e., \( E_{QSSA}(t) > \varepsilon_j \), it implies that the assumption that (all) intracellular metabolites are at QSS is inadmissible. Possibly, some of the intracellular metabolites can show relatively slow dynamics so that they might not be governed by the QSSA. Thus, to eliminate this error source, the QSSA should be selectively applied to intracellular metabolites that show sufficiently fast dynamics.

If the error of the QSSA is negligible [i.e., \( E_{QSSA}(t) \approx \varepsilon_j \)], we move to the selection of the best model among the candidates, i.e., dFBA, the MBM, and the HCM. A qualitative analysis of the transient data in yield space might provide information on the appropriateness of the basic hypotheses of individual QSSMs, by which a preliminary screening might be possible. The validation of the selected model is to be made at the final stage by comparing model predictions with the system data.

It is important to note that our assessment of QSSMs has been restricted to discriminating between the behavior of the model and that of the real system in the presence of sinusoidal perturbations. However, in view of inherent nonlinearities, one might find differences between the real system and the QSSM with respect to bifurcation behavior for steady-state multiplicity and periodic oscillations. Although such nonlinear effects could be expected to manifest in a sinusoidally perturbed system, a thorough investigation of such differences in nonlinear behavior would require a concerted application of nonlinear methodology.

4. Case Studies

Using the proposed methods, two metabolic systems are examined as case studies in terms of whether they can be described by low-dimensional QSSMs. Because of the unavailability of the appropriate sets of experimental data, in silico systems that are free from the QSSA were used instead. One is the kinetic model for the metabolism of \( Saccharomyces cerevisiae \) considered by Teusink et al.,11 and the other is the cybernetic model for the metabolism of \( E. coli \) developed by Young and co-workers.2,4 The metabolic networks of yeast and \( E. coli \) considered therein are given in Figure 5a,b, respectively. In both cases, glucose is fermented under anaerobic conditions.

The behaviors of two systems are profoundly different mainly because the latter accounts for cellular regulation whereas the former does not. Each system is put under sinusoidal fluctuation of uptake flux with different magnitudes and frequencies. The resulting flux data are converted to yield data following the idea suggested in the previous section.

4.1. Metabolic System Considered by Teusink et al.11 The kinetic model considered by Teusink et al.,11 involves glucose uptake and secretion of various fermentation products such as glycogen, trehalose, ethanol, glycerol, and succinate (Figure 5a).

The entire parameter set in this model for the synthesis of various metabolites was determined by in vitro experiments under conditions similar to those in the in vivo system. Thus,
the model presents an attractive source of transient data from a metabolic system, as the applicability of the QSSA is associated with the relative magnitudes of kinetic parameters for substrate uptake and intracellular reactions. Of course, insofar as regulatory effects are not included, the connection of the model to reality must remain incomplete.

Figure 4. Hierarchical evaluation of the applicability of QSSMs.

Figure 5. Metabolic networks considered in case studies that were redrawn from (a) Teusink et al. and (b) Young et al. Slight modifications were made from the original networks: All exchange fluxes are set as irreversible in a, whereas the decomposition reaction of FOR into H₂ and CO₂ was neglected in b. The metabolites surrounded by boxes were treated as extracellular in decomposing the network into EMs.

The main concern is to examine whether the dynamics of this full-order kinetic model can be described by a reduced-order model based on the QSSA. The model was downloaded from JWS online, which serves as a repository for dynamic metabolic models, and was slightly modified such that exchange reactions are irreversible. Using METATOOL v.5.0,
Table 1. Net Reactions of EMs for the Yeast Network Considered by Teusink et al.\textsuperscript{11}

<table>
<thead>
<tr>
<th>EM</th>
<th>Net reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GLC = 2ETH + 2CO$_2$</td>
</tr>
<tr>
<td>2</td>
<td>7GLC = 5GOL + SUC + 7ETH + 9CO$_2$</td>
</tr>
<tr>
<td>3</td>
<td>3.5GLC = TRE + 3ETH + 3CO$_2$</td>
</tr>
<tr>
<td>4</td>
<td>2GLC = GLY + 2ETH + 2CO$_2$</td>
</tr>
</tbody>
</table>

the metabolic network was decomposed into four EMs as shown in Table 1. (Note that Schwartz and Kanehisa\textsuperscript{20} obtained eight EMs from the same network system, which is ascribed to neglecting the involvement of cofactors in metabolic reactions.)

For the purpose of illustration, we confine ourselves to the prediction of only two products, ethanol (ETH) and glycerol (GOL). The steady-state data for the system at three different uptake fluxes were plotted in two-dimensional yield space of $y_{\text{GOL}}$ and $y_{\text{ETH}}$. It is shown in Figure 6 that the positions of the steady-state yield data vary depending on the magnitude of the uptake flux. Because the steady-state data are away from a vertex of the convex hull, FBA (and subsequently dFBA) cannot be used to describe the system. Of course, insofar as this judgment against dFBA is based only on a comparison with data simulated from the model of Teusink et al.,\textsuperscript{11} the conclusion is suspect. However, our objective was simply to show how such a conclusion can be drawn from metabolic data.

To evaluate the applicability of the QSSA, the dynamic data were generated using the following sinusoidal inputs (i.e., glucose uptake fluxes)

\[
r_{\text{GLC}}(t) = r_{\text{ref}}[1 + \xi \sin(\omega t)]
\]

where $r_{\text{ref}}$ is the reference uptake flux, $\xi$ is the fluctuating magnitude, $\omega$ is the frequency, and the period of the input ($T$) is given by $2\pi/\omega$. In this study, $r_{\text{ref}}$ was set to 4800 mmol (L of cytosol)$^{-1}$ h$^{-1}$ and $\xi$ and $\omega$ were varied from 0.1 to 0.3 and from $15\pi$ to $600\pi$ h$^{-1}$, respectively. The resulting trajectories of the yield vector are shown in Figure 7. The small figures replicated in Figure 7 have the same scale (on a relative basis) as Figure 6, which is marked.

The trajectory of the yield vector under perturbation stays close to the steady state when the values of $\xi$ and $\omega$ are small (i.e., $\xi = 0.1$ and $\omega = 15\pi$), implying that the weight vector in eq 18 remains almost constant. The trajectories tend to move around more and more as the values of $\xi$ and $\omega$ increase, and finally, a significant excursion is made to the exterior of the convex hull, for example, at $\xi = 0.3$ and $\omega = 600\pi$. This shows that the QSSA is violated under such a severe perturbation to the system, implying that no QSSMs can be applied to describe the original system under such conditions. One possible remedy for this, as suggested earlier, is to forego the QSSA for metabolites showing slow dynamics and reexamine its validity for the rest of the system; this iterative process was not taken in this work.

Equation 23 reflects the imposed changes in the environment as oscillations in the substrate uptake rate. This choice was made simply to create circumstances in which the QSSA will be at risk and to show how the transient data will behave in yield space under these circumstances. In actual practice, sinusoidal variation in the substrate concentration (or dilution rate) might be more reasonably achieved, as conditions under which the total substrate uptake rate might not vary very much. However, at very low substrate concentrations, it is entirely possible for the uptake distribution among different elementary modes to vary substantially and produce the same transient effect as above. Hence, the transient response to a substrate concentration oscillation about a chosen low level might represent a closed curve of transient metabolic states sufficiently displaced from the steady state. It is this behavior that would have been ideal to display for simulated data, as actual experimental data under such transient changes are not available. Neither the model of Teusink et al.,\textsuperscript{11} in example 1 nor the YM in example 2 reflects such effects. Whereas Teusink et al.,\textsuperscript{11} were not concerned with EMs YM did not include numerous EMs for maintenance that would display the change in uptake rates among different modes.

4.2. Metabolic System Considered by Young and Co-workers. The metabolic modeling framework of Young and co-workers\textsuperscript{2,4} provides a fully dynamic description of a metabolic system accounting for cellular regulation. The model formulation includes the simultaneous consideration of local control that maximizes the flux through an individual EM and global control that modulates the competition of EMs to achieve the overall metabolic goal necessary to survive. The HCM has
Table 3. Yield Matrix $Z_x$ Derived from the $E. coli$ Network Considered by Young et al.4

<table>
<thead>
<tr>
<th></th>
<th>$z_{x1}$</th>
<th>$z_{x2}$</th>
<th>$z_{x3}$</th>
<th>$z_{x4}$</th>
<th>$z_{x5}$</th>
<th>$z_{x6}$</th>
<th>$z_{x7}$</th>
<th>$z_{x8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLC</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>ACT</td>
<td>0</td>
<td>0</td>
<td>0.03</td>
<td>0.27</td>
<td>0.29</td>
<td>0.30</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ETH</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.25</td>
<td>0.03</td>
<td>0.50</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>FOR</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0.13</td>
<td>0.27</td>
<td>0.17</td>
<td>0.25</td>
<td>0.17</td>
</tr>
<tr>
<td>LAC</td>
<td>0.86</td>
<td>0.50</td>
<td>0.82</td>
<td>0.10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SUC</td>
<td>0</td>
<td>0.48</td>
<td>0</td>
<td>0.48</td>
<td>0</td>
<td>0.47</td>
<td>0</td>
<td>0.38</td>
</tr>
<tr>
<td>CO2</td>
<td>0.01</td>
<td>-0.06</td>
<td>0</td>
<td>-0.12</td>
<td>0</td>
<td>-0.12</td>
<td>0.13</td>
<td>0.04</td>
</tr>
<tr>
<td>BIOM</td>
<td>0.13</td>
<td>0.08</td>
<td>0.14</td>
<td>0.14</td>
<td>0.19</td>
<td>0.14</td>
<td>0.11</td>
<td>0.08</td>
</tr>
</tbody>
</table>

* Yield vector defined on a carbon-mole basis.

Table 3. Yield Matrix $Z_x$ Derived from the $E. coli$ Network Considered by Young et al.4

Its origin in the YM in that the global objective is retained while the internal fluxes are assumed to satisfy QSSA.

It is believed that the YM generates more physiologically meaningful data than a kinetic model because of its consideration of regulatory effects. The model was successfully validated using experimental data on anaerobic $E. coli$ metabolism obtained from the wild-type and pta-ackA knockout strains where a pronounced metabolic shift was observed before and after the gene deletion. Moreover, it makes reasonable predictions for the behaviors of an additional knockout strain, as well as a strain with an exogenous gene overexpressed.

The metabolic network of $E. coli$ is decomposed into eight modes (Table 2). In this example, the full yield coordinates including the whole product spectrum are considered for a more complete analysis. The response of the system was examined under perturbations with $r_{\text{ref}} = 50$ and $5 \text{ mmol (g of DW)}^{-1} \text{ h}^{-1}$, respectively, and $\zeta$ and $\omega$ were set 0.3 and $600\pi$ h$^{-1}$. The QSSA can be considered acceptable for both cases within the tolerance of $1 \times 10^{-3}$.

In the case of $r_{\text{ref}} = 50$, the system does not show any appreciable fluctuations in yields or weights (results not shown). Such a robust behavior can be ascribed to the effect of cellular regulation. It is found that uptake through the fifth mode is dominant (i.e., $w_{5,5} = 0.88$) and remains virtually constant during the period of perturbation, thus providing support for dFBA under this circumstance as shown in Table 3. Furthermore, the MBM and HCM are also applicable for this case.

When the magnitude of the uptake flux is diminished (i.e., $r_{\text{ref}} = 5$), we observe periodic shift in weights (Figure 8) and slight fluctuation in yields (Figure 9). Because this behavior is not sufficiently described by dFBA, only the MBM or HCM can be considered for application. Some interesting features are observed in this case. First, only a subset of EMs is activated. In Figure 8, the first three modes are almost inactive throughout the perturbation, implying that the system can be modeled using a reduced set of EMs (i.e., $EM_4 - EM_8$). Such a reduction of EMs is essential in designing the MBM and HCM to avoid the overparameterization problem that was mentioned earlier. This issue was handled in a more comprehensive way by Song and Ramkrishna.8

Second, Figure 8 also shows that different modes are periodically activated from one set to another. For the initial...
three-quarters of the period, the active set is composed of EM4, EM5, and EM8 and undergoes a switch over to EM5—EM4 during the last quarter. This example shows why the transient data are needed to model a metabolic system. Such dynamic data are critical in determining the parameter values associated with activated modes, as well as in identifying an active set. The dynamic switch of active modes in dynamic environments is a particularly interesting aspect of metabolic behavior observed here that models must address.

A comparison of the MBM and HCM is shown in Figure 9, which displays the fits of both models to transient yield data including that for the substrate with −1 as a soft constraint for its value. Both models were constructed using five modes from EM4 to EM8, instead of the whole set, based on the observation already made. No appreciable improvement was achieved by adding more modes to this subset. It turns out that the two models exhibit similar fitting capabilities in this example involving a single substrate where the fluctuation of the yield vector is mild.

We address two other examples where deviation of the two models might be expected. One is when the metabolic system undergoes the transition from feast to famine or vice versa. Then, the metabolic switch among EMs would be much more noticeable. This case was not considered here as the version of the YM used here did not include maintenance effects. The other is the sequential utilization of multiple substrates shown by Song et al. In a case study of recombinant yeast co-consuming glucose and xylose, the MBM and HCM (as well as dFBA) were compared. Four different sets of fermentation data, including the growth data on glucose, xylose, and mixtures at different compositions, were used for the evaluation of the models. As a result, it was found that the HCM showed superior performance and that the difference was marked in the mixture cases, where diauxic behaviors (i.e., sequential utilization of glucose and xylose) were observed.

5. Conclusions

It is established in this article that the methodology of examining trajectories of extracellular measurements in flux space and/or yield vector space can provide a successful diagnosis of whether or not QSSA is admissible. In this process, some resolution is possible between different QSSMs. A more detailed comparison of models is possible by comparison of metrics measuring model deviations from experimental measurements. Figure 4 notably presents a systematic map of the different steps that must be taken for the evaluation of the QSSA and, when the QSSA is valid, for the appropriate choice of QSSM among various alternatives. Although various error sources were discussed for QSSMs, case studies for a demonstration of the same are left for future work.
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Nomenclature

**Acronyms**

dFBA = dynamic flux balance analysis

**Symbols**

c = cell dry weight per unit volume of the culture
D = operator converting vector to diagonal matrix
E = error
e = vector of enzyme levels
h = vector correlating fluxes to the biomass growth rate
J = metabolic objective function
m = vector of intracellular species concentrations
n = number
r = vector of fluxes
t = time
T = period of sinusoidal input
u = vector of cybernetic variables
v = vector of cybernetic variables
w = vector of weights
x = vector of extracellular species concentrations
y = vector of yields
z = column vector of the matrix Z
Z = elementary mode matrix

**Greek Letters**

α = vector of constitutive rates of enzyme synthesis
β = vector of enzyme degradation rates
e = tolerance
λ = flux weight
μ = biomass growth rate
ω = frequency of sinusoidal fluctuation
ζ = magnitude of sinusoidal fluctuation

**Subscripts**

E = enzyme
G = global
L = local
M = elementary mode
m = intracellular metabolites or measurements
p = products
ref = reference
s = substrates
x = extracellular metabolites or exchange fluxes
y = yields

**Superscripts**

kin = kinetic model
max = upper bound
min = lower bound
ss = steady state
T = transpose

**Metabolites**

ACT = acetate
BIOM = biomass
CO₂ = carbon dioxide
ETH = ethanol
FOR = formate
GLC = glucose
GLY = glycogen  
GOL = glycerol  
LAC = lactate  
SUC = succinate  
TRH = trehalose
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