
he rapid increase in the use of multimedia services and
applications on mobile devices has led IT companies
to evolve their technologies to cope with the multime-
dia requirements. Cloud computing, which is a new

content-centric paradigm, can fulfill these requirements by
providing data and computing resources on demand. It allows
users to access infrastructure, platforms, and software at low
cost. For example, Amazon provides its users personal storage
spaces with Simple Storage Services (S3) and ability to per-
form extensive computation on the data using Elastic Com-
pute Cloud (EC2). Likewise, Google’s App Engine allows
users to develop and deploy their applications on Google’s
platform.

On the user’s side, the demand for mobile services is rapid-
ly growing. It is expected that the number of mobile users will
exceed 800 million by 2015 [1]. However, mobile devices have
several limitations, such as short battery life, and limited stor-
age and computation power. To address these limitations,
mobile cloud computing (MCC) is presented as an integration
of cloud computing and mobile technology. MCC is defined
as the infrastructure where both data storage and processing
are offloaded from mobile devices to the cloud, bringing
mobile applications a much broader range of users [2]. MCC
overcomes the limitations of mobile devices by moving the
data processing and storage to the powerful platforms located
in the cloud. 

MCC can provide an infrastructure for various mobile appli-
cations such as emergency response management, large scale
event planning such as Olympics, mobile gaming [3], and inter-
active video streaming [4]. It can support multimedia services
in scalable mobile environments. For example, MCC can be
used along with urban transportation systems [5] to provide
updated traffic information for drivers. Traffic data and scenes
are collected and processed on the cloud to make traffic deci-
sions. Such information forms multimedia data that can be
accessed by mobile users. In large-scale event planning, dis-
tributed cloud can provide a variety of multimedia data and
services to fulfill the needs of tourists. Such information can

include precomposed multimedia brochures, tour guide videos,
and images. Such massive data can be archived and delivered
by distributed clouds constituting the MCC architecture. 

The objective of this article is to address the challenges of
mobile services in terms of data management and networking,
and develop an architecture that can lead to the design of
MCC. In particular, our focus is on the retrieval and commu-
nication of preorchestrated multimedia data, which imposes
several resource management challenges on designing an
MCC architecture. The main technical challenges are high-
lighted as follows,
• Heterogeneous networks and QoS requirements: Multimedia

services may span multiple heterogeneous network proto-
cols, such as second generation (2G), 3G, and Long Term
Evolution (LTE), with different quality of service (QoS)
requirements. Dynamic resource allocation protocols are
needed to meet these.

• Heterogeneous multimedia data: Distributed mobile services
such as video over IP, multimedia streaming, and photo
sharing can consist of various types of data including video,
audio, and images. Such data may have different delivery
requirements that need to be synchronized to provide
coherent information to mobile users [6]. 
The proposed architecture entails multiple layers of func-

tionality and addresses the QoS requirements and resource
management challenges in terms of end-to-end delay, jitter,
buffering, and bandwidth. A novel feature of this architecture is
the integrated subsystem of cloudlet and base station, which
provides a “close-to-the-user” proxy system functionality that
ensures seamless delivery of data that meets QoS requirements.
This functionality is achieved by dynamic allocation of
resources, including buffers and radio frequency (RF) channels,
synchronization of multiple streams, and seamless handoff of
streams among base stations. In this article, we first present a
cloud architecture for MMC and its components. Then we pro-
vide a layered architecture of the MCC and the handoff proce-
dure. Finally, we present resource management challenges and
performance assessment of the MCC architecture.
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Abstract
Mobile cloud computing is emerging as a new paradigm for supporting a broad
range of multimedia services. MCC alleviates the burden of storage and computa-
tion on mobile devices. In this article, we describe design requirements and an
architecture for MCC. The novelty in this architecture is an integrated cloudlet and
base station subsystem that can meet application-level quality of service require-
ments and allow mobile resource provisioning close to the user. We present a lay-
ered architecture for MCC that elucidates the required functions and protocols. We
also propose a connection handoff mechanism among cloudlets and discuss relat-
ed resource management challenges for MCC.
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Cloud Architecture for Mobile Multimedia
Users

In Fig. 1, we perceive a distributed multimedia cloud architec-
ture for mobile users that consists of distributed multimedia
data centers, and integrated cloudlet and base station. The pro-
posed MCC supports this environment. It can be noted that
MCC architecture has two major components; a set of dis-
tributed multimedia data centers and an integrated cloudlet
and base station subsystem. We assume that the data centers
act as repositories for multimedia information. A multimedia
data center in the cloud retrieves the requested data from the
database and communicates it to the cloudlet over the Internet.
The cloudlet then transmits the multimedia information to
mobile users on the RF channels. The MCC architecture over-
comes the high latency that results from the direct communica-
tion between a large number of mobile users and multimedia
data centers. The cloudlet ensures QoS to mobile users by
managing the interface between the Internet and the mobile
network. It coordinates with allocation of RF resources through
its local base station. We now briefly discuss the two main com-
ponents and accordingly discuss the layered architecture. 

Virtual Multimedia Data Centers in MCC
Multimedia data is not monolithic in nature and can be com-
posed of several objects that are stored in different multime-
dia cloud data centers, as depicted in Fig. 1. For example,
real-time multimedia information can be streamed to users
containing precomposed data including video, audio, and text.
Multimedia information consisting of different data is repre-
sented as a multimedia document. Figure 2 depicts the com-
position of distributed multimedia objects into a single
multimedia document. A document needs both spatial and
temporal composition. Temporal composition refers to the
process of synchronizing multiple streams of multimedia data,
whereas spatial composition allows superposition and overlay
of multimedia data.

Temporal composition of multimedia objects requires syn-
chronization among data streams of a document. Temporal
synchronization can be achieved at a level of fine-grained data
unit referred to as a synchronization interval unit (SIU). A
single multimedia object is transmitted as a stream of SIUs.
Since the SIU is the basic unit of playout, it is essential that
the SIU’s playout deadline is met. Several document specifica-
tion models that specify the temporal synchronization and
quality of presentation (QoP) requirements exist in the litera-
ture. One such model is the object composition Petri-net
(OCPN), which uses an augmented Petri-net model [7].
OCPN captures the synthetic relationships between the
objects and identifies media synchronization points. For the
OCPN model, a schema to maintain the temporal relation-
ships between objects can be constructed. The schema is used
for storing and retrieving the objects from the distributed data
centers. OCPN also defines a specification of QoP require-
ments for multimedia communication that includes speed
ratio, utilization, average delay, maximum jitter, maximum bit
error rate, and maximum packet error rate. Multimedia appli-
cations might tolerate some of the QoP based on delay sensi-
tivity and error tolerance requirements. Real-time video
streaming, for example, requires a high data rate, and moder-
ate delay and jitter. However, other multimedia applications
cannot tolerate high delay and jitter, such as interactive multi-
media applications. 

From the data centers perspective, the aforementioned
technical challenges of providing heterogeneous network and
QoS requirements can be addressed by employing distributed
multimedia data centers that store and deliver the required
multimedia information. To increase the performance, multi-
media information can be replicated at various data centers,
which requires virtualized access and retrieval mechanisms.
Korotich and Samaan [8] proposed a service virtualization
architecture that hides the selection and configuration of the
multimedia data center from end users. For the MCC archi-
tecture, a similar virtualization mechanism can be used that is
composed of a virtual data center (VDC) mapped to a single
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Figure 1. Distributed cloud architecture for multimedia services.
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or group of physical data center(s) that are used to retrieve
the required multimedia object. The main component of the
architecture is the virtualization manager (VM), which main-
tains a hierarchy of VDCs and maps the end user’s request to
a VDC. The request mapping is achieved using a service bro-
ker that receives the request and locates the VDC where the
object is stored based on the input and output parameters.
Once the VDC is located, the VM delivers the multimedia
object to the end user’s cloudlet. 

Integrated Cloudlet and Base Station Architecture of
MCC
High latency of packet and jitter delay are fundamental obsta-
cles to developing mobile multimedia services. Due to the lim-
ited bandwidth of 3G and 4G networks, widely dispersed,
resource-rich, low-cost cloudlets can be deployed close to the
mobile devices. Cloudlets can perform distributed synchro-
nization and composition of multimedia objects, as shown in
Fig. 3, to reduce the burden of computation from the mobile
devices. 

The main function of the cloudlets is to provide a seamless
interface between two diverse networks: the Internet and
mobile networks. For this purpose, cloudlets can be integrated
with mobile base stations to form a logical entity that can pro-
vide seamless end-to-end synchronization of multimedia
streams to users, as shown in Fig. 3. Accordingly, in coordina-
tion with its local cloudlet, a base station manages the out-
bound RF channel to support multimedia connection for its
mobile users. For mobile multimedia services, the RF channel
is a precious resource and therefore needs to be managed
intelligently. The policy for channel allocation, however, can
change dynamically due to various factors such as the number
of users being served concurrently by the base station, the
changing level of concurrency of multimedia objects, and
managing migrated “calls” from neighboring base stations.
The channel allocation policy can be designed based on the
assumption that the requested multimedia data are delivered
to the base station prior to the transmission to mobile users.
However, this assumption may not be valid because of the
non-deterministic delays data packets may encounter over the

Internet. Therefore, buffering at the base station is required
to compensate the jitter delays to avoid discontinuity of pre-
sentation at the mobile devices. The buffering requirement
can be fulfilled by the cloudlet. The overall functionality of
integrated cloudlet and base station is summarized as follows:
• Providing synchronization and composition functionality for

multiple multimedia streams
• Handling speed mismatch between the Internet and the

mobile network
• Managing handoff calls and multimedia sessions
• Dynamically allocating resources to mobile users

To manage the aforementioned functions, software-
defined networking (SDN) technology can be utilized, which
can allow separation of the control plane from the data
plane [9]. In essence, the base station, as part of the control
plane, implements session setup and teardown, paging, ses-
sion handoff, and RF channel allocation protocols. On the
other hand, the cloudlet manages data plane functions in
terms of performing stream synchronization, buffering, and
data forwarding to mobile devices. In this manner, SDN pro-
vides flexible management of the integrated cloudlet and
base stations as a value-added service without interrupting
basic operations of the base stations. Customization of the
integrated cloudlet and base stations to support a wide range
of mobile users, applications, and services can be realized
through virtualization [10]. We elaborate on the use of SDN
and virtualization of cloudlets/base stations in the following
section, where we propose a functional layered architecture
for MCC. 

Functional Layered Architecture for MCC
In Fig. 4, the layered architecture of MCC is presented. Each
layer includes a set of functions and protocols. The operation
at each layer is performed in three phases: establishment, acti-
vation, and termination. Initial setup of a multimedia session
between a user and MCC takes place during the establish-
ment phase. After this setup, the multimedia data is trans-
ferred during the activation phase. Finally, the teardown of
the session is done in the termination phase. In the following
section, we discuss each layer in detail.
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Figure 2. Effective bandwidth requirements of a multimedia document.
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End User Layer

The end-user layer provides a graphical user interface (GUI)
to facilitate direct user interaction with multimedia applica-
tions. The end-user layer identifies the objects and their
QoP parameters by processing a user’s requests. In addition,
it allows end users to upload new multimedia data, and mod-
ify the relevant QoP parameters and authorization informa-
tion. Such operations are managed through the cloudlet

associated with the base station where the mobile user initi-
ated the session. 

In a multimedia document, multimedia objects may have
varying bandwidth requirements, as shown in Fig. 2. It can be
noticed that the overall bandwidth of the document and the
resource requirements may change considerably over time
depending on the concurrency level of the objects. In order to
ensure QoP requirements, the underlying network, including
the Internet and mobile networks, must dynamically allocate
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Figure 3. Session handoff between cloudlets. The figure depicts three data centers, originally S1, S2, and
S3 in B1 before migration. S’1, S’2, and S’3 are the migrated sessions after the user migrates to B2.º
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Figure 4. Functional layered architecture for MCC.
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sufficient resources. The requirements can be specified in
terms of end-to-end peak or average bandwidth needed for
transferring the objects. The document model can provide the
bandwidth requirements of each object. It can be noticed that
the profile of each object is maintained by its local data cen-
ter. Accordingly, at the time of session establishment the
bandwidth profile of the entire multimedia document becomes
available to the cloudlet. In MCC, this profile is used by the
cloudlet to allocate resources efficiently to ensure the desired
QoP. An end user may establish multiple sessions with varying
bandwidth profiles. Effectively, the integrated cloudlet and
base station serves as an interface between the Internet and
the mobile users. We assume that the Internet (the network
between data centers and cloudlets) is resource-sufficient and
has enough resources to guarantee the QoP required by the
multimedia services. 

Data Center Management and Virtualization Layer
Data center management and the virtualization layer provides
the management functionality for the distributed objects and
maintains their location in terms of data center IDs. As dis-
cussed earlier, virtualization allows resolution of logical
addresses to physical locations where services are invoked by
the user. In essence, the service broker performs object
address resolution by identifying the specific VDC once the
multimedia object is identified. The configuration, manage-
ment, and mapping of VDCs to the physical data centers in
the cloud is achieved in this layer. Moreover, VM manages
data integrity and availability among VDCs.

Session Management Layer

Once the distributed objects are identified by the previous
layer, session management layer establishes the corresponding
streams from data centers. Each stream is identified by a
unique stream ID. Multiple streams can form a multimedia
session, which in turn is assigned with a distinct session ID.
The session management layer creates a record of all active
sessions. This record, called an active session record (ASR), is
a table that has entries of active sessions’ IDs, stream IDs that
form the sessions, and the data centers’ IDs of the streams, as
shown in Fig. 5. In addition, an ASR contains an entry for the
bandwidth profile of the objects in the session. The manage-
ment of sessions is controlled by this layer. When session
handoff takes place, the lower layer requests that the session
management layer perform two functions:
• Terminate the streams and sessions supporting the migra-

tion process
• Reestablish sessions to the migrated cells and reroute data

streams accordingly
The details of the handoff procedure are discussed later in
this article.

Network Configuration Layer
The function of this layer is to establish and maintain virtual
channels over the Internet. The establishment phase deter-
mines the routes for the virtual channels between data centers
and cloudlets, and allocates sufficient resources based on the
object’s bandwidth profile and QoP requirements to ensure
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Figure 5. Handoff signaling procedure and active sessions record.
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timely delivery of multimedia data to the cloudlets. Overlay
networks are used in this layer to enhance multimedia QoP by:
• Discovering redundant paths between data centers and

cloudlets
• Implementing routing policies that allow customized media

delivery [11]

Cloudlet and Base Station Configuration
Management Layer
The cloudlet and base station configuration and management
layer has two components. The base station management layer
works in the SDN’s control plane by performing basic base sta-
tion operations such as establishing and tearing down sessions
with mobile devices, paging, allocating RF channels, and initi-
ating a handoff procedure, as depicted in Fig. 5. On the other
hand, cloudlet configuration and management layer handles
inter-stream and intra-stream synchronizations to ensure conti-
nuity of presentation to the user. The function of this layer
also includes aggregating the bandwidth profiles, allocating
buffers, and forwarding data to mobile users. To manage the
handoff process, the cloudlet configuration and management
layer maintains the ASR of each mobile device. To allow
seamless migration of sessions across cloudlets, the user can be
provided with a virtualized service abstraction by the MCC. In
the following section, we present the details of the handoff
procedure and function of each layer in the handoff process as
part of the virtualization service provided by MCC. 

Session Handoff
A session is composed of one or more streams that may origi-
nate from different data centers. Routes between data centers
and mobile users may change with the movement of users
across multiple cells, as depicted in Fig. 3. To ensure smooth
delivery of multimedia data to users, handoff and resource
reservation mechanisms can be used to establish new sessions
among data centers and a migrating user, as depicted by S¢1,
S¢2, and S¢3 sessions in Fig. 3. The handoff process is initiated
when a mobile device moves out of reach of the base station
into the coverage of the neighboring base station. There are
two types of handoff procedures: hard handoff and soft hand-
off. In the case of hard handoff, there can be a short interrup-
tion time in the delivery of data streams during the migration.
The interruption occurs when the first session terminates at,
say, SIUn, and the second session starts at SIUn+1. However,
any noticeable discontinuity is not favored by the user. On the
other hand, soft handoff can avoid loss of data by allowing
partial overlapping of the split SIUs. The overlapped data is
then clipped according to SIUs from both streams.

A handoff procedure is initiated when the received signal
level from the current base station, B1, drops below a certain
threshold. Subsequently, the mobile device identifies the base
station, B2, with the highest received signal level. The handoff
procedure signaling is depicted in Fig. 5. The mobile device
sends a handoff request to B2 that includes B1’s ID. Once the
request is received by B2, it communicates with B1 through the
cloudlet configuration and management layer and sends an
ASR request that contains the ID of the requesting device. B1
replies back with the requested ASR to B2, which in turn
requests the session management layer to initiate the required
stream connections to the multimedia data centers. In case of
soft handoff, the original streams to B1 are retained to avoid
interruption. B1 continues transmitting the streams to the
mobile device until streams are established between B2 and
data centers. At that time, B2 sends an acknowledgment to B1.
At the same time, B2 starts transmitting data streams to the

mobile device. When B1 receives the acknowledgment, it stops
transmitting data streams to the mobile device. B1 requests
the sessions and management layer to terminate the data
streams of the migrated device. The overlapping period
ensures a soft handoff and therefore continuity in the session. 

Resource Management Challenges for
Integrated Cloudlet and Base Station
As mentioned earlier, several resource management chal-
lenges need to be addressed while designing MCC architec-
ture of Fig. 1. In this section, we present challenges related to
managing two key resources, buffers and bandwidth at the
integrated cloudlet and base station subsystem. Management
of the resources to satisfy the QoP requirements can be for-
mulated as an optimization problem, as illustrated in the fol-
lowing sections. 

Virtualized Dynamic Buffer Allocation
Temporal intra-stream synchronization needs to be preserved
in order to present the multimedia information correctly. For
example, video objects require a certain playout rate to ensure
continuity in the presentation. Jitter delays in multimedia
streams occur when packets experience different delays while
traversing from the multimedia cloud data centers to cloudlets
over the Internet. To avoid discontinuity in presentation at
the mobile devices, buffering by the cloudlet is used to com-
pensate for jitter delays.

Inter-stream synchronization, on the other hand, preserves
the timing relationship among multiple multimedia streams.
Inter-stream synchronization is required to deliver a coherent
multimedia document to the user. Multimedia streams flow
along different routes over the Internet and experience differ-
ent delays. Therefore, buffering is required to ensure inter-
stream synchronization. However, buffer underflow and
overflow can affect the QoP. Buffering underflow occurs when
the session management layer transmits sessions in a just-in-
time (JIT) manner. Streams in a JIT flow might experience
unexpected network delay, leading to a playout deadline being
missed, while buffering overflow occurs when the session
management layer dumps sessions at full speed. One of the
challenging issues in this regard is to provide an upper and
lower buffering bound to support a large number of sessions.

In order to achieve inter-stream and intra-stream synchro-
nization, cloudlets maintain virtual buffers for active sessions
managed by a virtual buffer manager (VBM), as shown in Fig.
1. Buffers provide temporary storage for multimedia objects
communicated over the Internet in each session in order to
smooth jitter delays and facilitate inter-stream synchronization
of multimedia data. As multimedia objects can arrive at a
cloudlet ahead of their playout deadlines, they are buffered
until playout time. In this case, buffer underflow is prevented.
The VBM assigns free RF channels to the SIUs with looming
deadlines. The assigned RF channel capacity may not be suffi-
cient due to resource constraints, causing a rate mismatch
between the arrival rate of SIUs from the servers and the out-
bound transmission rate onto the mobile networks. The VBM
can dynamically allocate buffer to compensate for the rate dif-
ference between the Internet and the mobile network in order
to avoid buffer overflow, which can lead to loss of data. 

Dynamic RF Channel Capacity Allocation
Multimedia information, such as high-definition video, is char-
acterized by high-bandwidth data transfers. Consequently, the
management of RF channels in mobile networks is a signifi-
cant challenge. This resource management problem can be
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posed as an optimization problem. For example, in RF chan-
nel allocation, let us assume that O1

Si, O2
Si, …, On

Si represent
the concurrently transmitted objects in a document within ses-
sion Si. Let the corresponding bandwidth requirements be r1

Si,
r2

Si, ..., rn
Si. Figure 2 shows that the aggregate bandwidth

requirements changes with time at random transition points
T1, T2, and so on. These transition points are called resource
allocation decision points (RADPs) [7]. The cloudlet deter-
mines the resource requirements at these transition points. 

Let I be the time interval between two consecutive RADPs,
j and j + 1. The aggregate bandwidth requirement RSi of the
objects in interval I for session Si is given by

(1)

Assuming multiple sessions are initiated by user, the aggre-
gate bandwidth requirement R for that user is given by 

(2)

If the channel capacity C in the base station is greater than
R at a given time interval, the bandwidth requirements of
individual session are guaranteed. However, the base stations
might not be able to satisfy the bandwidth requirements due
to the establishment of new connections. Then at least (R –
C). |I| amount of information is dropped. Let di

Si denote the
dropping ratio of object Oi

Si in a session Si, given by

(3)

Shafiq et al. present a fair channel allocation policy for a single
session and formalize it as a nonlinear programming problem
[7]. However, the optimization problem dealing with multiple
sessions for all the users can be solved in order to allocate RF
channel resources to individual sessions and users.

Resource Management for Migratory Sessions
Mobile traffic load at base stations may vary dynamically
according to a number of factors such as the varying aggregat-
ed bandwidth requirements of a session, the number of
incoming sessions, and the number of migrated sessions from
neighboring base stations. New sessions might be rejected if

the channel capacity in the base station is not sufficient to
accommodate more sessions. A migrated session is treated as
a new session request that invokes the RF channel assignment
procedure at the base station. To avoid dropping migrated
sessions, channels are reserved in advance at all prospective
base stations the user is expected to visit during the lifetime of
the session. This can be done by delivering the bandwidth pro-
file of a multimedia document to base stations in advance.

A user’s mobility profile can be used to estimate the arrival
and departure time at each base station using information such
as size of base station, geographic location of each cell, and
maximum speed of mobile users. The probability density func-
tion of the residency time TR is given in [12] under the assump-
tion that the session’s duration is greater than the residency time
in the base station’s cell with radius R. Moreover, the mobile
user is assumed to be traveling at a constant speed in the inter-
val [0, Vmax]. The density function of the residency time TR in
the base station in which the session is initiated is given by [12]

(4)

In addition, the probability density function of the TR in a
base station where a handoff occurs is given by [11]

(5)

Using this function, the arrival and departure time of
mobile users within a base station can be estimated based on
the residency time TR. Accordingly, a set of tuples consisting
of the estimated residency time and the expected visited base
station IDs can be maintained for each mobile user during the
lifetime of the session. 

Performance Assessment of MCC
Architecture
For management of resources in the MCC architecture, vari-
ous techniques can be implemented with varying degrees of
performance [6, 7]. Several criteria can be used for assessment
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Figure 6. Performance assessment of MCC architecture.
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of such techniques. For example, one key performance crite-
ria, given in the previous section (Eqs. 2 and 3), is to estimate
the number of users (N) whose QoS requirements are satis-
fied by the heuristics employed at the bottom layer of the
MCC architecture in Fig. 4. The general performance behav-
ior of the architecture for such criteria is depicted in Fig. 6.
As shown in Fig. 6a, for a given heuristic, the parameter N
tends to increase as the QoS threshold increases. Such a
threshold can be specified by the application. Here we use the
data dropping ratio db to illustrate this point. However,
heuristics yielding higher performance generally entail higher
complexity (e.g., H1 vs. H3). Figure 6b depicts another perfor-
mance assessment of various heuristics in terms of change in
N with varying degrees of availability of resources. It is intu-
itive that with the increase in the amount of resources (e.g.
RF bandwidth), N also increases. Again, heuristics yielding
high performance tend to have a high complexity. Note that
high-complexity heuristics may not be desirable for real-time
multimedia applications, resulting in a trade-off between the
guaranteed QoS and the real-time performance of the related
heuristics.

Conclusion
In this article, we have proposed a novel mobile cloud com-
puting architecture for supporting mobile multimedia applica-
tions and services in mobile networks. The key part of this
architecture is the integrated cloudlet and base station subsys-
tem that provides a “close-to-the-user” proxy functionality and
performs dynamic allocation of resources. In addition, we
have presented a functional layered architecture that includes
a set of functions and protocols to support multimedia appli-
cations and services. We have also presented the connection
handoff mechanism among cloudlets and its related chal-
lenges. In addition, we have discussed prospective challenges
in managing resources including buffer and RF channels. 

References

[1] S. Zeadally, H. Moustafa, and F. Siddiqui, “Internet Protocol Television
(IPTV): Architecture, Trends, and Challenges,” IEEE Sys. J., vol. 5, no. 4,
2011, pp. 518–27. 

[2] H. Dinh et al., “A Survey of Mobile Cloud Computing: Architecture, Applica-
tions, and Approaches,” Wireless Commun. and Mobile Computing, 2011.

[3] L. Garber, “GPUs Go Mobile,” Computer, vol. 46, no. 2, Feb. 2013, pp.
16–19. 

[4] G. Lawton, “Cloud Streaming Brings Video to Mobile Devices,” Computer,
vol. 45, no. 2, Feb. 2012, pp. 14–16. 

[5] R. Xue, Z.-S. Wu, and A.-N. Bai, “Application of Cloud Storage in Traffic
Video Detection,” 7th Int’l. Conf. Computational Intelligence and Security,
2011, pp. 1294–97. 

[6] T. D. C. Little and A. Ghafoor, “Spatio-Temporal Composition of Distribut-
ed Multimedia Objects for Value-Added Networks,” Computer, vol. 24,
no. 10, 1991, pp. 42–50. 

[7] B. Shafiq et al., “Wireless Network Resource Management for Web-Based
Multimedia Document Services,” IEEE Commun. Mag., vol. 41, no. 3,
2003, pp. 138–45.

[8] E. Korotich and N. Samaan, “A Novel Architecture for Efficient Manage-
ment of Multimedia-Service Clouds,” IEEE GLOBECOM Wksps., 2011,
pp. 723–27.

[9] L. E. Li, Z. M. Mao, and J. Rexford, “Toward Software-Defined Cellular
Networks,” Proc. 2012 Euro. Wksp. Software Defined Networking, 2012,
pp. 7–12.

[10] M. Satyanarayanan et al., “The Case for VM-Based Cloudlets in Mobile
Computing,” IEEE Pervasive Computing, vol. 8, no. 4, 2009, pp. 14–23. 

[11] M. Venkataraman and M. Chatterjee, “Quantifying Video-QoE Degrada-
tions of Internet Links,” IEEE/ACM Trans. Net., vol. 20, no. 2, 2012, pp.
396–407.

[12] D. Hong and S. Rappaport, “Traffic Model and Performance Analysis for
Cellular Mobile Radio Telephone Systems with Prioritized and Non-Priori-
tized Handoff Procedures,” IEEE Trans. Vehic. Tech., vol. 35, no. 3,
1986, pp. 77–92.

Biographies
MUHAMAD A. FELEMBAN (mfelemban@gmail.com) received a B.S degree in
computer engineering from King Fahd University of Petroleum and Minerals,
Saudi Arabia, in 2008, and an M.S degree in computer science from King
Abdullah University of Science and Technology, Saudi Arabia, in 2011. He is
currently working toward a Ph.D. degree in the School of Electrical and Com-
puter Engineering at Purdue University. His research interests include data
streams management and underwater acoustic networks.

SALEH BASALAMAH is an associate professor at Umm Al-Qura University. He
has an M.Sc. from the University of Bristol and a Ph.D. from Imperial College
London. His research interests include computer vision and multimedia.

ARIF GHAFOOR [F] is a professor in the School of Electrical and Computer Engi-
neering at Purdue University. His research interests include multimedia informa-
tion systems, database security, and distributed computing.

IEEE Network • September/October 2013 27

FELEMBAN_LAYOUT_Layout 1  9/20/13  12:51 PM  Page 27



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus settings for Acrobat Distiller 9)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (U.S. Web Coated \(SWOP\) v2)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 2400
        /PresetName (Cadmus_Flattener_Presert)
        /PresetSelector /UseName
        /RasterVectorBalance 1
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


