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Abstract— In multiple antenna wireless systems, beamforming beamforming, the codebook, which is known to both the
is a simple technique for guarding against the negative effés transmitter and receiver, is randomly generated each time t

of fading. Unfortunately, beamforming requires the transmitter channel changes. Other work on limited feedback analysis ha
to have knowledge of the forward-link channel which is often .
been done in [9], [10].

not available a priori. One way of overcoming this problem is ]
to design the beamforming vector using a limited number of ~ This correspondence analyzes the performance of RVQ
feedback bits sent from the receiver to the transmitter. In Imited  limited feedback beamforming on multiple-input singletmut

feedback beamforming, the beamforming vector is restrictd to  (MISO) channels. The transmitter has access to a low rate,
lie in a codebook that is known to both the transmitter and qiseless and zero delay feedback channel from the receiver

receiver. Random vector quantization (RVQ) is a simple appoach -
to codebook design that generates the vectors independenti Cl0S€d-form expressions for the average SNR, outage proba-

from a uniform distribution on the complex unit sphere. This  Dbility, average bit error probability, and ergodic cappaire
correspondence presents performance analysis results f®®vQ  derived.

limited feedback beamforming. The paper will proceed as follows. Section Il provides an
Index Terms—limited feedback, multiple antenna system, overview of the system configuration. Section Il analyzes t
random beamforming codebook, random vector quantization, SNR performance. An outage analysis is performed in Section
transmit diveristy IV. Section V presents bit error rate results, and Section VI
derives the ergodic capacity. We conclude in Section VII.

I. INTRODUCTION

Multiple antenna beamforming is an efficient technique Il. SYSTEM MODEL

for providing improved performance in fading channels. In Consider a MISO system wit: transmit antennas and a
beamforming, each transmit antenna is weighted by a prppesingle receive antenna. The channel is assumed to be freguen
designed gain and phase shift before transmission. Unforflat and block fading. This allows us to model the channel
nately, transmit channel knowledge is required to design thector as al x m random vectoth = [hy, ho, ..., h;]. We
antenna weights. assume that the entries ln are independent and identically
Limited feedback beamforming, first proposed in [1], [2]distributed (i.i.d.)CA/(0,1). We assume that the transmitter
can be employed when the transmitter does not have a priamniay transmits a single dimensional symbathosen from a
channel knowledge. When implementing limited feedbadonstellationS. Before transmission on antennahe symbol
beamforming, the beamforming vector is restricted to lie iis weighted by a complex numbes;. The weights for all
a finite set or codebook that is known to both the transmittantennas can be collected into anx 1 beamforming vector
and receiver. The receiver uses its channel estimate toseho& = |[wy, wo, ..., w,,]T where(-)T denotes transposition. The
the vector from the codebook that maximizes the conditionsystem input-output relationship can be modeled as
receive signal-to-noise ratio (SNR). The binary index o th

chosen vector is then conveyed to the transmitter over &imi z =hws +n @)

rate feedback channnel. o where z is the processed signal at the receiver anis a

Recent work has extended the concept of limited feedbagk/ (o, N,) noise term. For power constraint reasons, we will
beamforming to quantized egual gain transmission [3] ardsume thak[|s|?] = £, whereE[:| denotes expectation. This
to more general Grassmannian beamforming [4]-{6]. Theggds an average transmit power conditionedwonf ||wl|2&,
works used deterministic codebooks that were designed usijhere||- ||, is the vector two-norm. To limit the total transmit
technlques from Grassmanman_llne_ packing. A simple a%wer to &, we will require that||w|l, = 1. The receiver
easily adaptable codebook design is to randomly genergigodes by selecting the symbol from the constellationSset
the codebook. Santipach and Honig proposed random v@gat minimizes its distance with. Define p = &,/N,. From
tor quantization (RVQ) limited feedback beamforming an@l , the received SNR (averaged with respect to the symbol
analyzed asymptotic performance by keeping the number g{q noise power) is given by
feedback bits per transmit antenna constant [7], [8]. In RVQ )

= p|lhw|*. 2
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by the positive integeN (i.e. 7 = {w1,ws,...,wy}). The To find the cdf ofv, we realize that the cdf of the maximum
codebookF will be randomly generated by selecting each a$quared inner product d¥ independent beamforming vectors
the N vectors independently from the uniform distribution oris the same as (11) raised to th&th power, which results
the complex unit sphere. Using the codebook, the receiMer win (5). Egs. (6) and (7) used the binomial series expansion
choose the SNR-maximizing beamforming vector, yieldingl + )" = Y";'_, (})z* on (5). Egs. (8), (9), and (10) are
w = argmaxg. » |hf|%. Thus, the conditional SNR at thederived by taking derivative of (5), (6), and (7), respeeitiv
receive side is ]

v = pmax |hw|?. 3) The pdf and cdf ofv allow us to find the expectation of

wer v, which will be used for deriving the expected SNR. The

In this correspondence, we assume the existence of a low réd#lowing corollary derives the expectation of
error-free, and zero-delay communication link from the re- Corollary 1: The expected value of is given by the
ceiver to the transmitter for the purpose of conveyndo the equation

transmitter. Because the codebook is finite, the beamfagmin N N ,1)1'
vectorw can be conveyed from the receiver to the transmitter Z im—1)+1 (12)
using [log, N bits of feedback. =0
Proof: Integrating E[v] = fo vf,(v)dv by parts and
using (6) yields (12) [ ]
. SIGNAL-TO-NOISE RATIO ANALYSIS Applylng( ) = (,1) ke [12, P.6], where(z), — (rk(ff)

This section derives the closed-form expressions for thethe Pochmann symbol and then [12, 6.6.8] gives
expected SNR for this system. The expected SNR of the

system can be found by taking the expectation of (3) with Z . (DEDE NB <N, Ti 1) (13)

respect toh andw. Define (m—-1)+1
v = Qg\hwp/ﬂhﬂg- where B(z,y) — T s the Beta function and'(z) —

> t*~le~tdt is the Gamma function. Using Corollary 1 and
E[||h|| | = m, the expected SNR is simply

Ely] = mp— mpNB (N, %) . (14)

The SNR expression can be rewritten as
= hw|? = h||2 4
7 = pmax |hw|” = pv[[hl3 (4)
wherev and||h||3 are independent [11]. Using the assumptio

of spatially uncorrelated Rayleigh fadingh||2 is chi-squared Rlote that the second term in (14) denotes the SNR loss due to

distributed v is the squared normalized inner product betweegyarlt'zat'gnb Toksmdy ;[Ee Irate tOf decay gf quant|zat|g|$ los
h andw. The density ofv is given by the following lemma: ue o codebook size, the oss term can be expressed as
Lemma 1. The cumulative distribution function (cdf) of

he cun | . m PVT (52)
v = max |hw|*/||h||5 in a MISO system withn transmit an- mpN B <N, —1> =mpN ——M——=
w m — m
tennas using a randof unit vector beamforming codebook r (N + m)
is given by (N +1) (15)
N 1
F,v)=(1-(1-»)"") (5) T(N+1+m)
N /N i(m—1) where~ denotes proportionality. Using Stirling’s approxima-
- Z ( > 1-v) (®) tion to the Gamma fur(u:)tion, this loss term has the order of
i=0 " i : (= alogyz _
N i) . N =T, Usmgzlgi;o Tt % =1 [13, 8.328.2],
D> ( G [ A BN
i—0 j—=0 ] Nlm —1
—00
for v € [0, 1]. In addition, forv € [0, 1], the probability density PV 4 1)emsr N+ r (L])
function (pdf) is given by = lim lim ’]” =0
N1 2 o F(N+1+m) Ve vy
o) =Nm-1)(1-(1-v)™ )" " (1-v)""" (8)

=1

N N '
Z <i>(_1)z+]z(m_1)(1_”) (=0t ©) Simulation: Figure 1 shows the closed-form expected
=1 SNR expression in (14) matched against simulation for the
N e D i(m—1) i i1 (m,N) = (2,8) and (m,N) = (3,16) cases. The ideally
Z ( )( j >( 1) v7" (10)  achievable SNR with perfect transmit channel knowledge

- ! : fnaximum ratio transmission (MRT) is also included to show

antization loss. Figure 2 shows the effect of increadmey t
number of beamforming vector¥ in the codebook. Clearly
the expected SNR approaches the ideal MISO system as
1—(1—v)™ (11) N — cc.

iz
Proof Using results from [5, Theorem 1] and [4], the cd
of the squared absolute inner product between two unifor

distributed unit vectors is, for € [0, 1], given by



Average receive SNR
12 T T T

and~y(n,z) = [, t*'e"'dt is the lower incomplete Gamma

function.
10 ' g Proof: The conditional capacity for the beamforming
.- _~,  systemis given by
I o T 2 2
e C(plh) = maxlog, (1 + plhw ") = log, (1 + pr|[hl3) .

@67 : /;ﬂ///,’/ : 1 (17)
g m=3, N=16 o aw The outage probability?,,; is the probability that a realized
o Rt . ] channel cannot support a given transmission rRteThe

e current system (1) is equivalent to a single-input singlgpat
T T s 1 (SISO) system with SNR.. Hence, the outage probability is
Rt o T The given as
0{5/’ /// —<¢ — Sim B
’ - MRT ) QR o 1
_54 7\3 7\2 7\1 (w) i 2\ é [wl é . Pout(paR) =P (C(p|h) < R) =P ||h||21/ < .
SNR (dB) (18)

_ 2 _ 2%
Fig. 1.  Closed-form SNR expression matched against siionlatThe L?t}? - ||h||2 andc = 0 Eq'. (18) can be ev_aluat?d
ideal lossless SNR is also included to measure against te 1885 due by finding the cdf ofh and then taking the expectation with

to quantization respect tov. This gives
1 ‘ Average‘ receive S‘NR with d‘ifferentco‘debook s\‘ze (m=3) ‘ ‘ P (l/”h”; < C)
N
1 © o hpm—1 1 N ;
= — """ dh - —— 1)
) ¢ +r<m>§<z‘>( e
=y(m,c)
1 (] p)im=1) =g (cym1
_ ></ (1-v) : G g, (19)
T 0 v
& N
’Y(mac) 1 N i m=1 _ ¢
= _ -1 2 2
T(m) +F(m)iz%<i (=1)e e
I‘(Z'(mf 1) +1)W(172i)2(m71)1%((3). (20)
Eq. (19) is derived using integration by parts, and then tsubs
tuting (6) and the pdf of a chi-squared random variable. Eq.

SR (@) (20) used the entries [13, 3.471.2] aid, _,(z) = W .(2)
[13, 9.232.1] wherelW ,(z)is the Whittaker function. Ex-

Fig. 2. Average receive SNR for various codebook sizes. pressing the Whittaker function as Kummer U function using

[14]
IV. OUTAGE PROBABILITY ANALYSIS Wiom(2) = e /2220 (m — k +1/2,1 4 2m; 2)
This section derives the closed-form expression for the o oy
outage probability of the system. The general approach @id substitutinge = =—= yields the closed-form outage
taking expectation with respect to the channel magnitude aprobability expression in (16). .

squared absolute correlation will again be employed. TheNotice again that the first term of (16) is the ideal outage
following lemma gives the exact expression for the Outa:g)éobablhty without quantization loss. The_r_efore, the et _
probability of the RVQ limited feedback beamforming systent€’m represents the extra outage probability due to quantiz

Lemma 2: The outage probability,.; (p, R) for an SNRp  Uon. _ _ N

and rateR in a MISO system withn transmit antennas using Simulation: Figure 3 shows the outage probability ex-
a randomN vector beamforming codebook is given by pression in (16) plotted along with simulated results foe th
m an, (m,N) = (2,8) and(m, N) = (3, 16) cases. Both used a rate

5 (m) gnp,l) (2H71) e i\f: <N> of 1.1 hits/sec/Hz. The outage probability in a MRT system is

i=0

p

Pout(p, R) = T(m) + () also included to show quantization loss.
x (=1)'T(i(m — 1) + 1)U (im —i 1,1+ m f-1 V. BIT ERRORPROBABILITY ANALYSIS
p (16) This section will develop the bit error probability (BEP)fo

a RVQ limited feedback MISO beamforming system using
whereU(a, b;z) = ﬁfom e~ "'t~ 1(1 4 t)>=2~1dt is the binary biorthogonal modulation (ex. BPSK) or orthogonal
Kummer U function (also known as the Tricomi functiormodulation (ex. BFSK). The following lemma gives the
and confluent hypergeometric function of the second kind)osed-form expression of the BEP.
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Fig. 3. Closed-form outage probability expression matchgdinst simula- Fig. 4. Closed-form BEP expression matched against simunlatith three
tion. transmit antennas and a codebook sizeNot= 8.

Lemma 3: The BEP F.(p) for an SNRp in a MISO substituting (24) into (23) and replacing the SNR tesnin
system withm transmit antenas using a randaW vector (24) by pv in (23),
beamforming codebook employing biorthogonal or orthodgona

modulation is given by ! 1T-wW™ " (m—1+k K
P.(p)=E, [27< >(1+ql//))
gtk k

m—1m—k N 1)a+i+1(m — 1 5 (m—k =
ZZZ QZYEM )(gp) ( : ) b= (25)

k=0 a=0 i=1

% (m *kl + k) (JDB (Z-(m ~1), g + 1) where nowu =, /15 = \/ pES . Expanding(1 — p)™—*
a a a into a binomial series, the BEP can then be computed by taking
X oFy (5 + k, o) +1L;i(m—1)+ 3 + 1; —qp) the expectation with respect toas
(21) m—1m—k N a+z+1 _ 1)
where ¢ is a constant related to modulatio®(z,y) = Z Z 2m+k )
.[01 t*=1(1 — t)¥~Ldt is the Beta function andF; (o, 8;v; z) k=0 a=0 i=1 (ap
is the Gauss hypergeometric function. For biorthogonal sig % <m - k) ( — 1+ k) <N>
naling, ¢ = 1. For orthogonal signaling; = 0.5. a k i
Proof: The BEP of an additive noise SISO system with 1 1\ —(3+k) ,
SNR p and binary signaling has the formula X / vi (V + @) (1-v) (m=1Ldy
0
PS50 (p) = @ (v/2ap) (22) (26)

The closed-form solution for the integral in (26) is given in

The BEP of the current system can be found similarly by TS - .
[13, 3.197.8]. Substituting the equation results in thesetb

P.(p) =B, | By Q< /2q Jllh 2> V” form BEP expression in (21). [ |

(v) [ Ikl { pv|bilz Simulation: Figure 4 shows the closed-form BEP expres-
_ >~ e sion matched against simulated results for(he N) = (2, 8)
=Ey [/0 Q( quhy) Fimyz (7 )dh} 3) " and (m,N) = (3,16) cases. The BEP for an ideal MRT

The inner integral in (23) has been computed in closanStem is included to measure quantization loss.
form for the error rate analysis of maximum ratio combining

2 and expressind354)™ = (154)" (354)™ " and
ap

1 Ergodic capacity is an important performance indicator in
_ 12 1
(L=t p) =1 —n (1+ap)" gives limited feedback systems. In this section, we quantify the

* S RVQ limited feedback ergodic capacity into the ideal (il f
/0 @(V2aph) fywz (h)dh channel knowlege) ergodic capacity minus a limited feekbac

m—1 penalty term. The following lemma summarizes the result.
1 m—k (T — 1+ k —k . . .
=2 gmrr (L= 1) P (I1+4gp) ". (24)  Lemma 4: The ergodic capacity’(p) for an SNRp in a
k=0 MISO system withm transmit antennas using a randash



vector beamforming codebook is given by

m—1

er Z Ey 1 <l

> 7o ;)

- / (1-(@1—vym "
J0
where E,, ()

| I
integral.
Proof: The capacity of a MISO channel is given by

Clp) = By [Bymyg [loga (1 + pwnl3)| ]|

The inner expectation offh||3 is a special case of the
MIMO capacity given by [16], [17]

E

C(p) =logye (

Capacity(bits/s/Hz)

etz "dt is then-th order exponential

(28)

L
C(plv) = (logy e)e?”

(29)

Fig.
is included to measure loss due to quantization

Ergodic capacity
3.5 T T T

25

m=3, N=16

151

A

1
SNR (dB)

5. Ergodic capacity matched against simulation. léegbdic capacity

SNR, outage probability, and bit error probability were de-

where T'(a, z)

f t*"le~'dt is the upper incomplete rived in exact form. Ergodic capacity is given in an integral

Gamma function. It can be transformed into an exponentigkpression as the difference of the ideal MRT capacity and a

integral function using [14, 37:13:12,,(z) = " 'T'(1 —

loss term due to quantization. Simulations were provided to

n;z) for nonnegative integes. Thus, converting (29) into an prove the exact match of the expressions derived.

exponential integration expression and taking the expieata
overv,

C(p (1]

logge/ fo(v)ew Z Eji1 ( >d1/ (30)

Integrating (30) by parts y|eIds

, el 1
L —e v E E -
e = b <pu>

2

—

(3]

- . m—1 1 m—1 1
du = erv Z Erta <—> - Ey <—> dv 4
Py k=0 k=0 Py
dv =f,(v)dv [5]
_ o o m—1\N _ T ;7 i
v=1-(1-v) ) = e AvEm 1 <pl/> (31) 6]

where the recurrence relatio,, 1 (z) = e~ * —zE, (z) was
used. Carrying out the integration by parts and multiplyiyg
log, e yields (27). ]

Eq. (27) is the difference of the capacity of an MRTI[8]
system and loss due to quantization. As— oo, the system
performance approaches the ideal MRT system performan
This is expected as SNR quantization loss vanished as 0]
<.

Simulation: Figure 5 shows (27) matched against a simu-
lated ergodic capacity for then, N) = (2,8) and (m, N) [11]
(3,16) cases. The ideal MRT ergodic capacity is included to
show the loss due to quantization. [12]

(7]

VI [13]

In this correspondence, we analyzed a random codebd&i
generation scheme, known as RVQ, to implement limitggl;
feedback beamforming. Closed-form expressions for explect

CONCLUSIONS

&
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