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Abstract—Signaling analysis of nonlinear high-speed circuits is
challenging because it cannot rely on linear time-invariant prin-
ciples, whereas an exhaustive nonlinear simulation is computa-
tionally prohibitive for low bit error rates. To find the worst-case
eye, an exhaustive approach requires nonlinear simulations of 2m

bit patterns for a channel of m-bit memory. In this article, we
represent the nonlinear responses to the 2m inputs by a rank-k
matrix, where k denotes the number of distinct waveforms in the
responses for a prescribed accuracy, which is much smaller than
2m. We further develop a fast full cross approximation algorithm
to find the rank-k model with a low complexity independent of
2m. Simulations of large-scale real-world nonlinear circuits with an
over 100-bit channel memory demonstrate the accuracy, efficiency,
and capacity of the proposed work.

Index Terms—Fast low-rank approximation, fast simulations,
full cross approximation (FCA), nonlinear circuits, nonlinear
simulations, nonlinear time-invariant (non-LTI), signal integrity,
signaling analysis, time variant.

I. INTRODUCTION

NONLINEARITY in today’s systems is critical, but the
capability of existing methods is not sufficient to solve

large-scale signaling problems with a large channel memory and
a large number of crosstalk links. Prevalent SI simulations [1]–
[8] largely rely on linear time-invariant (LTI) assumptions to
calculate eye margins for low bit error rates. However, nonlinear
and time-variant effects have become increasingly important in
high-speed system design for higher data rates, lower power
consumption, and small form factor. Without sufficient simula-
tion capabilities of analyzing the impact of nonlinear elements
in platform, package, and silicon, designers have to add guard
band for the uncertainty in the simulation predictions. This may
eliminate many potentially good designs. The problem is diffi-
cult to solve because an exhaustive simulation is prohibitively
expensive, whereas no LTI-based principles can be utilized.

There have been a number of attempts to tackle the prob-
lem [9]–[11]. In [9], a Volterra functional series is used to

Manuscript received August 27, 2020; revised January 22, 2021, April 6,
2021, and April 12, 2021; accepted April 15, 2021. Date of publication June 8,
2021; date of current version October 13, 2021. This work was supported by a
Grant from Intel Corporation. (Corresponding author: Dan Jiao.)

Dan Jiao and Yuhang Dou are with the School of Electrical and Com-
puter Engineering, Purdue University, West Lafayette, IN 47907 USA (e-mail:
djiao@ecn.purdue.edu; dou16@purdue.edu).

Jin Yan, Jianfang Zhu, and Adam Norman are with Intel Corporation, Hills-
boro, OR 97124 USA (e-mail: jin1.yan@intel.com; olena.j.zhu@intel.com;
adam.j.norman@intel.com).

Color versions of one or more figures in this article are available at https:
//doi.org/10.1109/TEMC.2021.3074923.

Digital Object Identifier 10.1109/TEMC.2021.3074923

decompose a nonlinear link into multiple linear networks, and
then the peak distortion analysis (PDA) is applied to the linear
networks to construct a PDA of the nonlinear link. In [10],
multiple edge responses are employed based on the concept
of linear superposition. These methods linearize the original
nonlinear problem or adopt a simplified nonlinear model. In [12],
a new method is developed, which keeps the original nonlinear
problem as it is. Meanwhile, the method does not suffer from the
drawback of a brute-force nonlinear simulation. The underlying
idea is to put the nonlinear responses in a response matrix,
and find a low-rank representation of the matrix. However, the
meaning of the rank is not revealed in [12]. The computational
cost of the method is also high in both time and memory when
a channel memory is large or a large number of crosstalk links
need to be considered. This is because the algorithm requires
generating a selected number of rows of the response matrix.
When the channel memory m is large, even generating one row
is not feasible because it has 2m − 1 entries.

In this article, we develop a fast method to perform the non-
linear signaling analysis. Its computational complexity scales as
O(k2r) independent of the 2m, where k is the number of distinct
waveforms in the eye diagram for a prescribed accuracy, which
is much smaller than 2m; and r is the number of samples per bit
width. We also provide a theoretical analysis on the convergence
and accuracy of the proposed fast algorithm. The algorithm is
an accelerated full cross approximation (FCA) algorithm. The
FCA [14] is known to have guaranteed accuracy in finding a
low-rank approximation of a low-rank matrix using the ma-
trix’s selected rows and columns. However, the computational
cost of an FCA is prohibitive, scaling as O(k × r × 2m) since
the response matrix has a row dimension of r, and a column
dimension of 2m. We are able to develop a fast algorithm to
reduce the huge cost of FCA to O(k2r), independent of the
2m while preserving the accuracy of FCA. In addition, we
develop a Bayesian optimization (BO) based method to validate
the proposed work for large m. The proposed work has been
applied to real-world large-scale nonlinear circuits. Its accuracy,
efficiency, and capacity are demonstrated.

II. PROBLEM STATEMENT

For a channel whose memory is m bits, we can send a
stream of a large number of random bits to the channel to
examine the channel performance. The response at the cur-
rent bit, bit(0), can be affected by previous m− 1 bits, which
can be expressed as a nonlinear function of both time and
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Fig. 1. (a) Illustration of an eye diagram. (b) Matrix E representation of the
eye diagram.

m bits, y(bit(−m+ 1), . . ., bit(−1), bit(0), t). However, if the
bit stream is complete for testing, it is equivalent to sending 2m

kinds of bit sequences to the channel, as the bit more than m bits
away from the current bit has a negligible effect. To examine the
signal integrity of a nonlinear channel of m-bit memory by eye
diagram, thus a rigorous but brute-force solution is to find all
2m − 1 responses at current bit. The challenges of this solution
approach are obvious, and it is even computationally prohibitive
for the large-scale signal integrity analysis where m is large.
However, such a large number of bits is frequently encountered
in today’s high-speed design due to crosstalk, jitter, equalization,
etc. Consider a nonlinear channel whose channel memory is 100;
also consider one Hspice simulation time to be 8 min, which
is typical for simulating a relatively large circuit. For such a
scenario, the total number of nonlinear simulations required is
2100. Using Hspice to perform exhaustive simulations would
take about 1025 years, which is computationally prohibitive.

III. PROPOSED WORK

A. Essential Idea

Consider a channel that has an m-b memory, if we record all
the 2m responses received at the current bit, we obtain an eye di-
agram of the channel, an example of which is shown in Fig. 1(a).
Based on Jiao and Zhu [12], this eye diagram can be stored in a
response matrix shown in Fig. 1(b), denoted byE, where the row
dimension of this matrix r is the number of samplings per bit
width, and the column dimension c is2m − 1 excluding response
to zero input. Each column of E is one response received at the

current bit, with column i corresponding to the response to bit
sequence i (in decimal number). For example, for m = 3, there
are seven columns inE, which correspond to responses received
at current bit due to bit sequence 001, 010, 011, 100, 101, 110,
and 111, respectively.

The response matrix has a rank bounded by its row dimension
r, which is much smaller than the column dimension c, and
furthermore independent of m. In theory, we can find r linearly
independent vectors from E, using which any column of E can
be represented as a weighted sum of these vectors. However, for
nonlinear problems, we do not know the weighting coefficients
of the r vectors, since LTI principles are not applicable.

Nevertheless, if we use the number of distinct waveforms (for
accuracy ε) in the eye diagram as the rank to be found, then
the problem becomes solvable. First of all, this number is much
smaller than 2m. This is because the number of distinct voltage
levels in the dynamic range of the received signal is a small
number at any time instant. It is only related to the resolution
used to sample the voltage, regardless of the number of nonlinear
simulations. For example, for a voltage range between 0 and
1, dividing it into 100 segments already makes the difference
between two adjacent voltage levels no greater than ε = 1%.
For r samples in one bit width, the maximum number of distinct
waveforms is hence 100r for accuracy ε, which is a bounded
number, and much smaller than 2m. This is because at each
time instant, one just need to perform 100 simulations, i.e.,
find responses to 100 bit sequences, to capture the 100 distinct
voltage values. Since there are r time instants in 1-bit width
(i.e., UI, unit interval), in total, there are 100r simulations, and
hence 100r waveforms in the eye diagram. In practice, many of
these simulations are shared in common across the time instants,
and hence the unique number of simulations one has to do is
even smaller. Second, if we can find the k distinct waveforms
hence columns in E, then there is no need to simulate other
2m − 1− k nonlinear cases, since their waveforms in the eye
diagram overlap with the k waveforms that have been simulated
(within an error tolerance).

Based on the aforementioned findings, the original problem
of finding the eye diagram can be converted to an equivalent
problem of finding k distinct waveforms in the eye diagram,
by which a low-rank k representation of E can be obtained.
Certainly, if the row number r is smaller than k, the rank of
E will be bounded by the row number r. Although this rank is
smaller, from the r linearly independent columns ofE, we do not
know how to use them to obtain the other 2m − r − 1 columns
without invoking a number of nonlinear simulations. Therefore,
in this case, we should increase the row number by increasing
the sampling rate so that the k distinct waveforms can be found.

To find the low-rank representation ofE efficiently, we utilize
[13, Th. 3.1], which is summarized as follows.

Theorem 1: For a matrix R that satisfies ‖R−M‖ ≤ ε, and
rank(M) ≤ k for accuracy ε, there exist k rows and k columns
of the matrix which determine a cross approximation of R as
follows:

R̃ = R:,Ĵ(RÎ,Ĵ)
−1RÎ,: (1)

and ‖R− R̃‖ is within error tolerance.
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In (1), Ĵ = {j1, j2, . . ., jk} denotes the indexes of the k
columns, Î = {i1, i2, . . ., ik} denotes the indexes of the k rows,
R:,Ĵ denotes the k columns of R whose column indexes are in

the set Ĵ ,RÎ,: represents the k rows ofR, whose indexes belong

to Î , and R−1

Î,Ĵ
is the inverse of the submatrix in R formed by

the k rows and k columns.
The significance of (1) is that we can use a small set of the

original columns and rows of a matrix to construct its low-rank
representation. In the context of this article, we seek for the
following rank-k representation of the eye diagram:

Ẽ = E:,Ĵ(EÎ,Ĵ )
−1
[
EÎ,Ĵ EÎ,J\Ĵ

]
(2)

whereJ denotes the whole set of column index from 1 to2m − 1.
In the above, the column space of EÎ,J\Ĵ is included in the
column space of EÎ,Ĵ , since its columns overlap with the k
distinct waveforms, and hence does not need to be computed.

B. On the FCA and Adaptive Cross Approximation (ACA)

The key of constructing (2) is obviously to find the row pivots
Î and column pivots Ĵ such that the resulting approximation is
accurate. It can also be seen from (2) that the choices of such
pivots are not unique, as long as (EÎ,Ĵ)

−1 is not singular, or
ill-conditioned. However, since now the column dimension is
O(2m), if one randomly selects O(k) columns from the whole
column set, the accuracy of (2) cannot be guaranteed. It is even
more so when it comes to find the worst-case eye height (EH)
and eye width (EW) of the eye diagram, since the probability
for them to appear is 1/2m.

One approach to determine these pivots is the cross approxi-
mation algorithm with full pivoting [14], also called FCA, which
is shown in Algorithm 1. In this algorithm, we first find the
maximal entry in the given matrix E, whose row and column
indexes determine the first set of row and column pivots, (i1, j1).
Then, the j1th column of E is stored as a1; and the i1th row of
E divided by E(i1, j1) makes the row vector bT1 . The resultant
rank-1 matrix, a1bT1 , is then subtracted from the original matrix
E to obtain a residual matrix. In this residual matrix, again,
we find the maximal entry, whose row and column indexes
determine the second set of row and column pivots, (i2, j2). The
a2 vector is then found from the j2 column of the residual matrix,
whereas bT2 vector is the i2 row of the residual matrix divided by
the entry of the residual matrix at the i2th row and j2th column.
Such a successive rank-1 approximation is continued until the
actual rank of the matrix is revealed, at which δ (the value of the
residual matrix at the selected row and column pivots) is zero or
close to zero. The whole process results in the following rank-k
model of E:

Ẽ =
k∑

ν=1

aνbν
T (3)

which can be proved to be the same as (2) if E is a rank-k
matrix [14]. However, using this algorithm, first, one has to
know the entire eye diagram; second, the computational cost
is prohibitive, which scales as O(k × r × 2m), neither of which
is feasible or affordable.

Another way to find (2) is the ACA algorithm [14]. Although
this algorithm is more efficient than the FCA shown in Algorithm
1, it also requires a computational cost of O(k2(r + 2m)), in
addition to the cost of obtaining the 2m − 1 entries in the k-rows
from nonlinear simulations, which is not feasible for large m.
In addition, compared to FCA that uses the largest entry in the
residual matrix to determine pivots, ACA’s choice of pivots is
heuristic.

C. Proposed Fast Algorithm

In this article, we develop a fast algorithm to reduce the
computational complexity of FCA, for finding the row pivots
Î and column pivots Ĵ of (2), down to O(k2r) in time, and
O(kr) in memory while retaining FCA’s accuracy. The number
of nonlinear simulations required is only O(k). As a result,
large-scale nonlinear signaling analysis becomes feasible. In
addition, we separate the response matrix when current bit is
1 or 0 and construct two rank-k models, i.e.,

E = [E(bit(0) = 1) E(bit(0) = 0)] . (4)

In this way, the accuracy can be further improved. We notice that
high accuracy is desired especially for precisely capturing the
EH and EW. For example, the two vectors in the response matrix
may be very close to each other in terms of linear dependence,
however, they can yield a difference at a millivolt level in
the EH, which matters to practical design. Next, we will use
E(bit(0) = 1) as an example to illustrate the proposed algorithm
and simplify the notation as E, whereas E(bit(0) = 0) can be
handled in the same way.

In this algorithm, we first initializeE to beE0. There are many
ways to generateE0. A simple and effective way is to use an LTI-
based channel response. This can be obtained by recording them
responses at the current bit due to a bit 1 located at −1, −2,...,
and −m+ 1 positions, respectively, for current bit located at
position 0. Let S0 ∈ Rr×m denote these seed responses. Using
S0, E0 can be obtained readily as follows:

E0 = S0B (5)

whereB ∈ [0, 1]m×(2m−1) is the union of all the2m − 1 input bit
sequences. Its jth column denotes the jth bit sequence, whose
value is the m-b binary representation to decimal number j.
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Below is an example of B for m = 3

B =

⎛
⎜⎜⎝

1 2 3 4 5 6 7
bit 1 0 0 0 1 1 1 1
bit 2 0 1 1 0 0 1 1
bit 3 1 0 1 0 1 0 1

⎞
⎟⎟⎠ . (6)

We start from E0 to find the row pivots Î and column pivots
Ĵ . In this matrix, we go through each row, and find the largest
entry in each row, out of which we find the entire matrix’s
maximal modulus. The row and column index of this entry is
chosen as the first pair of pivots (i1, j1). Using Algorithm 1, the
aforementioned computation would costO(r × 2m) operations,
which is prohibitive. However, we find that we can use the sign
of each row of S0 to determine the maximal modulus in each
row of E0 in O(m) operations. Basically, for an arbitrary row
of E0, i, its maximum modulus can be obtained by adding up
either all the positive S0(i, :) entries, or all the negative S0(i, :)
ones, whichever is larger as shown in the following:

max
1≤j≤2m−1

(|E0(i, j)|) = max (Vp(i), Vm(i)) , (1 ≤ i ≤ r)

(7)
where

Vp(i) =
∑

j∈[1,m],S0(i,j)>0

S0(i, j) (8)

Vm(i) =
∑

j∈[1,m],S0(i,j)<0

|S0(i, j)|. (9)

After finding the maximum in each row, we choose the maximum
out of all row maximums to determine the matrix maximum, and
hence

max(|E0|) = max
1≤i≤r

max(Vp(i), Vm(i)) (10)

whose row and column pivots are selected as i1 and j1. The
whole computation costs O(r ×m) only, as compared to the
cost of O(r × 2m) if using Algorithm 1.

Since in the eye diagram generation, both Vp and Vm are
important, we split E0 into a positive part E0,+, and a negative
one E0,−, so that the bit sequences that produce a positive
maximum and a negative maximum both can be considered.
Thus

max(|E0,+|) = max
1≤i≤r

(Vp(i))

max(|E0,−|) = max
1≤i≤r

(Vm(i)). (11)

After finding (i1, j1), we proceed to perform the nonlinear
simulation for the bit sequence corresponding to j1. The result,
which isE:,j1 , is thea1 vector in the rank-kmodel being pursued.
The i1th row of E divided by Ei1,j1 is the bT1 , hence

a1 = E:,j1 (12)

bT1 = Ei1,:/Ei1,j1 . (13)

However, the row vector bT1 is not completely known but at the
j1th column. Hence, at this step, we only need to obtain bT1 (j1),

which is

bT1 (j1) = Ei1,j1/Ei1,j1 = 1. (14)

Next, we deduct the rank-1 matrix a1 × bT1 from the original
E to obtain the first residual matrix E1, i.e.,

E1(:, Ĵ1) = E(:, Ĵ1)− a1 × bT1 (Ĵ1) (15)

where Ĵ1 denotes the set of column pivots that have been
computed at step 1, which is j1. In E1, we need to determine
the maximum entry whose row and column indexes are chosen
as (i2, j2). However, since E1 is not completely known, we use
the residue matrix E0

1 to estimate E1. Thus, we compute

E0
1 = E0 − a01 × b0T1 (16)

where

a01 = E0
:,j1

b0T
1 = E0

i1,:
/E0

i1,j1
. (17)

For each row of E0
1, a brute-force calculation would take

2m − 1 operations to determine the maximal entry in this row.
Here, again we can reduce it to O(m) by using the sign of seed
responses, S1, of E0

1. To derive S1, (16) can be rewritten as

E0
1 = S0B− a01 × c0T

1 B =
(
S0 − a01 × c0T

1

)
B

= S1B
(18)

where c0T1 can be found by using (17) as

c0T1 = S0(i1, :)/a
0
1(i1). (19)

From S1, we can use its sign to determine the maximal
modulus of E0

1 in each row, as shown from (7) to (9). Here,
S1 can be viewed as the m seed responses of the residual matrix
E0

1. Using the sign ofS1(i, j) for each bit j, we can reversely find
out among 2m − 1 bit sequences, which bit sequence produces
the largest value in the ith row of E0

1 in one operation. This is
much more efficient than computing (16) as it is, and then find
the maximum modulus.

After finding the matrix maximum of E0
1, its row and column

pivots are used to determine (i2, j2). We then proceed to perform
the nonlinear simulation for the bit sequence corresponding
to j2. Let Ĵ2 denote the two column pivots that have been
computed, which are j1 and j2 now. The residue matrices E1 in
(15) and bT1 in (13) are updated by adding one column for j2.

Then, the a2 and bT2 vector in the rank-k model of E can be
found as

a2 = E1(:, j2)

bT2 (Ĵ2) = E1(i2, Ĵ2)/δ2 (20)

where δ2 = a2(i2), and the resultant residual matrix is

E2(:, Ĵ2) = E1(:, Ĵ2)− a2 × bT2 (Ĵ2). (21)

To determine next pivots, again, we compute

E0
2 = E0

1 − a02 × b0T
2 (22)

Authorized licensed use limited to: Purdue University. Downloaded on May 12,2022 at 14:08:01 UTC from IEEE Xplore.  Restrictions apply. 



1578 IEEE TRANSACTIONS ON ELECTROMAGNETIC COMPATIBILITY, VOL. 63, NO. 5, OCTOBER 2021

which can be written as

E0
2 = S2B (23)

in which

S2 = S1 − a02 × c0T2 (24)

where

c0T2 = S1(i2, :)/a
0
2(i2). (25)

We then use the signs ofS2 to determine the maximum entries in
E0

2, the row and column pivots of which are chosen as (i3, j3).
The aforementioned computation is performed step by step.

At an arbitrary k′th step, we use the sign of seed responsesSk′−1

to find the pivots (ik′ , jk′) of the maximum modulus by using
(7). Then, update Ĵk′ by adding jk′ upon Ĵk′−1. After we perform
the nonlinear simulation for the bit sequence corresponding to
jk′ , we can obtain the residue matrix Ek′−1 as

Ek′−1(:, Ĵk′) = E(:, Ĵk′)−
k′−1∑
ν=1

aν × bTν (Ĵk′). (26)

The vectors ak′ and bk′ for the rank-k model can be obtained as

ak′ = Ek′−1(:, jk′) (27)

bTk′(Ĵk′) = Ek′−1(ik′ , Ĵk′)/δk′ (28)

where

δk′ = ak′(ik′). (29)

At step-k′ (k′=1, 2, . . .), we estimate the error of the current
rank-k model using the following formula:

errork′ =
‖ak′ ‖‖bk′T ‖√∑k′−1
ν=1 ‖aν‖2‖bTν ‖2

(30)

where two-norm is used for each vector. Matrixwise, the denom-
inator of the above is the Frobenius norm of the rank-(k′ − 1)
model obtained at the (k′ − 1)th step, and the numerator is the
Frobenius norm of the newly added rank-1 matrix at the k′th
step. When the error reaches the prescribed value, we stop the
overall process, at which the rank-k model of desired accuracy
is found.

D. Algorithm Summary and Complexity Analysis

We summarize the aforementioned algorithm in Algorithm 2.
This algorithm is run twice. One for E+, and the other for E−,
where the current bit is 0 and 1, respectively. The computation
performed on E0, shown in Algorithm 2 from Steps 10 to 11,
essentially realizes the following rank-k approximation:

E0 = AkCkB (31)

where Ak ∈ Rr×k contains the k-vectors of c0Tν , Ck ∈ Rk×m

contains the k-vectors of c0Tν , as shown in (19) and (25). The
procedure of finding these vectors can be summarized as the
following:

a0ν = Sν−1B(:, jν) (32)

c0T
ν = Sν−1(iν , :)/a

0
ν(iν) (33)

Sν = Sν−1 − a0ν × c0T
ν (34)

in which ν starts from 1 and finishes at k, and the signs of Sν

at each step are used to determine next pivots (iν , jν) based on
(7).

The computational cost of (32) for k steps is O(k × r ×m);
the computational cost of (33) for k steps is O(k ×m); and
that for k steps of (33) is O(k × r ×m). As for the pivot
determination, it is of O(r ×m) at each step. Hence, the total
time complexity of the proposed algorithm for computing (31) is
O(k × r ×m). This is the cost from Steps 10 to 11 in Algorithm
2 together with the cost of Step 4. As for the cost from Steps 5 to
9, it is ofk2 × r. Sincek is larger thanm in general, the total time
complexity of the proposed algorithm is O(k2r). The number
of nonlinear simulations required to be computed is also O(k).
As for the memory cost, it is of O(kr), dominated by the cost of
storing aν vectors. Hence, overall, the proposed algorithm has
a low complexity independent of 2m in both time and memory.

It is worth mentioning that for m < r (which is true in
general), the mathematical rank of (31) is no greater thanm, i.e.,
the number of bits. However, the algorithm developed here is to
find distinct waveforms (columns) of E for a desired accuracy,
not to find a low-rank approximation of E in a traditional sense.
As mentioned in Section III-A, if we do so, we do not know
how to use the obtained k columns to synthesize other columns
inE since it is made of nonlinear responses. So one can view the
proposed method as repurposing the FCA-based rank-revealing
algorithm to “find distinct waveforms (columns) of E,” or view
the rank to be found here as the number of distinct waveforms.
In doing so, we utilize one property of FCA: if two columns are
very close to each other, when one column is zeroed out in the
FCA procedure, so is the other column (in the sense of having
a small residual). To facilitate finding a complete set of distinct
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waveforms for prescribed accuracy, in addition to choosing the
row dimension r no less than k, there is no accuracy parameter
used in the procedure ofE0’s approximation, so that the program
can continue to run to find new bit patterns, which are used to
generate nonlinear simulation results from which the accuracy
of approximatedE is evaluated. In the following section, we also
explain why a bit pattern that can result in a distinct waveform
in E0 would also lead to a distinct waveform in E.

IV. CONVERGENCE AND ACCURACY

Since E has a rank-k representation as analyzed in the afore-
mentioned section, the proposed algorithm has a guaranteed con-
vergence. This is because after every step, the rank is increased
by 1 in the rank-k model. In other words, the rank of the residual
matrix is reduced by 1. After O(k) steps, the rank-k model is
found, and the residual matrix becomes zero. This can be proved
based on Börm et al. [14]. Basically, we can write the residual
matrix obtained at each step as

Ek′ = E−
k′∑

ν=1

aν × bTν (35)

where k′ = 0, 1, 2, . . .,. Hence, we have

Ek′+1 = Ek′ − ak′+1 × bTk′+1. (36)

We can prove

rank(Ek′+1) = rank(Ek′)− 1. (37)

This is because first, ak′+1 is a column vector in the residual
matrixEk′ , and hence the rank ofEk′+1 is at most the rank ofEk′ .
Second, let uik′+1

be a unit vector that has a 1 appearing at the
ik′+1th row, then we have uT

ik′+1
Ek′+1 = 0, but uT

ik′+1
Ek′ �= 0.

Hence, the rank of Ek′+1 cannot be equal to Ek′ . Third, since
the two matrices are different by a rank-1 matrix, the difference
in their rank is at most 1. As a result, we obtain (37). Using it, we
can see that at every step in the proposed algorithm, the rank of
the residual matrix is reduced by 1. If E is of rank k, then after
k steps, Ek is of rank zero, and hence, the method converges.
When it converges, the resultant rank-k model is also an accurate
representation of E.

One may wonder if unfortunately, at many steps, the new
response we add overlaps with the responses already simulated,
although the proposed algorithm would discard that response,
the whole procedure can become very inefficient. This is the
same question one would raise to a random choice of k bit se-
quences among 2m − 1 ones. If one does so, many bit sequences
may result in the same response (for a given error tolerance). It
is even more challenging to find the bit sequence that produces
the worst-case 1 or 0 at each time instant, whose probability is
approximately one out of 2m. In other words, what makes the
proposed algorithm so effective in finding distinct responses?
This can be analyzed as follows.

Let

bit = [bit(−m+ 1), bit(−m+ 2), . . ., bit(0)] (38)

be the set of all m bits, where bit(0) denotes the current bit. This
set can be divided into two subsets: one has a significant effect

on the current bit, and the other set’s contribution is insignificant
(such as 50% smaller than the largest response received at the
current bit or even smaller). In general, the former is composed
of the bits closest to the current bit, and the smallest set of which
is the current bit. Let

bit = [0, 0, . . ., bit(0)] (39)

i.e., the current bit being bit(0) = 1, 0, whereas other bits are
zero. The response at current bit can be approximately viewed
as

y(bit, t) = y(bit, t) + y′(bit, t)Δ(bit)

+ y′′(bit, t)Δ(bit)2/2 + · · · (40)

in which Δ(bit) is the difference between bit and bit. The
superscript ′ denotes a first-order derivative, and ′′ denotes a
second-order derivative. The first-order derivative term for all
2m − 1 bit sequences is nothing but

E0 = S0B. (41)

Hence, the bit sequence that generates a distinct waveform in
E0 is expected to produce a distinct waveform in the nonlinear
response y(t), although the two waveforms can be completely
different. If we include a few more significant bits in bit, this
would be even more obvious. This explains why the proposed
algorithm can find the distinct k-waveforms effectively in the
nonlinear case. Yes, the nonlinear response is not equal to
(40). However, the proposed algorithm does not use that either.
Instead, it calls for the nonlinear simulation to obtain the exact
response for the selected bit sequence. As for the true worst-case
1 and 0, as well as the complete eye diagram, they are the natural
outcome of the proposed algorithm after the rank-k model is
found.

V. VERIFICATION METHOD OF THE PROPOSED WORK

For smaller m, we can validate the proposed work by exhaus-
tive nonlinear simulations. However, for large m, such as 20 or
larger, it becomes not feasible to run the exhaustive simulations.
We hence propose to use BO [15], [16], a global optimization
method for black-box functions, to validate this article. After
the program of the proposed algorithm finishes, we continue
to search for patterns that may make the eye even worse. This
optimization problem is formulated as follows.

1) Optimization variables: each bit in an m-bit sequence.
2) Optimization target: the voltage at the desired slice of the

eye formed by the waveform of any bit sequence.
3) Optimization initialization: all the bit sequences (patterns)

Ĵ found in this article.
4) Optimization stopping criteria: when the number of itera-

tions exceeds the user-specified iteration limit.
For better accuracy, we run BO for the worst-case 1 and 0

separately. A more powerful BO-SDP [16] is also employed for
cases that have aggressors. We use BO for verification only be-
cause its run time is too long to tolerate in practical applications.
It should be noted that there could exist more advanced BO than
the one available for use in this article.
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Fig. 2. (a) Channel with one victim and seven aggressors, whose bit number
is 184. (b) Eye diagram and worst-case 1 and 0 generated by the proposed
algorithm. (c) Relative error of the proposed algorithm for case 1 and 0.

VI. SIMULATION RESULTS

A. Low Power Double Data Rate fifth Generation (LPDDR5)
Channel With 184 B

This example is for DQ (double input/output) write direction.
It is an LPDDR5 channel, which is illustrated in Fig. 2(a). The
driver is linear with Ron = 33 Ω. The channel memory m for
this example is 22 and the data rate is 6400 MT/s. We include
one victim and seven aggressors to study both intersymbol
interference (ISI) and crosstalk effect. To generate a complete
eye diagram, 1 bit after current bit is added to each channel.
Hence, the total number of bits considered in this simulation is
184. Although this channel is a linear channel, we treat it as a
nonlinear one to test the capability of the proposed algorithm.

This example also serves a good testing case since the bit number
is large while the reference result is known. In Fig. 2(b), we
plot the eye diagram generated by the proposed method with
the worst-case 1 and 0 highlighted in black. A brute-force
simulation would require 2184 − 1 simulations to produce the
eye diagram. In contrast, the proposed algorithm only simulates
518 cases (determined by (30) no greater than 10−15), costing
9.32 s and 43 MB memory only. The EH and EW are found
to be 83.108210 mV, and 100.286885 ps, respectively, which
are identical to the reference results. The relative error of the
proposed algorithm, shown in (30), is plotted in Fig. 2(c) at
each step for the current bit being 1 (Case 1) and 0 (Case 0),
respectively. As can be seen, the error decreases step by step,
and reaches a level of10−15 within 160 simulations for each case.
The computation stops when a prescribed accuracy is reached,
and in this example, 10−15 accuracy.

B. Nonlinear LPDDR5 Channel With 13 B

The second example is a nonlinear LPDDR5 channel shown
in Fig. 3(a). The receiver has an on-die termination (ODT) and
a DRAM die resistance and a capacitance. The channel memory
for this example is 13 and the data rate is 6400 MT/s. The
sampling rate is 1 ps. We only include the victim in the analysis
so that only ISI is considered.

In Fig. 3(b), we plot the eye diagram generated by the pro-
posed method in comparison with that obtained from a brute-
force nonlinear simulation, where blue color is for the proposed
method, and red one is for the brute-force solution obtained
from 8191 nonlinear simulations. They are shown to agree very
well with each other. In the proposed method, only 163 nonlinear
simulations are performed, which is much smaller than the 8191
nonlinear simulations. The exhaustive nonlinear simulation is
feasible in this example because the channel memory is not
large. In Fig. 3(b), we also show the worst-case 1 and 0 (black
line) as compared to the reference solution (yellow line), which
are in excellent agreement. The EH and EW of the proposed
method are 248.841000 mV and 115.831671 ps, whereas the
EH and EW of the reference solution are 248.841000 mV,
and 116.448666 ps, respectively. Again, excellent agreement is
observed. In this example, it only takes the proposed algorithm
1.04 s, and 9.6-MB memory to finish the simulation excluding
the time of nonlinear circuit simulations. As for the time for
nonlinear simulations, the speedup of the proposed method is
the ratio of 8191 to 163, which is ∼50, since only 163 nonlinear
simulations are performed. In Fig. 3(c), the relative error of
the proposed algorithm is plotted at each step where rank is
increased by 1. The relative error is shown to decrease with the
rank, and within 80 simulations, the error is reduced to the level
of 10−15, which also indicates the good accuracy of the proposed
algorithm.

C. Nonlinear Double Data Rate Fifth Generation (DDR5)
Channel With 75 B

The third example is a 1DPC [one DIMM (dual in-line
memory module) per channel] DDR5 channel for a test chip
comprising package, board, connector, dimm, etc., as shown
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Fig. 3. (a) Nonlinear channel with a 13-b channel memory. (b) Eye diagram
and worst-case 1 and 0 generated by the proposed algorithm overlaid with brute-
force nonlinear simulations. (c) Relative error of the proposed algorithm.

in Fig. 4(a). This example has a driver whose nonlinearity can
be adjusted by a parameter p. If p = 1, it means the driver is
linear. If p = 0, then the driver is extremely nonlinear. We study
both p = 0.1 and p = 0.5 to validate the performance of the
proposed algorithm. The receiver has an ODT and a DRAM
die resistance and a capacitance. The channel memory for this
example is 25 and the data rate is 5600 MT/s. Each bit width
is divided into 100 samples. We include one victim and two
aggressors in the analysis to consider both ISI and crosstalk
effects. Hence, the total number of bits is 75. Note that the
number of bits in aggressors is not required to be the same as
that of the victim. Each aggressor can have a different channel
memory, whereas the proposed algorithm is equally applicable.

Fig. 4. (a) Nonlinear channel with one victim and two aggressors, whose bit
number is 75. (b) Worst-case 1 and 0 generated by the proposed algorithm as
compared with BO results for p = 0.5 (UI in the label means unit interval).
(c) Worst-case 1 and 0 generated by the proposed algorithm as compared with
BO results for p = 0.1.

Since an exhaustive nonlinear simulation is not feasible in this
example, the BO is used to validate the proposed method. As
shown in Fig. 4(b) and (c), for both p = 0.5 and p = 0.1, the
proposed algorithm shows an excellent agreement with the BO
results. The rank found for the p = 0.5 and p = 0.1 case is 380
and 402, respectively. Hence, using the proposed algorithm, one
only needs to perform a few hundred nonlinear simulations,
which can also be done in parallel, whereas a brute-force solution
would require 275 − 1 nonlinear simulations. The time taken by
the BO is also much larger than the time cost by the proposed
algorithm. For example, for the p = 0.1 case, the BO used in this
article takes about 50 times longer CPU time since it requires
more nonlinear simulations to optimize the result.
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VII. CONCLUSION

A fast method is developed for large-scale signal integrity
analysis of nonlinear circuits. In this algorithm, we find the
nonlinear responses to the 2m − 1 bit sequences of a channel
can be represented by a rank-k matrix for a prescribed accuracy.
Here, k is the number of distinct waveforms (responses) in the
eye diagram. k is found to be in hundreds even for largem. After
finding these responses, other 2m − 1− k responses do not need
to be simulated since they overlap with the k responses in the eye
diagram. We then develop a fast algorithm to find such a rank-k
representation with guaranteed accuracy and a low complexity
of O(k2r) ∼ O(k3) independent of 2m. We have applied the
proposed method to real-world large-scale nonlinear signaling
analysis whose brute-force simulations are not feasible. These
applications clearly demonstrate the accuracy, efficiency, and
capacity of the proposed method. The method also significantly
outperforms a black-box-type BO based technique in CPU run
time and memory usage.
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