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Abstract—A direct finite-element solver of linear complexity is developed to analyze general 3-D electromagnetic problems where conductors and dielectrics can be arbitrarily shaped, inhomogeneous, and lossy. Numerical experiments have demonstrated its superior performance over state-of-the-art direct finite-element solvers as well as an iterative finite-element solver. A linear complexity in both CPU time and memory consumption has been theoretically proved and numerically verified with controlled accuracy. The finite-element matrix of an electrodynamic problem having over 5.64 million unknowns is factorized in less than 2.5 hours on a single core running at 2.8 GHz.

I. INTRODUCTION

State-of-the-art fast finite element method (FEM)-based solvers rely on iterative approaches to solve large-scale electromagnetic problems. The computational complexity of an iterative solver is at best $O(N^2)$ for 2-D problems, and $O(N^3)$ for 3-D problems. Although there have been successes in speeding up the direct finite element solution [2], [3] for electromagnetic analysis, as yet, no $O(N)$ complexity, i.e. optimal complexity, has been accomplished for FEM-based direct solutions of general 3-D electromagnetic problems. The contribution of this paper is a direct FEM solver of linear complexity for general 3-D electromagnetic analysis. Both theoretical analysis and numerical experiments have demonstrated its linear complexity and superior performance.

II. PROPOSED LINEAR-COMPLEXITY DIRECT SOLVER

In the proposed solver, we fully take advantage of the zeros in the original FEM matrix, and also maximize the zeros in L and U by nested dissection ordering [1]. Unlike [3] that represents the L and U as a whole $\mathcal{H}$-matrix [4], we only store the nonzero blocks in L and U with a compact error-controlled $\mathcal{H}$-matrix representation, compute these nonzero blocks efficiently by developing fast $\mathcal{H}$-matrix based algorithms, while removing all the zeros in L and U from storage and computation. Moreover, we organize the factorization of the original 3-D finite element matrix into a sequence of factorizations of 2-D dense matrices, and thereby control the rank to follow a 2-D based growth rate, which is much slower than a 3-D based growth rate [5]. The overall algorithm has six major steps:

1. Build cluster tree $T_E$ based on nested dissection
2. Build elimination tree $E_T$ from $T_E$
3. Obtain the boundary for each node in $E_T$
4. Generate the $\mathcal{H}$-matrix structure for each node
5. Do numerical factorization guided by $E_T$ by $\mathcal{H}$-matrix-based fast algorithms
6. Solve for a right hand side based on $E_T$

The steps of building the cluster tree $T_E$ [4] and the elimination tree $E_T$ [2] by nested dissection restructure the original matrix and minimize the number of fill-ins introduced during factorization. We recursively partition a 3-D computational domain into 8 subdomains using three surface separators until the number of unknowns in each subdomain is no greater than $leaf\_size$ (a pre-determined constant). We then build the elimination tree level by level with the bottom-level nodes being the subdomains having $leaf\_size$, and the nodes at other levels comprising the surface separators at different levels. The root node is the largest separator. The LU factorization of the FEM matrix is a bottom-up traversal of the elimination tree. Let each node in the elimination tree be $N_i$. We identify a tight boundary for it, denoted by $bd(N_i)$, which is the minimal set of unknowns that would be modified in factorizing the matrix associated with $N_i$, $Y_{N_i\times N_i}$. Here, $Y$ is the matrix assembled during the direct solution procedure. We then form the frontal matrix $F^i$ for each node $N_i$,

$$F^i = \begin{pmatrix} Y_{N_i\times N_i}^b & Y_{bd(N_i)\times N_i}^b \\ Y_{bd(N_i)\times bd(N_i)}^b & \mathbb{Y}_{bd(N_i)\times bd(N_i)} \end{pmatrix}$$  \hspace{1cm} (1)$$

which is a dense matrix of size $\#node + \#boundary$. Since each non-leaf node in the elimination tree is a 2-D surface separator, the boundary of each node is essentially the union of the unknowns residing on the bounding box of the 2-D separator. Thus, the boundary size is proportional to the node size, which is 2-D. We hence reduce the factorization of the original large 3-D FEM matrix to a sequence of factorizations of 2-D dense matrices shown in (1). We then develop efficient $\mathcal{H}$-matrix based algorithms to accelerate the dense matrix computation. Each intermediate dense matrix (1) can be viewed as the Schur complement of the original sparse FEM matrix in a 2-D domain (a surface separator), which is nothing but the sum of the original sparse FEM matrix in the 2-D domain and the contribution from its children domains.
to this 2-D domain. Since the rank of the inverse of a matrix sum is bounded by the rank of the inverse of any one of the matrices, the rank of each intermediate dense matrix is bounded by the rank of the inverse of the original sparse FEM matrix in a 2-D domain. Hence, the rank’s growth rate follows a 2-D based growth rate rather than a 3-D based growth rate, which has also been numerically verified.

Complexity and Accuracy Analysis: Considering a 3-D computational domain, the unknown number of which along each direction is $n$. The total unknown number is thus $N = n^3$. Denoting the depth of the elimination tree by $L$, we have $L = \log_2 n$ and hence, $N = 8^L$. Let the root level be $l = L$. At level $l$ of the elimination tree, there are $8^{L-l}$ nodes, and the matrix size of each node is $m = O(2^l \times 2^l)$ because a node at level $l$ is either a 2-D surface separator or a leaf domain. Since the operations associated with each node are performed in an $\mathcal{H}$-based fast algorithm, the computational cost of each node of size $m$ is significantly reduced from $m^3$ to $r_l^2 m \log^2 m$ [3], where $r_l$ denotes the rank at the $l$-th level. As a result, we obtain

$$\text{Time Complexity} = \sum_{l=1}^{L} 8^{L-l} r_l^2 (2^l \times 2^l) \log^2 (2^l \times 2^l). \tag{2}$$

Since each node is a 2-D surface separator, the rank $r_l$ follows the 2-D based growth rate, thus it is proportional to the square root of the logarithm of the electrical size of the 2-D surface [5], and hence $r_l = \text{rank}_{2D} = O(\sqrt{\log 2^l}) = O(\sqrt{l})$. Substituting it into (2), we obtain

$$\text{Time Complexity} = 8^L \sum_{l=1}^{L} l(2l)^2 / 2^l = O(N), \tag{3}$$

which is linear. The last equality holds true because the denominator grows with $l$ much faster than the numerator. Similarly, the storage complexity of the proposed solver can be proved to be $O(N)$. In the proposed solver, we represent the intermediate dense matrices associated with each node (a leaf domain or a separator) in the elimination tree by an $\mathcal{H}$-matrix. The accuracy of such an $\mathcal{H}$-matrix representation can be proved from the fact that the original FEM matrix has an exact $\mathcal{H}$-representation and its inverse has an error-bounded $\mathcal{H}$-representation [3].

III. NUMERICAL RESULTS

A large-scale 3-D array structure [3] at 100 GHz is simulated on a unix server with a 2.8 GHz AMD CPU. The mesh density is fixed, while the array-element number is increased from $2 \times 2$ to $14 \times 14$, resulting in an unknown number ranging from 117,287 to 5,643,240. The electrical size of the largest array is around 15.6 wavelengths. The conductors are also discretized because of finite conductivity. The simulation parameters are $\eta = 2.5$. In Fig. 1, we plot the factorization time, the memory cost, and the accuracy of the proposed solver versus $N$, in comparison with a state-of-the-art multifrontal solver and an $\mathcal{H}$-matrix based direct solver. The accuracy is measured by relative residual. The refined accuracy plotted in triangular marks is obtained by adding a few (less than 10) steps of iterative refinement (http://en.wikipedia.org/wiki/Iterative_refinement) after the solution is obtained, the cost of which is negligible since $L$ and $U$ have been computed. Neither the multifrontal solver nor the $\mathcal{H}$-matrix solver is capable of simulating larger than $7 \times 7$ arrays due to their large memory requirements. In contrast, the proposed direct solver not only greatly outperforms the two solvers but also demonstrates a clear linear complexity with excellent accuracy achieved in the entire unknown range. The proposed direct solver was also compared with a commercial-grade iterative FEM solver. For the $7 \times 7$ array having 98 right hand sides, it took the iterative FEM solver 8102 s to solve the problem with a matrix of size $N=661,682$ without discretizing into the conductors, whereas in a similar amount of time, the proposed direct solver solved the $14 \times 14$ array having over 5.64 million unknowns.
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