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Abstract—This paper presents an efficient method-of-moments solution of the mixed-potential integral equation for a general microstrip structure in multilayer media. In this method, the general forms of the spectral-domain Green’s functions for multilayer media are derived first. The spatial-domain Green’s functions are then obtained by the discrete complex-image method, which obviates the time-consuming numerical evaluation of the Sommerfeld integral. The Rao–Wilton–Glisson basis functions are employed to provide necessary flexibility to model arbitrary shapes. To expedite the computation of frequency response over a broad band, a reduced-order model is presented using asymptotic waveform evaluation. Numerical results of multilayer circuits and antennas are presented to show the efficiency and accuracy of this method.

Index Terms—Complex-image method, Green’s function, method of moments, multilayer media, reduced-order model.

I. INTRODUCTION

A VARIETY of methods have been developed for electromagnetic modeling of microstrip structures, such as antennas, circuits, and interconnects [1]. A review of them reveals that the method-of-moments (MoM) solution of the integral equation has received intense attention. In this method, the evaluation of Green’s functions and the choice of basis functions are crucial to obtaining an accurate and efficient solution. Therefore, many variations of this method have been implemented and investigated. Among them, the solution based on the mixed-potential integral equation (MPIE) using the Rao–Wilton–Glisson (RWG) basis functions [2] is an attractive approach [3]–[6] because the RWG basis function offers good flexibility to model arbitrarily shaped structures, and MPIE provides a less singular kernel compared with the electrical-field integral equation (EFIE).

On the other hand, when microstrip structures become more complicated, multilayer media are employed to allow for more versatile designs [6]–[9]. This fact necessitates the modeling to be capable of dealing with microstrip structures in multilayer media. To achieve this goal, the evaluation of Green’s functions for multilayer media is crucial. As is well known, the spatial-domain Green’s function is the inverse Hankel transform of the spectral-domain counterpart, which is commonly known as the Sommerfeld integral (SI). Generally, the analytical solution of the SI is not available, and the numerical integration is time consuming since the integrand is both highly oscillating and slowly decaying. Several efficient techniques have been proposed to speed up this numerical integration [10], [11]. To further accelerate the computation, the scheme that employs the precomputation and interpolation techniques is popularly used [6], [12]. Another approach to rapidly evaluate the SI is the discrete complex-image method (DCIM) [13]–[17]. The basic idea of the DCIM is to approximate the spectral kernel by a sum of complex exponentials using the Prony method or the generalized pencil-of-function (GPOF) method [18]. The SI’s can then be evaluated in closed forms via the Sommerfeld identity. This method has been extensively employed to analyze microstrip structures. However, most of the work is confined to single- or double-layered structures. As claimed in [6] and [20], it is difficult to extend the DCIM to multilayer media because of the difficulty associated with the extraction of the surface-wave contribution. However, since the surface-wave contribution is insignificant for the thin multilayer configurations and becomes appreciable only in the far-field region, it is not necessary to extract the surface wave for those cases [17], thereby rendering the DCIM possible and efficient for multilayer media. In this paper, we show that the DCIM is accurate for all the examples considered without the extraction of surface-wave contribution.

Furthermore, since the above analysis is implemented in the frequency domain, we have to repeat the calculation at each frequency to obtain the frequency response over a band of interest. This can be computationally intensive for electromagnetic devices with complicated frequency responses. For this reason, several different techniques have been proposed to characterize such devices by using the reduced-order model, such as the asymptotic waveform evaluation (AWE) [22], complex frequency hopping (CFH) [23], and Padé via Lanczos (PVL) [24]. All of them were originally developed in the circuit community. The basic idea of these techniques is to approximate the frequency response or the transfer function by a low-order rational function: the Padé approximant. In AWE and CFH, the Padé approximant of the frequency response is obtained by the moment-matching process. In PVL, the Padé approximant is obtained by the Lanczos process so that the direct calculation of moments is eluded. Recently, these techniques have been extended for electromagnetic analysis [25]–[28]. A parallel effort ongoing in the electromagnetic community is the development of the model-based parameter estimation (MBPE) [29], [30]. Instead of matching moments in
AWE, MBPE matches the derivatives of the transfer function to find the Padé approximant.

Although PVL is more stable than AWE, the algorithm requires the submatrices to be frequency independent. This is not the case in MoM since the submatrices are frequency dependent through the Green’s functions. Therefore, the AWE is employed in this paper to achieve the fast frequency sweep. The unknown current is first expanded as a Taylor series at the expansion point. The Taylor series coefficients, or the moments, are associated with the frequency derivatives of the impedance matrix, which can be derived because of the use of the DCIM. The Padé approximant is then obtained by matching the moments. The response over a frequency band near the expansion point can be easily obtained. To obtain the broadband response, more expansion points are required. A simple binary search algorithm, as proposed in [25], is employed to automatically determine the expansion points to obtain the accurate solution over the entire broad band.

This paper begins with the MPIE formulation for a general microstrip structure in multilayer media and the MoM solution to this equation. The spectral-domain Green’s functions for multilayer media is then derived. The DCIM is employed to efficiently evaluate the SI’s, resulting in closed-form spatial-domain Green’s functions. The AWE technique is then applied to expedite the computation of frequency response over a bandwidth. Finally, numerical results are presented to demonstrate the accuracy and efficiency of this method.

II. FORMULATIONS

Consider a general multilayer medium, as shown in Fig. 1. For layer $i$, the permittivity and permeability are denoted as $\varepsilon_i$ and $\mu_i$, respectively. In most cases, the bottom is backed by a ground plane and the top is open. The medium is assumed to be laterally infinite. In this section, the MPIE formulation for general microstrip structures is derived. To obtain the spatial-domain Green’s functions, we first analytically derive the Green’s functions in the spectral domain. We then employ the DCIM to convert the spectral-domain Green’s functions into the spatial domain, which can be written in closed forms. Finally, the AWE formulation is presented to expedite the calculation of frequency responses.

A. MPIE Formulation

The microstrip structures are assumed to be of infinitesimal conductor thickness and located in the $\rho$-plane. The induced current on the microstrips can be obtained from the MoM solution of the pertinent MPIE. We first divide the microstrips into triangular elements and then expand the current on the microstrips using the RWG basis functions. Applying Galerkin’s method results in the matrix equation

$$\mathbf{Z} \cdot \mathbf{I} = \mathbf{V}$$

(1)

in which the impedance matrix $\mathbf{Z}$ and vector $\mathbf{V}$ have the elements given by

$$\mathbf{Z}_{mm} = j\omega \iint_{T_m} \iint_{T_n} [f_m(\mathbf{r}) \cdot f_n(\mathbf{r}')] G_{\alpha}(\mathbf{r}, \mathbf{r}') d\mathbf{r}' d\mathbf{r}$$

$$- \frac{1}{\omega^2} \nabla \cdot f_m(\mathbf{r}) \nabla' \cdot f_n(\mathbf{r}') G_{\alpha}(\mathbf{r}, \mathbf{r}') d\mathbf{r}' d\mathbf{r}$$

(2)

$$V_m = \iint_{T_m} E^e(\mathbf{r}) \cdot f_m(\mathbf{r}) d\mathbf{r}$$

(3)

where $f_m$ and $f_n$ denote the testing and basis functions, respectively, $G_{\alpha}$ is the $x\bar{x}$-component of the Green’s function for the vector potential, and $G_{\bar{q}}$ is the Green’s function for the scalar potential. In our problems, the delta voltage source is applied at the excitation port so that the right-hand-side vector $\mathbf{V}$ is zero everywhere, except at the excitation edges. The current distribution on the microstrip surfaces is then obtained by solving the matrix equation (1). The $S$-parameters can be extracted by carefully examining the standing-wave behavior of the currents at each port.

To efficiently generate the impedance matrix $\mathbf{Z}$, the fast evaluation of $G_{\alpha\bar{q}}$ is crucial. However, the spatial-domain Green’s function is represented by the SI

$$G_{\alpha\bar{q}}(\mathbf{r}, \mathbf{r}') = \frac{1}{4\pi} \int_{-\infty}^{\infty} \tilde{G}_{\alpha\bar{q}}(k_p, z, z') H_0^{(2)}(k_p|\mathbf{r} - \mathbf{r}'|) k_p dk_p$$

(4)

where $\tilde{G}_{\alpha\bar{q}}(k_p, z, z')$ is the spectral-domain counterpart of $G_{\alpha\bar{q}}(\mathbf{r}, \mathbf{r}')$. In the Section II-B, we give the general form of spectral-domain Green’s functions and the efficient evaluation of the SI’s by the DCIM.

B. Spectral-Domain Green’s Functions

The basic principle to derive the spectral-domain Green’s functions due to an arbitrary source embedded in a multilayer medium is to first decompose the fields into TE and TM waves. Their propagations in multilayer media can be characterized
by the reflection and transmission coefficients. One approach to simplify the derivations is to employ a transmission-line network analog of the multilayer medium, in which each layer is represented by a transmission-line section and the TE and TM waves are represented by two independent transmission lines [20], [21]. In this paper, the approach described in [19] is employed. For planar microstrip configurations, we consider a horizontal electric dipole (HED) embedded in layer \(n\). The field point is located in layer \(n\). The spectral-domain Green’s functions for scalar and vector potentials can be written as

\[
\tilde{G}_n = \frac{\mu_n}{2jk_{mz}} F_{n}^{\text{TE}}, \\
\tilde{G}_n = \frac{1}{2jk_{mz}k_p^2} \left( \frac{\mu_n t_n^2}{\mu_n} F_{n}^{\text{TE}} - jk_{mz} \frac{\partial}{\partial z} F_{n}^{\text{TM}} \right)
\]

where \(F_{n}^{\text{TE}}\) and \(F_{n}^{\text{TM}}\) are the TE and TM components in layer \(n\), respectively, which can be derived as in [19].

### C. DCIM

Once the spectral-domain Green’s functions are obtained, the next step is to evaluate the SI, which is very time consuming because of the highly oscillating and slowly decaying behavior of the integrand. Although some techniques have been proposed for fast evaluation of the SI, the numerical integration is still the bottleneck for the design of a fast algorithm. The DCIM obviates numerical integration and represents the SI in a closed form. Initially, the DCIM first extracts the quasi-static and surface-wave contributions from the spectral-domain kernel, then approximates the remaining kernel by a sum of complex exponentials, and finally evaluates the integral via the Sommerfeld identity. Since the extraction of the surface-wave contributions for multilayer media is cumbersome, it is difficult to extend the DCIM to multilayer media. Recently, the GPOF method has been applied to cast the Green’s functions into closed forms, which is more robust and less noise sensitive compared to the original Prony method. The use of GPOF also shows that the extraction of the surface-wave contributions is not necessary for structures with insignificant surface waves. This makes it easy to employ the DCIM for multilayer media.

To apply the DCIM, we rewrite the spectral-domain Green’s function in a simple form as

\[
\tilde{G} = \frac{F - F_0}{2jk_{mz}}.
\]

As the first step of the DCIM, the quasi-static contributions, which dominate as \(k_p \rightarrow \infty\), are extracted, which makes the remaining kernel decay to zero for sufficiently large \(k_p\). For the TE case, the reflection coefficients approach \((\mu_i - \mu_{i+1})/\mu_{i+1}\) while, in the TM case, they tend to \((\epsilon_i + \epsilon_{i+1})/\epsilon_{i+1}\). Therefore, we can rewrite (7) as

\[
\tilde{G} = \frac{F - F_0}{2jk_{mz}} + \frac{F_0}{2jk_{mz}}
\]

where \(F_0\) denotes the quasi-static term. With the aid of the Sommerfeld identity, the quasi-static contribution from the second term in (8) can be evaluated as

\[
G_0 = F_0 e^{-jk_{mz}r_i}.
\]

The first term in (8) can be approximated as a sum of complex exponentials using the GPOF method. The deformed integration path in the complex \(k_{mz}\) is chosen as \(k_{mz} = k_m[(1-t/T_0) - j\tau]\), where \(T_0\) is determined such that \(F - F_0\) becomes negligible beyond \(T_0\). Uniformly sampling \(F = F_0\) on \(t \in [0, T_0]\) and applying the GPOF method, we can approximate \(F - F_0\) as

\[
F - F_0 = \sum_{i=1}^{N_c} a_i e^{-k_{mz}r_i}.
\]

Again using the Sommerfeld identity, we obtain

\[
G = F_0 \frac{e^{-jk_{mz}r_i}}{4\pi r_i} + \sum_{i=1}^{N_c} a_i \frac{e^{-k_{mz}r_i}}{4\pi r_i}
\]

where \(r_i = \sqrt{\rho^2 - \beta_{ij}^2}\) is complex, which is the location of the complex image, and \(N_c\) is the number of complex images.

As mentioned in [15], when the source is in the bounded region of multilayer media, a modification of the DCIM is necessary. In that case, the exponentials are written in terms of the propagation coefficient of the unbounded layer instead of that of the source layer.

### D. AWE Implementation

The solution can be achieved by solving (1). Given a frequency band, we have to repeat the solution of (1) at a set of frequencies to obtain the frequency response. For structures with a highly oscillatory frequency response, this process is computationally expensive. Several techniques to realize the fast frequency sweep have been developed, such as MBPE, AWE, CFH, and PVL. The basic principle of these techniques is to extract the dominant poles and residues of the frequency response and represent it by a reduced-order model, which is accomplished by constructing the Padé approximant of the frequency response.

In AWE, the solution of (1) can be expanded as a Taylor series at a given frequency point \(\omega_0\)

\[
I(\omega_0 + \sigma) = \sum_{n=0}^{\infty} M_n \sigma^n
\]

where \(M_n\) is the \(n\)th moment vector and is given by

\[
M_n = \frac{1}{n!} \left. \frac{\partial^n}{\partial \omega^n} [Z^{-1}(\omega) V] \right|_{\omega = \omega_0}.
\]

The moments can be evaluated by the recursive relation

\[
Z(\omega_0) M_n = -\sum_{i=1}^{n} \frac{1}{i!} \left. \frac{\partial^i}{\partial \omega^i} Z(\omega) M_{n-i} \right|_{\omega = \omega_0}
\]

with the initial vector

\[
M_0 = Z^{-1}(\omega_0) V.
\]
Fig. 2. Green’s functions of the scalar and vector potentials in five-layer medium. The relative permittivity and thickness of each layer are as follows: $\varepsilon_1 = 1.0, \varepsilon_2 = 2.1, h_2 = 0.7 \text{ mm}, \varepsilon_3 = 12.5, h_3 = 0.3 \text{ mm}, \varepsilon_4 = 9.8, h_4 = 0.5 \text{ mm}, \varepsilon_5 = 8.6, h_5 = 0.3 \text{ mm}. The solid and dashed lines represent $G_x$ and $G_z$, respectively, which are calculated by DCIM. The circle and diamond represent $G_x$ and $G_z$, respectively, which are obtained by direct numerical integration. The frequency is 30 GHz.

To overcome the problem associated with the radius of convergence of the Taylor series expansion, the Padé approximant of $I(\omega_0 + \sigma)$ is used, which can be written as

$$I(\omega_0 + \sigma) = \frac{a_0 + a_1 \sigma + \cdots + a_p \sigma^p}{1 + b_1 \sigma + \cdots + b_q \sigma^q}$$  \hspace{1cm} (16)$$

where typically $p = q - 1$ and the $p+q+1$ unknown coefficients of the numerator and denominator are uniquely determined by matching the first $p+q+1$ moments of (12), as is done in [25] and [26]. Once we obtain the Padé approximant, the frequency response over a frequency band can be rapidly evaluated.

Therefore, the first step of AWE is to evaluate the derivative matrices at the expansion point. As can be seen from (2), the impedance matrix is the function of frequency through the Green’s functions. Unlike in [30], the Green’s functions in this method have the simple expression $e^{-jkr}/r$, as is evident in (11), due to the use of the DCIM. Therefore, here, the derivative matrices can be simply formulated. The moment vectors can then be obtained recursively by (14). After the moment-matching process, the Padé approximant for each element can be obtained. Therefore, the frequency response over a band near the expansion point is obtained.

In many practical problems with a broad-band response, one expansion point is not sufficient to cover the entire bandwidth. In such cases, multiple expansion points are necessary. Here, a simple binary search algorithm, as described in [25] and [26], is employed to automatically choose the expansion points. Assume that we are interested in the frequency response over the band $[f_{\text{min}}, f_{\text{max}}]$. We first compute the reduced-order models using $f_{\text{min}}$ and $f_{\text{max}}$ as the expansion points. We then compute the frequency response over the entire band $[f_{\text{min}}, f_{\text{max}}]$. If the two responses are within an acceptable error tolerance, the procedure has converged. If not, an additional reduced-order model is then computed at a new expansion point $(f_{\text{min}} + f_{\text{max}})/2$, and the error checking process is repeated in the two new subintervals. This process is repeated until the two reduced-order models bordering all subintervals give the frequency responses within the prescribed error tolerance.

It is known that AWE has the problem of instability in the computation of the Padé approximation due to the ill-conditioned moment-matching process [24]. However, this is not a problem in our method because the order of the Padé approximant is typically chosen as $q \leq 8$, for which the instability has never been observed.

III. NUMERICAL RESULTS

We first verify the spatial-domain Green’s functions obtained by the DCIM by considering a five-layer medium. The
first layer is free space. The fifth layer is backed by a ground
plane. The frequency is 30 GHz. We seek Green’s functions
for the four cases. The HED can be at the interface of the first
and second layer $m = 1$ or the fourth and fifth layer $m = 4$.

The field point also has two choices of $\eta = 1$ or $\eta = 4$. The
Green’s functions of all these four cases are given in Fig. 2
compared to those obtained by the numerical integration along
the Sommerfeld integration path (SIP). A good agreement can
be observed. In this calculation, we choose $T_0 = 20$ and
$N_C = 5$. The saving of the computation time is very significant.
For instance, the average central processing unit (CPU) time
to obtain one Green’s function is 15 s using the numerical
integration approach. In contrast, the DCIM only takes less
than 0.2 s. The computation is performed on a 266-MHz DEC
Alpha workstation. Furthermore, the numerical integration is
performed from point to point; however, the DCIM is a plane-
to-plane calculation so that the source and field points on the
same $z$-plane share the same DCI’s, which further enhances
the efficiency of the DCIM.

After the validation of this technique, we incorporate the
DCIM into the MoM solution of MPIE for microstrip struc-
tures in multilayer media. The example we consider is a

<table>
<thead>
<tr>
<th></th>
<th>Direct</th>
<th>AWE</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex. 1</td>
<td>6.4</td>
<td>66</td>
<td>184.0</td>
</tr>
<tr>
<td>Ex. 2</td>
<td>104.0</td>
<td>80</td>
<td>8920.0</td>
</tr>
<tr>
<td>Ex. 3</td>
<td>27.0</td>
<td>400</td>
<td>10800.0</td>
</tr>
</tbody>
</table>

$T_{\text{freq}}$: CPU time per frequency in the direct calculation;
$N_{\text{freq}}$: Number of frequencies in the direct calculation;
$T_1$: Total CPU time by the direct calculation;
$T_{\text{exp}}$: CPU time per expansion point with AWE;
$N_{\exp}$: Number of expansion points with AWE;
$T_2$: Total CPU time with AWE.
proximity-coupled circular patch antenna [31]. The two substrate layers have the same relative permittivity \( \varepsilon_r = 2.62 \) and thickness 1.59 mm. The microstrip line is on the bottom layer and the patch is on the top layer. The radius of the patch is 17.5 mm and the width of the microstrip line is 4.372 mm. The overlapping length may be used to control the coupling. Here, it is 17.5 mm. The number of unknowns is 686. The input impedance with the reference plane 79.0 mm away from the patch center is given in Fig. 3, which agrees well with the measured data from [31].

In the following three examples, AWE is applied to expedite the calculation of frequency response over a bandwidth. In all the cases, we use \( q = 8 \). The CPU time using AWE is compared with that employing the direct calculation to demonstrate the efficiency, as shown in Table I. We first consider a microstrip double-stub on a single layer, which has the relative permittivity \( \varepsilon_r = 9.9 \) and the thickness 0.127 mm [12], [32]. The number of unknowns is 205. Current distributions at two different frequencies are shown in Fig. 4(a) and (b). The direct calculation gives a very good result comparing with the measured data [12], [32], as shown in Fig. 4(c). In this calculation, the CPU time at each frequency is 6.4 s and totally 60 frequencies are sampled to obtain the accurate results. Therefore, the total CPU time is 384 s. Using AWE and choosing only one expansion point \( f = 10.0 \) GHz, we can obtain a very good result, as given by Fig. 4(d). In the calculation with AWE, the CPU time is 18.1 s. Thus, using AWE is approximately 21 times faster. Note that the sampling points are not dense enough to catch the null at approximately 9.75 GHz for the direct calculation.

We now consider a two-port asymmetric antenna [33]. There are two orthogonally crossed dipoles on the top layer. They have different lengths so that dual-frequency operation is achieved. The transversal one has a length of 11.9 mm and the longitudinal one has a length of 10.2 mm. The width of both is 1.7 mm. The two substrate layers have the same relative permittivity \( \varepsilon_r = 2.17 \). The top layer has a thickness of 1.6 mm and the bottom layer has a thickness of 0.8 mm. On the bottom layer, the feeding lines are 2.2-mm wide. Fed from port 1, the longitudinal dipole is excited at the resonant frequency of 8.4 GHz. The current distribution is given in
Fig. 5(a). Fed from port 2, the transversal dipole is excited at its resonant frequency of 9.6 GHz. The current is shown in Fig. 5(b). At 11.3 GHz, the coupling bend consisting of two perpendicular half-dipole is resonant. The incident power is essentially transmitted from one port to the other, and the current distribution is shown in Fig. 5(c). The magnitude of $S$-parameters is given in Fig. 5(d). The measured data are available from [33]. The good agreement can be observed. In this example, the number of unknowns is 912. The direct method takes 104 s for each frequency, and a total of 80 sampling frequencies are used to obtain the accurate results. Therefore, the total CPU time is approximately 139 min. In contrast, with AWE, only three expansion frequencies are needed. At each expansion point, the CPU time is 350.2 s. Totally, the CPU time is 17.5 min. Thus, using AWE is approximately eight times faster.

The final example is an overlap-gap-coupled microstrip filter [6], [34], illustrated in Fig. 6(a), which is a two-layer geometry. The top layer is alumina with a relative permittivity of 9.8 and a thickness of 0.254 mm. The bottom layer is duroid with a relative permittivity of 2.2 and a thickness of 0.254 mm. The geometrical parameters are the same as those in [34]. The number of unknowns is 503. In the direct calculation, the CPU time at each frequency is 27 s, and a total of 400 sampling frequencies are used to obtain the accurate results. Therefore, the total CPU time is approximately 3 h. The computed $S$-parameters in comparison with the measured data are shown in Fig. 6(b). The small discrepancy with the measured data is due to the finite thickness of metallization and the manufacturer’s tolerance of substrates, as discussed in [6] and [34]. In contrast, with AWE, only nine expansion frequencies are chosen automatically by the binary search. At each expansion point, the CPU time is 95.9 s. In total, the CPU time is 863.1 s. Thus, the method with AWE is approximately 12.5 times faster than the direct calculation. The results without and with AWE are in excellent agreement, as shown in Fig. 6(c).

IV. CONCLUSION

This paper presents an efficient MoM solution of the MPIE formulation for a general microstrip structure in a multilayer
medium. In this method, the spectral-domain Green’s functions for multilayer media are derived and the spatial-domain Green’s functions in the form of SI’s are then evaluated by the DCIM, which obviates the time-consuming numerical integration. The RWG basis functions are employed to provide necessary flexibility to model arbitrary shapes. The AWE is applied to efficiently evaluate the frequency response over a band of interest. Some multilayer circuits and antennas are analyzed to demonstrate the efficiency and accuracy of this method. We remark that since the surface-wave contribution is not extracted, the error of the DCIM employed in this paper increases as the k0p increases. For all the examples, the error is within an acceptable tolerance for k0p < 100 or ρ < 16λ0, where λ0 is the free-space wavelength. Most microstrip circuit components have a dimension much smaller than 16λ0, which is the primary reason for the accuracy of the proposed method.
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