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Abstract—The existing matrix-free time-domain (MFTD) method, though free of a matrix solution in arbitrary unstructured meshes, is not explicit in time marching, as a backward difference is utilized. The numerical system underlying the MFTD is unsymmetrical, and a traditional explicit simulation of such a system is absolutely unstable. In this article, we overcome this barrier and successfully develop a truly explicit MFTD method. In this method, a new explicit time marching scheme is created for simulating unsymmetrical systems, whose stability is theoretically proved and shown to be guaranteed. Meanwhile, the accuracy is not sacrificed; and the time step allowed by the traditional explicit method is not reduced to ensure the stability. As a result, we greatly improve the computational efficiency of the MFTD method without compromising its accuracy. In addition to the MFTD, the unsymmetrical systems are encountered in other numerical methods and analyses, such as the subgridding methods, the nonorthogonal FDTD methods, and the analysis of nonreciprocal problems. In this article, we show that the proposed new explicit method is a general method for stably simulating unsymmetrical systems. Hence, it can be utilized in other unsymmetrical methods to ensure the stability in an explicit time-domain simulation. The accuracy, efficiency, and stability of the proposed work have been demonstrated by extensive numerical experiments.
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I. INTRODUCTION

Among the existing time-domain computational electromagnetic methods, the explicit finite-difference time-domain (FDTD) method [1], [2] requires a structured orthogonal grid for space discretization. The finite-element method in time domain (TDFEM) [3], [9], [10] has no difficulty in handling arbitrarily shaped irregular meshes, but it requires the solution of a mass matrix even in its explicit schemes. Recently, a matrix-free time-domain (MFTD) method is developed for solving Maxwell’s equations and other partial differential equations (PDEs) in unstructured meshes [11]–[14]. It possesses the advantages of both the FDTD and the TDFEM: having a naturally diagonal mass matrix, which is achieved accurately, and also independent of the element shape used for space discretization. However, the underlying discretized curl–curl operator is highly unsymmetrical. For an unsymmetrical matrix, a traditional leap-frog or central-difference-based explicit time marching is absolutely unstable, a proof of which can be found in [11], [13], and [24]. This is because an unsymmetrical matrix can support complex eigenvalues or even negative eigenvalues; when these eigenvalues exist, no time step can be found to make the explicit time marching stable. To overcome the stability problem while retaining the advantage of a diagonal mass matrix, in [11]–[13], a backward difference scheme is employed for time marching. This results in a system matrix to solve, which is an implicit scheme. Although the inverse of the system matrix is made explicit in [11]–[13] by using a series expansion, thus avoiding a matrix solution, the computation of a $k$-term series expansion is still required, which is equivalent to $k$ sparse matrix-vector multiplications. The value of $k$ is small, and however, the computational cost is higher than a true explicit scheme, which requires only one matrix-vector multiplication.

The unsymmetrical numerical systems are also commonly encountered in other numerical methods, such as nonorthogonal FDTD methods [8], [24], FDTD subgridding schemes [4]–[7], [25]–[28], and FDTD with nonuniform grid-ding. In an FDTD subgridding scheme, the fields at the interface between a base grid and a subgrid are typically obtained by an interpolation scheme using surrounding fields. To ensure the accuracy, such an interpolation scheme often results in an unsymmetrical numerical system, whose stability is not guaranteed. To ensure stability, the reciprocity of the fields has been enforced [25]–[27]. However, it is difficult to preserve the symmetry of the original FDTD without compromising accuracy and meshing flexibility. In a recent FDTD subgridding method [28], an accurate interpolation scheme is
developed to ensure the accuracy of the resulting subgridding algorithm, and this scheme is applicable to arbitrary grid ratios between the base grid and the subgrid, as well as allowing for flexible subgrid arrangements and nonuniform gridding. However, the resultant system matrix is also unsymmetrical. As can be seen from [28], a special implicit scheme such as the one in [11] is used to address the stability.

Various nonorthogonal FDTD methods [8], [15]–[22] have also been developed to extend the capability of a standard FDTD to handle irregular meshes. In unstructured meshes, since the H loop cannot center the E–unknown and vice versa, interpolation and projection are often employed in the nonorthogonal FDTD methods to discretize Maxwell’s equations. The resultant numerical system is, in general, unsymmetrical, and late time instability has been reported [23].

The stability and accuracy of the aforementioned methods have always been two competing factors. In order to ensure the accuracy of these methods, the resultant system matrix, in general, cannot be made symmetric. As a result, there is no theoretical guarantee of the stability of the resultant time-domain simulation. If the imaginary part of the eigenvalues of the unsymmetrical system matrix is negligible compared with the real part, such as a subgridding with a few interface unknowns or nonuniform gridding in small local areas, an explicit time marching may manage to be stable within a certain time window. However, this is not the case when the system matrix is highly unsymmetrical. For example, in the MFTD, we observe an immediate divergence after starting the time marching if a traditional explicit scheme is used. On the other hand, one can construct a symmetric numerical system to guarantee stability, however, accuracy and flexibility are often sacrificed in the space discretization of the curl operators. If we can find a systematic way to handle complex-valued eigenvalues and explicitly simulate an unsymmetrical numerical system with guaranteed stability, then not only the MFTD method can be made truly explicit, but also other unsymmetrical time-domain methods can be marched on in time explicitly without the need for concerning about their stability. When analyzing the problems that are unsymmetrical in nature such as nonreciprocal problems, being able to stably simulate unsymmetrical problems becomes even more critical.

The contribution of this article is such a method to overcome the instability of explicitly simulating an unsymmetrical numerical system. With this method, we are able to make the MFTD truly explicit, hence removing the need for using the backward difference and the series expansion to avoid a matrix solution. As a result, the advantage of the diagonal mass matrix of the MFTD is accentuated, and the matrix-free merit is strictly realized for unstructured meshes. The basic idea of this article has been presented in our conference article [30]. In this article, we provide a rigorous theoretical proof on the stability of the proposed method in addition to an accuracy analysis. We also extend the work to other unsymmetrical methods. A state-of-the-art unsymmetrical FDTD subgridding method [28] is made explicit without sacrificing accuracy using the proposed method. In addition, we have performed extensive numerical experiments on the new explicit unsymmetrical FDTD subgridding algorithm and the explicit MFTD method using various examples. They demonstrate the stability of the proposed explicit method in simulating unsymmetrical systems, with greatly reduced CPU run time and without sacrificing accuracy.

II. BACKGROUND AND ANALYSIS OF THE PROBLEM

In this section, we provide the background of this article and also analyze the problem encountered in the transient simulation of an unsymmetrical numerical system. We start from the MFTD in unstructured meshes, then proceed to the state-of-the-art unsymmetrical FDTD subgridding method, and then to the general unsymmetrical methods for solving Maxwell’s equations.

A. MFTD in Unstructured Meshes and Underlying Unsymmetrical System

Given an irregular structure with inhomogeneous materials discretized into an arbitrary unstructured mesh, based on [11]–[13], the electric field \( \mathbf{E} \) in each element is expanded into vector bases whose order is no less than one, such that the resulting curl \( \mathbf{E} \) is not a constant in the element. As a result, the \( \mathbf{H} \) field’s space dependence in a single element can be captured, as its order would be higher than zero. If the traditional zeroth-order bases are used to represent \( \mathbf{E} \) such as those in the FDTD, after taking a curl operation on \( \mathbf{E} \), the resulting magnetic field \( \mathbf{H} \) is a constant in each element. As a result, \( \mathbf{H} \) required for reversely finding \( \mathbf{E} \) at the next time step cannot be accurately obtained in an irregular mesh.

The expansion into vector bases yields \( \mathbf{E} = \sum_{j=1}^{m} e_j \mathbf{N}_j \), where \( e_j \) is the \( j \)th basis’s unknown coefficient and \( m \) is the basis number in each element. Using the modified higher order vector bases shown in [11], each \( e_j \) denotes \( \mathbf{E}(\mathbf{r}_{hi}) \cdot \hat{e}_j \), i.e., \( \mathbf{E} \) field at point \( \mathbf{r}_{hi} \) along the direction of unit vector \( \hat{e}_j \). Substituting the expansion of \( \mathbf{E} \) into Faraday’s law, evaluating \( \mathbf{H} \) at a point \( \mathbf{r}_{hi} \), and then taking the dot product of the resultant with a unit vector \( \hat{h}_i \), we obtain

\[
-\text{diag}([\mu]) \frac{\partial [h]}{\partial t} = \mathbf{S}_e [e]
\]

where \([e]\) denotes a global \( \mathbf{E} \)-unknown vector of length \( N_e \) consisting of all \( e_j \) coefficients, \( \mathbf{S}_e \) is a sparse matrix denoting a discretized curl operation on \( \mathbf{E} \), and \( h \) is a global \( \mathbf{H} \)-unknown vector of length \( N_h \), whose \( i \)th entry is \( h_i = \mathbf{H}(\mathbf{r}_{hi}) \cdot \hat{h}_i \). The diag([\mu]) in (1) denotes a diagonal matrix of permeability \( \mu \).

Although (1) can be used to generate \( \mathbf{H} \)-unknowns at any point along any direction, we have to keep in mind that they should be obtained at those locations and along those directions that can reversely generate desired \( \mathbf{E} \)-unknowns in an accurate way. Hence, we choose the \( \mathbf{H} \)-points, \( \mathbf{r}_{hi} \), and the \( \mathbf{H} \)-directions, \( \hat{h}_i \), along a rectangular loop perpendicular to each \( \mathbf{E} \)-unknown, and centering the \( \mathbf{E} \)-unknown, as shown in Fig. 1. In this way, the resultant \( \mathbf{H} \) fields can, in turn, generate \( \mathbf{E} \) required in (1) accurately at the next time step, via the discretization of Ampere’s law as follows:

\[
\text{diag} ([\mu]) \frac{\partial [e]}{\partial t} + [j] = \mathbf{S}_h [h]
\]
in which \( \{j\} \) denotes a current source vector, \( \mathbf{S}_h \) is a sparse matrix of size \( N_e \times N_h \), representing a curl operation on \( \mathbf{H} \). Based on the \( \mathbf{H} \) fields shown in Fig. 1, each row of \( \mathbf{S}_h \) obviously has only four nonzero elements, whose column index corresponds to the global index of the four \( \mathbf{H} \)-points associated with one \( \mathbf{E} \)-unknown. In (2), the \( \text{diag}(\{e\}) \) is a diagonal matrix of permittivity. From (1) and (2), we can also eliminate \( \mathbf{H} \) and solve \( \mathbf{E} \) as follows:

\[
\text{diag}(\{e\}) \frac{\partial^2 \{e\}}{\partial t^2} + \mathbf{S}\{e\} = -\frac{\partial \{j\}}{\partial t} \tag{3}
\]

where

\[
\mathbf{S} = \mathbf{S}_h \text{diag} \left( \left( \frac{1}{\mu} \right) \right) \mathbf{S}_e. \tag{4}
\]

When \( \mathbf{S}_e = \mathbf{S}_h^T \), \( \mathbf{S} \) is symmetrical and positive semidefinite, thus having nonnegative real eigenvalues only. Here, since the curl of \( \mathbf{E} \) and the curl of \( \mathbf{H} \) are carried out in a completely different fashion, \( \mathbf{S}_e \neq \mathbf{S}_h^T \), and the resultant \( \mathbf{S} \) is highly unsymmetrical.

B. Unsymmetrical FDTD Subgridding

In [28], an unsymmetrical FDTD subgridding method is developed, which utilizes the strength of an unsymmetrical discretization of curl operators in accuracy to build an accurate and flexible subgridding method. In this method, the final numerical system can also be cast into the form of (1) and (2), but with different \( \mathbf{S}_e \) and \( \mathbf{S}_h \) values.

In the method of [28], a row vector is generated for every patch in the grid, regardless of a 2-D or 3-D grid. This row vector represents a curl of \( \mathbf{E} \) operation in the patch, which produces the time derivative of the normal \( \mathbf{H} \) field at the patch center. This row vector is nothing but \( \mathbf{S}_h^{(i)} \), the \( i \)th row of \( \mathbf{S}_h \), and the row index corresponds to the patch index. A column vector, which is \( \mathbf{S}_e^{(i)} \), is also generated for every patch in the grid. It represents how the normal \( \mathbf{H} \) field at the patch center is used to generate the electric fields. The product of \( \mathbf{S}_h^{(i)} \) and \( \mathbf{S}_e^{(i)} \) makes a rank-1 matrix, the sum of which over all patches in the grid makes the total \( \mathbf{S} \). In a regular grid, \( \mathbf{S}_h^{(i)} \) has only four nonzero elements, and \( \mathbf{S}_h^{(i)} = (\mathbf{S}_e^{(i)})^T \). Hence, the symmetric and positive semidefiniteness of \( \mathbf{S} \) is ensured. However, when the subgrids exist, as shown in [28], \( \mathbf{S}_h^{(i)} = (\mathbf{S}_e^{(i)})^T \) is not satisfied.

C. General Unsymmetrical Systems Arising From Other Methods

The unsymmetrical system is also observed in many other methods, such as the nonorthogonal FDTD methods and other subgridding methods different from [28]. Although their ways of discretizing Maxwell’s equations are different, and hence, the resultant \( \mathbf{S}_e \) and \( \mathbf{S}_h \) are different from those in the FDTD, they all can be cast into the format of (1) and (2). As long as the two curl operations are not made reciprocal of each other, which is the case to ensure the accuracy of the space discretization in a nonorthogonal grid or a grid with subgrids, the resultant numerical system is unsymmetrical.

In the second-order system where only one field unknown is solved, and in a single-mesh setup, such as that in the finite-element method, when the basis function for expanding the field unknown is different from the testing function, the resulting system matrix is also unsymmetrical.

The second-order system of equations for solving Maxwell’s equations using various methods can be written into the following form:

\[
\mathbf{D}_e \frac{\partial^2 \{e\}}{\partial t^2} + \mathbf{S}\{e\} = b(t) \tag{5}
\]

where \( \mathbf{D}_e \) is associated with the permittivity, which can be either diagonal or nondiagonal, symmetric or unsymmetrical, depending on the method used for discretizing Maxwell’s equations. \( \mathbf{S} \) represents a discretized \( \nabla \mu^{-1} \nabla \times \) operator. For an unsymmetrical treatment of the curl of \( \mathbf{E} \) and the curl of \( \mathbf{H} \), \( \mathbf{S} \) is unsymmetrical. Using different basis and testing functions, \( \mathbf{S} \) is also unsymmetrical. Certainly, there exist other scenarios such as nonreciprocal materials, which can make \( \mathbf{S} \) unsymmetrical as well.

D. Stability Analysis of an Unsymmetrical System

The time marching of (1) and (2) is usually performed in a leap-frog way, such as the one in the FDTD method. This is, in fact, equivalent to a central-difference-based explicit time marching of (3) or (5), which can be readily proved by eliminating one field unknown from the leap-frog-based time discretization of (1) and (2). Regardless of solving the first- or second-order systems, when \( \mathbf{S} \neq \mathbf{S}^T \), such an explicit time marching is absolutely unstable. To see this clearly, we can discretize (5) using a central-difference-based explicit time marching and analyze its stability. The explicit discretization yields

\[
\mathbf{D}_e ((e)^{n+1} - 2(e)^n + (e)^{n-1}) + \Delta t^2 \mathbf{S}(e)^n = \Delta t^2 b(t)^n. \tag{6}
\]

Removing the source term since it has nothing to do with the stability and performing a \( z \) transform of (6), we obtain

\[
z^2 - (2 - \Delta t^2 \lambda)z + 1 = 0 \tag{7}
\]

where \( \Delta t \) is the time step and \( \lambda \) is the eigenvalue of \( \mathbf{D}_e^{-1} \mathbf{S} \). If \( \mathbf{S} \) is unsymmetrical, \( \mathbf{D}_e^{-1} \mathbf{S} \) can have complex-valued and even negative eigenvalues. From (7), it can be seen that the two roots satisfy

\[
|z_1 z_2| = 1. \tag{8}
\]

Since neither \( |z_1| = 1 \) nor \( |z_2| = 1 \) is satisfied for complex \( \lambda \), because

\[
z_{1,2} = \frac{2 - \Delta t^2 \lambda \pm \sqrt{\Delta t^2 \lambda (\Delta t^2 \lambda - 4)}}{2} \tag{9}
\]
one of the roots must be greater than 1 in magnitude. In addition, if the eigenvalue is negative, one root must be out of the unit circle as well. As a result, the traditional explicit scheme for simulating an unsymmetrical system is absolutely unstable.

To overcome this stability problem, in [11]–[13], a backward-difference-based discretization of (5) is performed, which requires a lower bound of the time step for stability

$$\Delta t > \frac{2|\text{Im}(\sqrt{\lambda})|}{|\sqrt{\lambda}|^2}$$

(10)

where $\text{Im}(\cdot)$ denotes the imaginary part of $(\cdot)$. To avoid solving a matrix in time marching, a series expansion is used to derive an explicit inverse of the system matrix. $\{e\}$ at the $(n+1)$th time step is, hence, computed as

$$\{e\}^{n+1} = (I - \hat{M} + \hat{M}^2 - \cdots + (-\hat{M})^k)\{f\}$$

(11)

where $\{f\} = 2\{e\}^n - \{e\}^{n-1} - \Delta t^2\delta^2\{h\}^{n+1}$ and $\hat{M} = \Delta t^2\delta^2\{s\}$. For the series expansion to converge, an upper bound of the time step is imposed as follows:

$$\Delta t < \frac{1}{\sqrt{\rho(D\epsilon^{-1}S)}}$$

(12)

in which $\rho(\cdot)$ denotes the spectral radius, which is the largest eigenvalue magnitude. This time step is similar to the time step used in the Courant–Friedrichs–Lewy (CFL) condition. Hence, using the traditional explicit time step, one can use (11) to obtain a stable solution. However, such a series expansion with $k$ terms requires $k$ sparse matrix-vector multiplications. Although $k$ is not large, which is, in general, no greater than 10, the resulting time marching is not as efficient as performing only one matrix-vector multiplication in the right-hand side, such as that in the traditional explicit FDTD method.

III. NEW EXPLICIT METHOD FOR SIMULATING UNSYMETRICAL SYSTEMS WITH GUARANTEED STABILITY

Based on the stability analysis in Section II-D, it appears that there is no way forward to make an explicit time marching stable for simulating an unsymmetrical system. However, we found the following explicit method worked out.

The method can be used to solve both the first-order Maxwell’s equation and the second-order one in a stable fashion. Consider the first-order system. We discretize (1) in the following way:

$$S_e\{e\}^n - \{e\}^{n-1} = -\text{diag}(\mu)\left[\frac{\{h\}^{n+\frac{1}{2}} - \{h\}^{n-\frac{1}{2}}}{\Delta t}\right]$$

(13)

where we change $\{e\}^n$ after $S_e$ used in the traditional explicit method to $2\{e\}^n - \{e\}^{n-1}$. Obviously, the discretization is explicit since we use the field solution at the previous time step to obtain the field at the current time step. As for the discretization of Ampere’s law, we keep it the same as before and, hence, obtain

$$S_h\{h\}^{n+\frac{1}{2}} = \text{diag}(\epsilon)\left[\frac{\{e\}^{n+1} - \{e\}^n + (j)^{n+\frac{1}{2}}}{\Delta t}\right]$$

(14)

where the time instants for $\{e\}$ and $\{h\}$, denoted by superscripts, are staggered by half.

Consider the second-order system shown in (5). We perform the following time discretization:

$$D_e\{e\}^{n+1} - 2\{e\}^n + \{e\}^{n-1} + \Delta t^2 S(2\{e\}^n - \{e\}^{n-1}) = \{f\}^n$$

(15)

where again $\{e\}^n$ after $S$ used in the traditional explicit method is replaced by $(2\{e\}^n - \{e\}^{n-1})$. In the MFTD, $D_e = \text{diag}(\{e\})$.

Now, if we carry out a stability analysis, we find a totally different result. Setting the excitation to be zero, as it is irrelevant to stability, and performing a $z$ transform of (15), we obtain

$$z^2 - 2(1 - \Delta t^2\zeta)z + (1 - \Delta t^2\bar{\zeta}) = 0$$

(16)

where $\zeta$ are the eigenvalues of $D_e^{-1}\{S\}$. Since $S$ is unsymmetrical, $\zeta$ can be either real or complex.

However, comparing (16) with (7), now, we have

$$|z_1z_2| = |1 - \Delta t^2\zeta|$$

(17)

which is not 1 any more, and it can be made less than 1 via an appropriate choice of a time step. Hence, it becomes feasible now to make the magnitude of both roots less than 1, thus making the explicit time marching stable. In the following, we quantitatively derive a stability criterion for (15) and, thereby, (13) and (14).

Denoting $\Delta t^2\zeta$ by

$$\Delta t^2\zeta = a + jb$$

(18)

where $a$ is the real part and $b$ denotes the imaginary part as follows:

$$a = \Delta t^2\text{Re}(\zeta)$$
$$b = \Delta t^2\text{Im}(\zeta).$$

(19)

The two roots of (16) can be found as

$$z_1 = 1 - (a + jb) + \sqrt{-(a + jb)^2 + (a + jb)^2}$$
$$z_2 = 1 - (a + jb) - \sqrt{-(a + jb)^2 + (a + jb)^2}.$$  

(20)

(21)

Let

$$\xi = -(a + jb) + (a + jb)^2$$

(22)

which is

$$\xi = (a^2 - b^2 - a) + j(2a - 1)b.$$  

(23)

Using the following property [29] of the square root of a complex number:

$$\sqrt{\xi} = \sqrt{\frac{|\xi| + \text{Re}(\xi)}{2}} + \text{sign(Im}(\xi))j\sqrt{\frac{|\xi| - \text{Re}(\xi)}{2}}$$

(24)

we obtain

$$z_{1,2} = 1 - (a + jb) \pm \left(\sqrt{\frac{|\xi| + \text{Re}(\xi)}{2}} + \text{sign(Im}(\xi))j\sqrt{\frac{|\xi| - \text{Re}(\xi)}{2}}\right).$$

(25)
If the product of the two roots is greater than 1 in magnitude, then at least one of the roots has a magnitude greater than 1. Therefore, to ensure stability, the following condition is necessary:

\[ |z_1z_2| = |1 - \Delta t^2 \lambda| = |1 - (a + jb)| < 1 \] (26)

which results in

\[ 2a - a^2 - b^2 > 0. \] (27)

Substituting (19) into it, we obtain

\[ \Delta t < \sqrt{\frac{2\text{Re}(\lambda)}{|\lambda|^2}} \] (28)

which provides an upper bound for the choice of \( \Delta t \).

The magnitude square can be written as

\[ |z_1|^2 = 1 + 2(1 - a)\sqrt{\frac{|\xi| + \text{Re}(\zeta)}{2}} - 2|b|\text{sign}(2a - 1)\sqrt{\frac{|\xi| - \text{Re}(\zeta)}{2}} + |\xi| - (2a - a^2 - b^2). \] (29)

In deriving (29), we utilize the fact that

\[ \text{sign}(\text{Im}(\zeta)) = \text{sign}(2a - 1)\text{sign}(b). \] (30)

Similarly, we have

\[ |z_2|^2 = 1 - 2(1 - a)\sqrt{\frac{|\xi| + \text{Re}(\zeta)}{2}} + 2|b|\text{sign}(2a - 1)\sqrt{\frac{|\xi| - \text{Re}(\zeta)}{2}} + |\xi| - (2a - a^2 - b^2). \] (31)

To ensure stability, \(|z_1|^2 < 1\) and \(|z_2|^2 < 1\) should be satisfied. Adding the two inequalities based on (29) and (31), we obtain the following condition:

\[ |\xi| < 2a - a^2 - b^2 \] (32)

which is clearly another necessary condition in addition to (27), and hence (28).

Since \( a \) is the product of the time step square and the real part of the eigenvalue as shown in (19), for a given time step, \( a \) can be an arbitrary nonnegative value. When \( 0 < a < 1/2 \), clearly, between \( z_1 \) and \( z_2 \), \( z_1 \) has a larger magnitude because the two terms having the square roots are both positive. When \( a > 1 \), \( z_2 \) has a larger magnitude. For both cases, the largest magnitude square can be written as

\[ |z_1|^2_{\text{max}} = 1 + \left(2(1 - a)\sqrt{\frac{|\xi| + \text{Re}(\zeta)}{2}} + 2|b|\sqrt{\frac{|\xi| - \text{Re}(\zeta)}{2}}\right)^2 + |\xi| - (2a - a^2 - b^2), \quad (0 < a < 1/2 \text{ or } a > 1). \] (33)

If we can prove that (33) is bounded by 1, then both roots are bounded by 1 in magnitude, and hence, the explicit simulation is stable. When \( 1/2 < a < 1 \), the signs of the two square root terms in (29) and (31) are opposite to each other, and the magnitude square of the two roots can be written as follows:

\[ |z_1|^2 = 1 \pm \left(2(1 - a)\sqrt{\frac{|\xi| + \text{Re}(\zeta)}{2}} - 2|b|\sqrt{\frac{|\xi| - \text{Re}(\zeta)}{2}}\right)^2 + |\xi| - (2a - a^2 - b^2), \quad (1/2 < a < 1). \] (34)

Next, we derive the stability condition for all three cases of \( a \).

A. For the Cases of \( 0 < a < 1/2 \) and \( a > 1 \)

To be stable, \(|z|^2_{\text{max}} < 1\). We, hence, obtain from (33) that

\[ \left(2(1 - a)\sqrt{\frac{|\xi| + \text{Re}(\zeta)}{2}} + 2|b|\sqrt{\frac{|\xi| - \text{Re}(\zeta)}{2}}\right)^2 < -|\xi| + (2a - a^2 - b^2), \quad (0 < a < 1/2 \text{ or } a > 1). \] (35)

Since the left-hand side is positive, if the right-hand side is not positive, the above-mentioned condition can never be satisfied. However, as shown in (32), this condition is satisfied.

Performing a square operation on both the sides of (35) to remove the square roots, we obtain

\[ 4(1 - 2a + a^2)\sqrt{\frac{|\xi| + \text{Re}(\zeta)}{2}} + 4a^2b^2|\xi| - \text{Re}(\zeta) \]

\[ + 8|1 - a|\sqrt{\frac{|\xi|^2 - |\text{Re}(\zeta)|^2}{2}} < 4a^2 - 4a|\xi| + |\xi|^2 + a^4 + b^4 + 2a^2b^2 - 2(a^2 + b^2)(2a - |\xi|). \] (36)

Substituting

\[ |\text{Im}(\zeta)| = \sqrt{|\xi|^2 - |\text{Re}(\zeta)|^2} \] (37)

into (36), we have

\[ -|\xi|^2 + 2|\xi| + (2a^2 - 2b^2 - 4a + 2)\text{Re}(\zeta) + 4|1 - a|\sqrt{\text{Im}(\zeta)} \]

\[ < a^4 + b^4 - 4a^3 - 4ab^2 + 2a^2b^2 + 4a^2. \] (38)

From (22), we obtain

\[ |\xi|^2 = (a^2 - b^2 - a)^2 + b^2(2a - 1)^2. \] (39)

Substituting (39) into (38), we find

\[ 2|\xi| + 4|1 - a|\sqrt{\text{Im}(\zeta)} \]

\[ - 8a^2b^2 + a^2 - 3b^2 - 2a + 12ab^2 < 0. \] (40)

Since, now, the cases of \( 0 < a < 1/2 \) and \( a > 1 \) are considered, for either of the cases, we have

\[ 4|1 - a|\sqrt{\text{Im}(\zeta)} = -4b^2(1 - a)(2a - 1). \] (41)

using which in (40), we obtain the following condition:

\[ 2|\xi| < 2a - a^2 - b^2. \] (42)

Comparing (42) with (32), (42) is a more stringent condition. Hence, it overwrites the condition required in (32). This also means although (32) is necessary for stability, it is not sufficient.
B. For the Case of $1/2 < a < 1$

Since $|\xi|^2$ has the expression shown in (34) for this case, let both roots be bounded by 1, we obtain
\[
\pm \left( 2|1-a| \sqrt{\frac{|\xi| + \Re(\xi)}{2}} - 2|b| \sqrt{\frac{|\xi| - \Re(\xi)}{2}} \right) < -|\xi| + (2a - a^2 - b^2), \quad \text{For } 1/2 < a < 1.
\] (43)

Since the right-hand side of (43) is positive ensured by (32), taking a square operation on both the sides of (43), we obtain
\[
\left( 2|1-a| \sqrt{\frac{|\xi| + \Re(\xi)}{2}} - 2|b| \sqrt{\frac{|\xi| - \Re(\xi)}{2}} \right)^2 < (-|\xi| + (2a - a^2 - b^2))^2, \quad \text{For } 1/2 < a < 1.
\] (44)

Following a derivation similar to the other two cases, which are the steps from (36) to (40), we obtain the same inequality as (40) except that the term having $\Im(\xi)$ now becomes $-4\Delta t$, which is equal to $-4b^2(1-a)(2a-1)$ as well since $1/2 < a < 1$. As a result, for all cases, (42) is the condition to be satisfied.

Taking a square on both the sides of (42), we obtain
\[
3a^4 + 3b^4 - 4a^3 + 6a^2b^2 - 4ab^2 + 4b^2 < 0
\] (45)

which can be expressed in terms of the real part and the imaginary part of $\lambda$
\[
3(\Re(\lambda))^2 + (\Im(\lambda))^2 \Delta t^2 - 4\Re(\lambda)(\Re(\lambda))^2 + (\Im(\lambda))^2 \Delta t^2 + 4|\Im(\lambda)|^2 < 0.
\] (46)

The above-mentioned inequality can be readily solved, yielding the following condition:
\[
\sqrt{\frac{2\Re(\lambda) - 2\sqrt{\Re(\lambda)^2 - 3|\Im(\lambda)|^2}}{3|\lambda|^2}} < \Delta t
\]
\[
< \sqrt{\frac{2\Re(\lambda) + 2\sqrt{\Re(\lambda)^2 - 3|\Im(\lambda)|^2}}{3|\lambda|^2}}.
\] (47)

As can be seen, (47) provides a tighter upper bound, which overwrites the upper bound in (28). In addition, if $|\Re(\lambda)| < 3|\Im(\lambda)|^2$, then no real-valued time step can be found to satisfy the above-mentioned condition, and hence, a time marching cannot be stable. Therefore, the following condition is required as well for stability:
\[
|\Im(\lambda)| < \frac{|\Re(\lambda)|}{\sqrt{3}}
\] (48)

which is, in general, satisfied since the imaginary part of a complex eigenvalue is small compared with the real part if the method developed for solving Maxwell’s equations is accurate. To summarize, (47) and (48) are the stability criteria of the proposed explicit time-domain method.

When the imaginary part is zero or negligible, the lower bound of (47) becomes zero, and thus, the condition is naturally satisfied. However, when the imaginary part of $S$’s eigenvalues cannot be ignored, there is a lower bound on the time step. When the imaginary part does not exist or is negligible for the largest eigenvalue, the upper bound of (47) becomes
\[
\Delta t < \frac{\sqrt{4}}{3 \sqrt{\lambda_{\text{max}}}}
\] (49)

where $\lambda_{\text{max}}$ is the largest eigenvalue of $D_e^{-1}S$. This upper bound is, in fact, larger than (12). Hence, a larger time step is allowed in the proposed method compared with (11). More importantly, this new time marching scheme is truly explicit. No series expansion is required. Hence, the proposed method is more efficient than the original MFTD method. Moreover, as can be seen from the aforementioned analysis, the proposed method is applicable to other unsymmetrical methods to make them stable since the curl operations represented by $S_h$ and $S_e$ in (13) and (14) and $S$ in (15) can be arbitrary.

Accuracy Analysis of the Proposed Scheme: One may wonder why we made a choice of using $2(e)^n - (e)^{n-1}$ to replace $(e)^n$, and whether this choice is accurate or not, although it makes the time marching stable. In fact, $2(e)^n - (e)^{n-1}$ constitutes an accurate approximation of $(e)^{n+1}$, and $(e)^{n+1}$ is the value used in a backward difference scheme for discretizing the second-order wave equations, which is known to be accurate (see [3, Ch. 12]). To see this point clearly, if we replace $2(e)^n - (e)^{n-1}$ by $e^{n+1}$, the left-hand side of (15) is nothing but a backward-difference-based discretization of (5). To derive it, we can perform a backward difference to discretize $(\partial e/\partial t)$ at the $n$th time instant, obtaining
\[
\frac{\partial e}{\partial t} = \frac{e^n - e^{n-1}}{\Delta t}
\] (50)

upon which if we apply another backward difference, we obtain
\[
\frac{\partial^2 e}{\partial t^2} = \frac{e^n - 2e^{n-1} + e^{n-2}}{\Delta t^2}.
\] (51)

Using (51), we can write down a backward-difference-based discretization of (5) as follows:
\[
D_e \frac{e^n - 2e^{n-1} + e^{n-2}}{\Delta t^2} + \Delta t^2 Se^n
\] (52)

for the $n$th time instant. Writing (52) for the $(n+1)$th time instant, we obtain
\[
D_e \frac{e^{n+1} - 2e^n + e^{n-1}}{\Delta t^2} + \Delta t^2 Se^{n+1}
\] (53)

which is the same as shown in the left-hand side of (15) if $e^{n+1}$ is replaced by $(2(e)^n - (e)^{n-1})$. The former $(e^{n+1})$ can be accurately approximated as the latter($(2(e)^n - (e)^{n-1})$) because
\[
\frac{(e)^n - (e)^{n-1}}{\Delta t} \approx \frac{(e)^{n+1} - (e)^n}{\Delta t}
\] (54)

that is, the slope in the $n$th segment is approximately equal to that in the $(n+1)$th segment. This is an accurate approximation since for a maximum frequency $f_{\text{max}}$, the time step is generally chosen as $1/(10f_{\text{max}})$ or even smaller so that the accuracy is satisfactory. In such a time interval or two time intervals, the field’s temporal dependence can be well approximated by a linear function. Hence, the accuracy of (54) can be ensured and also controlled by the choice of time step.
The backward difference has been shown to be accurate in simulating an unsymmetrical system [11], [28], and the accuracy of the proposed explicit time marching is, thus, also ensured. In a general differencing scheme, a backward or forward difference appears to be less accurate than a central difference since it is first-order accurate, with a truncation accuracy of $O(\Delta t)$. However, each of the three difference schemes, in fact, produces the same result in a time interval where the field variation is at most a linear function. This is because they are all equal to the slope of the field line in the time interval. This is indeed the case in our time-domain simulations since the time step required by the sampling theorem is $1/(2f_{\text{max}})$, while what is used in practice is $1/(10f_{\text{max}})$ or even smaller for good accuracy. In such a time interval, a backward difference is also accurate.

### IV. NUMERICAL RESULTS

In this section, we first demonstrate the performance of the proposed explicit MFTD for simulating unstructured meshes. A number of irregular meshes are simulated, and the accuracy and efficiency of the new method are compared with those of the original MFTD. We then apply the proposed explicit method to the recently developed unsymmetrical FDTD sub-gridding method [28] to make its explicit simulation stable. All simulations are carried out on an Intel Xeon CPU E5-2690 v2@3.00 GHz.

#### A. MFTD in a 2-D Irregular Triangular Mesh

The first example is a highly irregular 2-D mesh shown in Fig. 2(a), the size of which is 0.22 mm in the $x$-direction and 0.25 mm in the $y$-direction. The discretization results in 2081 edges and 1325 triangular patches. To investigate the accuracy of the proposed method in such a mesh, we set up a free-space wave propagation problem so that an analytical solution is available for comparison. The incident $E$ is set to be $E = \hat{y} f(t - x/c)$, where $f(t) = 2(t - t_0)\exp(-t^2/\tau^2)$, with $\tau = 2.0 \, \text{ps}$, $t_0 = 4 \, \tau$, and $c$ denotes the speed of light. This is also the total $E$ in a free-space wave propagation problem. Specifically, since $E$ is known, we impose an analytical boundary condition, i.e., the known value of tangential $E$, on the outermost boundary of the mesh. We then numerically simulate the fields inside the mesh and correlate the results with the analytical solution.

Due to the highly irregular mesh, $S$ is highly unsymmetrical, which has many complex eigenvalues whose imaginary parts are not as small as compared with the real parts. In Table I, we list some of the representative eigenvalues of $S$. As can be seen, the imaginary part can be quite significant compared with the real part. Because of this, when we tried to perform a leap-frog scheme directly on the MFTD system of equations, the simulation immediately becomes unstable. Hence, a new explicit method like the proposed is necessary for simulating this example.

The time step used in the proposed method is $\Delta t = 0.242 \, \text{fs}$, which is determined by (49). Note that the $S$’s spectral radius can be analytically estimated from the smallest space step, and (49) has a good correlation with the CFL condition. In Fig. 2(b), we plot the electric fields of the 6811th and 6812th entries randomly selected from the unknown $\{e\}$ vector and compare them with the analytical solutions as well as those from the original MFTD method [11]. It can be clearly seen that the electric fields solved from the proposed method have excellent agreement with the analytical results and the results of [11]. To verify the accuracy everywhere in the computational domain, we evaluate the total solution error by

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>5.13e+27</td>
<td>1.31e+28</td>
<td>2.26e+28</td>
<td>4.78e+28</td>
</tr>
<tr>
<td>Imag.</td>
<td>±1.24e+25</td>
<td>±3.77e+25</td>
<td>±1.28e+26</td>
<td>±1.05e+27</td>
</tr>
</tbody>
</table>
calculating $\|\{e\} - \{e\}_{\text{ana}}\|/\|\{e\}_{\text{ana}}\|$, where $\{e\}$ contains all $e_i$ unknowns solved from the proposed method, and $\{e\}_{\text{ana}}$ is from the analytical solution. As can be seen from Fig. 2(b), the proposed method is not only accurate at the selected observation points as shown in Fig. 2(b) but also accurate at all other points. The center peak error in Fig. 2(c) is due to the comparison with close to zero fields. In addition, the error plot of the proposed method is on the top of that of the original MFTD method, and thus, the proposed method does not sacrifice the accuracy of the original scheme. Furthermore, it greatly shortens the CPU run time, as the method of [11] takes 88.05 s to finish the simulation, while the proposed method only costs 15.02 s.

B. MFTD in a 3-D Box Discretized Into Tetrahedral Mesh

The second example is a 3-D box discretized into tetrahedral elements, as shown in Fig. 3(a). The structure size is 1.0 m in the $x$-direction, 0.5 m in the $y$-direction, and 0.75 m in the $z$-direction. The discretization results in 544 edges and 350 elements. We also set up a free-space wave propagation problem in the given mesh to validate the accuracy of the proposed method against the analytical results. The incident $\mathbf{E}$ has the same form as that of the previous example, but with $\tau = 6.0$ ns in accordance with the new 3-D structure’s dimension. The time step used in the proposed method is $\Delta t = 27.7$ ps, which is determined from (49). This also correlates well with the traditional CFL condition. In Fig. 3(b), we plot the electric fields of the 1st and 1832nd entries from the unknown $\{e\}$ vector and compare them with the analytical solutions and the method of [11]. Excellent agreement can be observed. We also plot the entire solution error shown in Fig. 3(c) versus time. It is evident that the proposed method is not only just accurate at certain points but also accurate at all points in the computational domain for all time instants simulated. The center peak in Fig. 3(c) is due to the comparison with close to zero fields. The proposed method takes 0.18 s only to finish the simulation without sacrificing accuracy, as can be seen from Fig. 3(c), while the method of [11] takes five times longer.

C. MFTD in a 3-D Sphere Discretized Into a Tetrahedral Mesh

The third MFTD example is a sphere discretized into tetrahedral elements in free space with a radius of 0.1 m, whose 3-D mesh is shown in Fig. 4(a). The discretization results in 3183 edges and 1987 tetrahedrons. The structure is illuminated by a plane wave having the same form as that in the first example but with $\tau = 2.0$ ns.

Similar to the previous examples, $S$ is highly unsymmetrical having many complex eigenvalues. The imaginary part of some eigenvalues is even similar to the real part such as $9.672e21 \pm j1.923e21$. The traditional leap-frog scheme is found to be absolutely unstable in simulating this example no matter how the time step is chosen. The time step used in the proposed method is $\Delta t = 3.12$ ps, which is selected to satisfy (49). Two electric fields, whose indices in vector $\{e\}$ are 1 and 2942, respectively, are plotted in Fig. 4(b) in comparison with the analytical data. In Fig. 4(c), we plot the entire solution error versus time, where the accuracy of the proposed method is demonstrated.

We also simulate this example using the method in [11], whose $\Delta t = 2.70$ ps, which is restricted by (12). It takes 16.58 s to finish the simulation. In contrast, the proposed method only takes 3.37 s while achieving the same accuracy as can be seen from Fig. 4(c). The original number of time steps simulated with the proposed time marching scheme is 5132. We also simulate to a very late time where the number of time steps is more than 1026400. No late time instability is observed.
D. Unsymmetrical FDTD Subgridding: 2-D Grid With Multiple Subgrids

A 2-D wave propagation problem involving multiple subgrids is considered, whose space discretization is shown in Fig. 5(a). The size of the simulation domain in each direction is 1.0 m, the coarse grid size is $L_c = 0.1$ m, and the blue regions are subgrids where the grid ratio $L_c/L_f = 3$. $E^{inc}$ is $\hat{y}2(t - t_0 - x/c)e^{i(t-n-x/c)^2/t^2}$, $\tau = 20$ ns, and $t_0 = 4\tau$. All the boundaries are terminated by an exact absorbing boundary condition. The time step used is $\Delta t = 1/\sqrt{\|S\|} = 44$ ps, which satisfies the stability criterion of the traditional explicit method. In Fig. 5(b), we plot the electric fields at the 1st and 340th entries in comparison with the analytical data. It can be seen that both the traditional explicit method, denoted by

![Diagram](image-url)
central in Fig. 5(b), and the proposed new explicit method generate accurate results.

However, when we elongate the time for simulation, the late time instability is observed from the traditional explicit time marching, as shown in Fig. 5(c). This is because of the existence of complex eigenvalues. For example, the 102th eigenvalue of the system matrix is found to be $1.5018e20 \pm 2.1538e16j$, making $|z| = 1.00004$. Although different from the MFTD, in the subgridding method, the imaginary part of the eigenvalue is smaller compared with the real part, as long as such a complex eigenvalue exists, the traditional explicit simulation cannot be made stable. The instability can be clearly observed when 1818000 time steps are simulated, using 68.58-s CPU time. In contrast, using the proposed explicit method and a similar CPU time of 69.57 s, no such instabilities are observed in the same late time simulation, which can be clearly seen from Fig. 5(d). After the early time response, the fields are stably simulated as zero in the late time.

E. Unsymmetrical FDTD Subgridding: 3-D Cube With Two Subgridding Cells

The second subgridding example is a free-space wave propagation problem in a 3-D cube. The size of the simulation domain in each direction is 1.0 m with a coarse grid size of $L_c = 0.1$ m. Two cells, which are centered at (0.15, 0.15, 0.15) and (0.45, 0.45, 0.45) m, respectively, are subdivided into fine grids with a grid ratio of $L_c/L_f = 3$. The base grid is shown with the blue subgrids in Fig. 6(a). We apply the same incident field and boundary condition as those in the previous example. The time step used is $\Delta t = 1/\sqrt{\sum{S}} = 35$ ps. In Fig. 6(b), we plot the electric fields at the 1st and 2694th entries versus the analytical data. It can be seen that both the proposed new explicit method and the traditional explicit method agree very well with the analytical solution. However, similar to the previous example, when we run the simulation to a late time, the traditional explicit method becomes unstable, as shown in Fig. 6(c), where the instability is observed after 1142750 time steps with a CPU time of 345.01 s. The complex eigenvalue pairs are observed from the unsymmetrical system matrix of the subgridding method. For example, the 965th eigenvalue is $5.4851e21 + 2.0377e16j$, making $|z| = 1.00005$. In contrast, despite the complex eigenvalues, using the proposed new method and a similar CPU time of 348.25 s, no such instabilities are observed in the late time, as can be seen from Fig. 6(d).

F. Inhomogeneous 3-D Phantom Head Beside a Wire Antenna

In this example, we simulate a large-scale phantom head beside a wire antenna [28], which involves many inhomogeneous materials. The size of the phantom head is $28.16 \times 28.16 \times 17.92$ cm. All the boundaries are truncated by the perfect magnetic conducting conditions. The wire antenna is located at $(3.52, 3.52, 2.52)$ cm, with a current pulse of $\hat{z}2(t - t_0)e^{-(t-t_0)^2/\tau^2}$ with $\tau = 0.5$ ns and $t_0 = 4\tau$. The base
We also simulate to a very late time where the number of time simulated with the proposed time marching scheme is 10,909. The original number of time steps to finish the simulation. In contrast, the proposed subgridding method only costs 539.03 s. The unsymmetrical subgridding method [28] uses 1050.53 s.

The unsymmetrical subgridding method [28] as our reference with a time step of 1.1 ps. It is clear that the two sets of results agree well.

Fig. 7. Simulated electric field at two observation points in comparison with reference of a 3-D inhomogeneous problem.

grid size along the x-, y-, and z-directions is 4.4, 4.4, and 5.6 mm, respectively. To capture fine tissues, the base grid cell centered at (14.3, 14.3, 9.24) cm is subdivided into subgrid cells in all directions with a grid ratio of 4, making that the subgrid grid size along the x-, y-, and z-directions is 1.1, 1.1, and 1.4 mm, respectively. We use the unsymmetrical subgridding method [28] as our reference with a time step of 1.1 ps. Due to the unsymmetrical property, the reference subgridding method [28] has to use (11) to obtain a stable solution with a series expansion of ten terms. In contrast, the proposed new method allows for a truly explicit time marching. In Fig. 7, the electric fields at two observation points whose locations are (3.52, 3.52, 15.96) and (24.64, 3.52, 15.96) cm are plotted in comparison with the reference results obtained using the same time step. It is clear that the two sets of results agree well.

The unsymmetrical subgridding method [28] uses 1050.53 s to finish the simulation. In contrast, the proposed subgridding method only costs 539.03 s. The original number of time steps simulated with the proposed time marching scheme is 10,909. We also simulate to a very late time where the number of time steps is 10,909,000. No late time instability is observed.

V. CONCLUSION

In this article, we develop a truly explicit time marching scheme for solving unsymmetrical numerical systems in the time domain. The proposed method is theoretically proved to be stable despite the unsymmetrical system matrix. Meanwhile, the accuracy of the time marching is not sacrificed, and the time step size is not reduced. As a result, we make the MFTD method truly matrix-free, hence accentuating its advantage of having a diagonal mass matrix irrespective of the element shape used for discretization. We also successfully apply the proposed method to make the explicit time marching of an unsymmetrical FDTD subgridding method stable. Extensive numerical results are provided to demonstrate its validity and performance. The proposed method is generic, and hence, it can be used in the other unsymmetrical methods to guarantee their stability in an explicit time-domain simulation.
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