Abstract—Cu-Graphene (Cu-G) hybrid nanointerconnects, as well as many graphene-based devices, have a potential to significantly advance the technology of on-chip integrated circuits (IC). However, their modeling and simulation for a long time has relied on simplified steady-state models of graphene. To examine the validity and accuracy of existing simplified models in high-frequency and subnanometer applications, in this article, we theoretically analyze the assumptions made in existing simplified models. Meanwhile, we develop a first-principles-based multiphysics modeling and simulation algorithm to numerically assess the accuracy of the simplified model-based analysis of Cu-G interconnects. In this algorithm, the Maxwell’s equations, the equation characterizing graphene, and the Boltzmann equation are cosimulated in time domain. A significant difference is observed between the first-principles-based analysis and the simplified model-based one when the frequency is high or/and the dimension of the Cu-G structure is small, which necessitates the first-principles-based multiphysics modeling and simulation for the design of advanced Cu-G interconnects.
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I. INTRODUCTION

EVER since first being fabricated in the laboratory, graphene has attracted a lot of attentions in the design of integrated circuits (ICs). Due to graphene’s 2-D nature, μm-long mean free path, high physical strength, and large electrical and thermal conductivity, graphene has a potential to push the next-generation ICs to an era of ultrascaled dimension, lower signal delay, faster data transferring speed, reduced energy consumption and heat generation, and better reliability [1]. Over the last decade, utilizing these advantages of graphene, researchers have proposed many graphene-based on-chip designs, including pure graphene-based interconnects and nanoscale functional devices, and Cu-Graphene (Cu-G) hybrid structures like graphene encapsulated Cu interconnects. However, the electrical performance of general on-chip Cu-G hybrid interconnects remains unclear at high operating frequencies (~100 GHz or higher) and in the sub-10 nm regime. On the one hand, the fabrication and measurement capability is limited. In most laboratories, only single Cu-G hybrid structure can be measured at either dc or an optical frequency. Thus, existing experimental capabilities are not sufficient to measure the performance of complicated on-chip Cu-G hybrid systems at desired frequencies. On the other hand, most of existing simulation methods, which separately model the graphene layers [2]–[4] and the hybrid Cu-G structure [5]–[8], may have accuracy problems in high frequency and subnanometer (nm) simulations.

The limited accuracy of existing simplified model-based simulation methods is mainly due to three factors. First, most of simplified graphene models are inaccurate at high frequencies. For example, the model in [2] gives the conductivity of graphene layer by counting the number of conduction channels. However, it only considers a graphene length shorter than the mean free path (MFP) and it fails to model the frequency dependence. Another widely used model of graphene is Kubo formula [3], which has considered both the intraband and interband transition. The intraband transition of Kubo formula corresponds to the Drude model [9]–[12] in this article and will be discussed in detail in Section II. Second, Ohm’s law itself can be inaccurate because the skin depth becomes comparable to the MFP of graphene at high frequencies [9]. When the skin depth becomes comparable to the MFP of graphene, the carriers can no longer be considered to move under the influence of a constant field between collisions, and the current at any point is also influenced by the electric fields at other points. This renders the assumption of Ohm’s law invalid and necessitates a more generic approach using the Boltzmann equation. Thus, any conductivity model extracted with Ohm’s law is not accurate. Third, existing decoupled electrical conductivity models of graphene assume graphene’s steady state responses to an external stimulus. This assumption can be valid for many low frequency applications, but it is unlikely to hold true in high-frequency settings. The main reason to the failure at high frequencies is the low back scattering frequency (BSF) of graphene (~100 GHz) [13], [14]. When the
signal frequency in Cu-G interconnects becomes high enough to reach the relatively low BSF of graphene, graphene layers may not have enough scatterings to re-equilibrate themselves. As a result, it may not give the physical steady state response predicted by the steady-state conductivity models. Since the decoupled steady-state models can miss graphene’s dynamic responses at high frequencies, a first-principles-based dynamic modeling and simulation in the time domain is needed.

In our conference paper [15], we develop a multiphysics-based model and an efficient simulation algorithm to co-simulate directly in the time domain the Maxwell’s equations, equations characterizing graphene materials, and the Boltzmann equation from dc to high frequencies. A detailed description of the algorithm is given in [16]. In this article, we study the difference between the first-principles-based method of [15] and commonly used simplified models such as the Drude-model-based approach for analyzing general on-chip Cu-G hybrid systems, from both theoretical and numerical perspectives. To do so, we first develop a Drude-model-based simulation algorithm, including the derivation of the Drude model from the Boltzmann transport equation, the numerical representation of the Drude model, and an efficient algorithm for simulating the Drude model in conjunction with the finite difference time domain (FDTD) to analyze a Cu-G interconnect. We, then, compare it with the first-principles-based multiphysics model and the resulting simulation algorithm both theoretically and numerically through extensive numerical experiments performed on the Cu-G nanointerconnects. We find that the first-principles-based analysis is necessary to capture the physical process happening in a Cu-G interconnect at microwave frequencies and in the sub-nm regime.

II. SIMPLIFIED MODEL-BASED SIMULATION ALGORITHM FOR ANALYZING ON-CHIP CU-G HYBRID INTERCONNECTS

Graphene has been extensively simulated via various models in last decade. Among these models, Drude model [9]–[12], within the framework of Boltzmann transport theories, is a widely used model and has shown good accuracy in a linear regime. In this section, we derive Drude model from the Boltzmann transport equation. We, then, present a numerical algorithm to apply the Drude model to simulate Cu-G hybrid interconnects in the time domain.

A. Analytical Derivation of Drude Model From the Boltzmann Transport Equation

The distribution function of charge carriers in graphene, denoted by \( f(r, k, t) \) in phase space (real \( r \)-space and momentum \( k \)-space), is governed by the following Boltzmann transport equation:

\[
\mathbf{v} \cdot \nabla f + \frac{q}{\hbar} \mathbf{E} \cdot \nabla_k f + \frac{\partial f}{\partial t} = -\frac{f - f_0}{\tau}
\]  

(1)

where \( \mathbf{v} \) is the velocity vector, \( \mathbf{k} = \mathbf{p}/\hbar \) is the wave vector of Bloch wave in momentum space, \( q \) is the amount of charge in each carrier, \( \mathbf{E} \) is the electric field intensity, and \( \hbar \) is the Planck constant. The scattering term on the right-hand side of (1) is approximated by the relaxation time approximation [17], where \( \tau \) is the relaxation time, and \( f_0 \) is the Fermi–Dirac distribution at the equilibrium state as the following:

\[
f_0 = \left[ 1 + \exp \left( \frac{\xi - \xi_F}{k_B T} \right) \right]^{-1}
\]

(2)

in which \( \xi \) is the carrier’s energy, \( \xi_F \) is the Fermi energy (also called Fermi level or chemical potential), \( k_B \) is the Boltzmann constant, and \( T \) is the temperature.

Given \( f(r, k, t) \), the conduction current density \( \mathbf{j}_g \) in graphene can be evaluated from an integration over \( k \)-space as

\[
\mathbf{j}_g = \frac{g_s g_v q}{(2\pi)^d} \int_k f \mathbf{v} dk
\]

(3)

where \( g_s \) and \( g_v \) are spin, and valley degeneracy, respectively, and \( d \) denotes the problem dimension, which is 2 and 3 in a 2-, and 3-D analysis, respectively. In order to calculate \( \mathbf{j}_g \) from (1) and (3), the velocity vector \( \mathbf{v} \) needs to be expressed as a function of \( \mathbf{k} \). Semiclassically, by treating the Bloch waves as wave packets, the classical velocity \( \mathbf{v} \) is defined as the group velocity \( d\omega/dk \) of such wave packets [17]. The frequency \( \omega \) is associated with a wave function of energy \( \xi \) by quantum theory, \( \omega = \xi/\hbar \), and hence, \( \mathbf{v} = \nabla_k \xi/\hbar \).

After substituting the following linear dispersion relation of graphene [18]:

\[
\xi = v_F \hbar k
\]

(4)

where \( v_F = 10^6 \text{ m/s} \) is the Fermi velocity and \( k = \sqrt{k_x^2 + k_y^2} \), we can express the velocity vector \( \mathbf{v} \) as the following function of \( \mathbf{k} \):

\[
\mathbf{v}(\mathbf{k}) = \nabla_k \xi/\hbar = v_F \mathbf{k}.
\]

(5)

To obtain the analytical Drude model of graphene from Boltzmann transport equation (1), three assumptions are made as follows.

1) The spatial variance of \( f \) is small, thus \( \mathbf{v} \cdot \nabla f \sim 0 \).

2) The external fields are small, leading to a small change of the Fermi sea. Thus, \( f \sim f_0 \) in \( k \)-space and \( \frac{q}{\hbar} \mathbf{E} \cdot \nabla_k f \sim \frac{q}{\hbar} \mathbf{E} \cdot \nabla_k f_0 \).

3) The nonlinear effect is negligible, thus, \( \frac{\partial f}{\partial t} \) can be analyzed in the frequency domain using \( j\omega \hat{f} \).

Denoting \( f \) and \( \mathbf{E} \) as the frequency domain counterparts of \( f(t) \) and \( \mathbf{E}(t) \), the aforementioned three assumptions lead to a simplified Boltzmann transport equation in frequency domain as follows:

\[
\frac{q}{\hbar} \mathbf{E} \cdot \nabla_k f_0 + j\omega \hat{f} = -\hat{f} - f_0 \frac{\tau}{\tau}
\]

(6)

from which we can get an analytical expression of charge carrier distribution

\[
\hat{f} = \frac{1}{1 + j\omega \tau} \left( f_0 - \frac{\tau}{\hbar} \mathbf{E} \cdot \nabla_k f_0 \right).
\]

Substituting the analytical \( \hat{f} \) in (7) and velocity \( \mathbf{v} \) in (5) into (3), we obtain an analytical expression of conduction current density
\[ \mathbf{j}_g \text{ in graphene} \]
\[ \mathbf{j}_g = \frac{\mathbf{E}}{1 + j\omega\tau} \cdot \frac{\tau g_s g_v q_{\text{F}}}{\hbar (2\pi)^2} \int_{k} (-\nabla_k f_0) kdk = \frac{\sigma_{dc} \mathbf{E}}{1 + j\omega\tau} \]  
(8)

with
\[ \sigma_{dc} \mathbf{I} = \frac{\tau g_s g_v q_{\text{F}}}{\hbar (2\pi)^2} \int_{k} (-\nabla_k f_0) kdk. \]  
(9)

Here, we have used the symmetry of the linear dispersion and the spherical Fermi sphere to simplify the integration. First, the integration of \( f_0 = 0 \) because \( f_0 \) is an even function in \( k \)-space while \( \mathbf{v} \) is an odd function. Second, the tensor \( \mathbf{S} \) is isotropic due to the symmetry, thus, can be written as a scaled identity matrix. As a result of the three assumptions and the use of special symmetry, graphene follows Ohm’s Law as shown in (8).

The analytical Drude model derived in the above-mentioned equation yields the conductivity of graphene in frequency domain
\[ \tilde{\sigma}_g(\omega) = \frac{\sigma_{dc}}{1 + j\omega\tau} \]  
(10)

where \( \omega \) is angular frequency, \( \tau \) is the relaxation time as that in Boltzmann equation (1), and \( \sigma_{dc} \) is the dc conductivity of graphene. From the open literature, it can be seen that \( \sigma_{dc} \) can be obtained in many ways, such as represented as (9) by utilizing the dispersion relation, represented by other parameters like the carrier density [12], and directly measured at low frequencies [11]. For the comparison concerned in this article between a first-principles-based simulation and the Drude-model-based simulation, in order to use the same assumptions and parameters, \( \sigma_{dc} \) in Drude model is extracted from the numerical Boltzmann solver developed in this article.

Drude model (10) agrees with the intraband transition part of Kubo formula [3], which is a more accurate conductivity model of graphene accounting for both the intraband and interband transition. The intraband transition, as described by the above-mentioned Boltzmann transport equation (1) and Drude model (10), is the transition of electron states near the Fermi surface in \( k \)-space. The interband transition, corresponding to the electrons popping up from an inner band to an upper conduction band, can be obtained by employing the Kramers–Kronig relation or Fermis golden rule [19]. For ICs, the intraband transition is the dominant effect because both thermal excitation energy \( (T = 300 \text{ K}, k_b T \sim 25 \text{ meV}) \) and photon energy \( (\omega = 10 \text{ GHz}, h\omega \sim 6.6 \times 10^{-6} \text{ eV}) \) are much smaller than the Fermi energy of graphene (typically \( 0.21 \text{ eV} \)). The electrons at an inner band can hardly find enough excitation energy to pop up to an upper band, thus, the interband transition is suppressed. In this article, focusing on simulating on-chip Cu-G interconnects, we only consider the intraband transition using either the Boltzmann equation or the Drude model.

### B. Accounting for Drude Model in Time-Domain Analysis

Based on the Drude model
\[ \mathbf{j}_g(\omega) = \tilde{\sigma}_g(\omega) \mathbf{E}(\omega) = \frac{\sigma_{dc}}{1 + j\omega\tau} \mathbf{E}(\omega). \]  
(11)

By multiplying \( 1 + j\omega\tau \) to both sides and replacing the \( j\omega \) with \( \partial/\partial t \), the equation for \( \mathbf{j}_g(t) \) in the time domain can be found as
\[ \mathbf{j}_g(t) + \tau \frac{\partial \mathbf{j}_g(t)}{\partial t} = \sigma_{dc} \mathbf{E}(t). \]  
(12)

Using a backward difference to discretize the time derivative, we obtain
\[ \{j_g\}^{n+1} + \tau \{j_g\}^{n+1} - \{j_g\}^n = \sigma_{dc}\{e\}^n \]  
(13)

from which we have the following time-domain update equation for the current density in graphene:
\[ \{j_g\}^{n+1} = \left(\sigma_{dc}\{e\}^n + \frac{\tau}{\Delta t}\{j_g\}^n\right) / \left(\frac{\tau}{\Delta t} + 1\right) \]  
(14)

which is, then, used in conjunction with the FDTD to simulate Cu-G interconnects.

### C. Drude Model in Conjunction With the FDTD Algorithm for Simulating On-Chip Cu-G Hybrid Interconnects

The electrical performance of a Cu-G interconnect is governed by the following Maxwell’s equations from dc to high frequencies:
\[ \nabla \times \mathbf{E} = -\mu \frac{\partial \mathbf{H}}{\partial t} \]  
(15a)
\[ \nabla \times \mathbf{H} = \epsilon \frac{\partial \mathbf{E}}{\partial t} + \sigma \mathbf{E} + j_i \]  
(15b)

where \( \mathbf{E} \) is electric field intensity, \( \mathbf{H} \) is magnetic field intensity, \( j_i \) is input (supply) current density, \( \mu \), \( \epsilon \), and \( \sigma \) are permeability, permittivity, and conductivity, respectively.

In this article, we apply an implicit unconditionally stable time-domain scheme developed in [20] to an FDTD-based discretization of Maxwell’s equations. In this method, we discretize Maxwell’s equations (15) as
\[ S_{e}\{e\}^{n+1} = \mathbf{D}_\mu \{h\}^{n+\frac{1}{2}} - \{h\}^{n-\frac{1}{2}} / \Delta t \]  
(16a)
\[ S_{h}\{h\}^{n+\frac{1}{2}} = \mathbf{D}_\epsilon \{e\}^{n+1} - \{e\}^n / \Delta t + \mathbf{D}_\sigma \{e\}^{n+1} \]  
(16b)

where \( \{e\} \) represents the vector of electric fields at the \( n \)th time instant, \( \{h\}^{n+\frac{1}{2}} \) represents the vector of magnetic fields at the \( n + \frac{1}{2} \) time instant, and \( \{j_g\}^{n+1} \) represents the vector of conduction current densities in graphene layers, which is obtained from (14). In (16), \( \{j_i\} \) denotes a vector of input current densities \( \mathbf{D}_\mu \), \( \mathbf{D}_\epsilon \), and \( \mathbf{D}_\sigma \) are diagonal matrices of permeability, permittivity, and conductivity (for the non-graphene region, respectively). The matrix-vector products \( S_e\{e\} \) and \( S_h\{h\} \) represent discretized \( \nabla \times \mathbf{E} \) and \( \nabla \times \mathbf{H} \). The \( S_e \) and \( S_h \) can be readily constructed using a single-grid patch-based FDTD formulation developed in [21].

The Drude-model-based simulation algorithm is realized by substituting the current density \( \{j_g\}^{n+1} \) in (14) into the right-hand side of Maxwell solver (16). The procedure, written in a pseudocode, is shown in Algorithm 1.
Algorithm 1: Drude Model + FDTD.

Set excitation and boundary conditions;
Initialize electromagnetic fields \( \{e\}^1 \) & \( \{h\}^\frac{1}{2} \);
for time step \( n := 1 \) to \( n_{\text{max}} \) do
  Update \( \{j_g\}^{n+1} \) with \( \{j_g\}^n \) & \( \{e\}^n \);
  Update \( \{h\}^{n+\frac{1}{2}} \) with \( \{e\}^n \) & \( \{j_g\}^{n+1} \);
end

III. FIRST-PRINCIPLES-BASED MULTIPHYSICS MODELING AND SIMULATION OF CU-G HYBRID INTERCONNECTS

As shown in previous section, a Drude-model-based simulation relies on a few simplifications, which can miss the dynamic nonlinear physics at high frequencies, including both the nonlinear buildup of the conduction current in graphene and the nonlinear coupling between the electric field and electrons inside graphene layers. Therefore, an accurate model requires a direct observation of the charge carriers in graphene, thereby requires a direct solution of the charge carrier distribution function \( f(r, k, t) \) through Boltzmann transport equation (1). In this section, we present a first-principles-based multiphysics modeling and simulation algorithm, cosimulating directly in the time-domain Maxwell’s equations, equations characterizing graphene materials, and Boltzmann equation from dc to high frequencies, the preliminary work of which is shown in our conference paper [15]. This algorithm has also been validated through extensive numerical experiments and comparisons with measurements as shown in [16].

A. First-Principles-Based Multiphysics Modeling and Simulation Algorithm

The system of equations, which governs the electrical performance of Cu-G interconnects, consists of three sets of first-principle equations, namely Maxwell’s equations (15), Boltzmann equation (1), and the dispersion relation of graphene (4). Because the carrier distribution function \( f \) is a function of \( r, k, \) and \( t \), the computational domain for this model has seven dimensions in a 3-D analysis and five dimensions in a 2-D analysis. A flow of the cosimulation of these equations in the time domain is illustrated in Fig. 1. At the beginning, the charge carrier distribution \( f(r, k, t) \) is initialized as equilibrium Fermi–Dirac distribution (2) for every spatial point in graphene, and the electromagnetic fields are initialized as zero. Then, at every time instant, given an external source, Maxwell’s equations (15) are solved to obtain electric field \( E(r, t) \), using which Boltzmann equation (1) can be solved to obtain charge carrier distribution \( f(r, k, t) \). By integrating \( f(r, k, t) \) over \( k \)-space as shown in (3), the conduction current density \( j_g(r, t) \) in graphene layers can be calculated at each space point. At next time instant, the graphene’s conduction current density term \( \sigma E \) in Maxwell’s equations (15) is replaced by latest \( j_g(r, t) \), while the conduction current density in other conducting materials is still updated using \( \sigma E \). Now, with all the current terms updated, Maxwell’s equations (15) are ready to be solved for next time instant. The whole process continues until a desired time is reached or until the physical phenomenon happening in a Cu-G interconnect has reached its steady state.

We also develop an unconditionally stable time marching scheme to remove the dependence of time step on space step for an efficient simulation of the multiscaled and multiphysics system. The numerical solver for the Maxwell subsystem is already shown in (16). For the Boltzmann subsystem, substituting (5) into (1), the 2-D Boltzmann equation for graphene in the 4-D phase space \((x - y - k_x - k_y)\) becomes

\[
\frac{v_F}{k} \left( k_x \frac{\partial f}{\partial x} + k_y \frac{\partial f}{\partial y} \right) + \left( E_\parallel \frac{\partial f}{\partial k_x} + E_\perp \frac{\partial f}{\partial k_y} \right) \frac{\partial f}{\partial t} = -f - f_0 \frac{\tau}{t}.
\]

(17)

Having \( \nabla_r \) and \( \nabla_k \) discretized with the central difference in the phase space, the remaining \( \partial/\partial t \) could be discretized in time with a backward difference to guarantee the unconditional stability. As a result, we obtain

\[
(S_r + S_k^n)\{f\}^{n+1} + \left\{ f \right\}^n - \left\{ f \right\}^n = \left\{ f_0 \right\} - \left\{ f \right\}^{n+1} \frac{\Delta t}{\tau}
\]

(18)

where \( \left\{ f \right\}^n \) is the vector of carrier distribution function at the \( n \)th time instant, \( S_r \{ f \} \) and \( S_k^n \{ f \} \) represent discretized \( \nabla_r f \) and \( \frac{q}{\hbar} E \cdot \nabla_k f \), respectively. Here, the superscript \( n \) of \( S_k^n \) denotes the time instant of \( E \) used to obtain \( S_k^n \). The grid used for discretizing the Maxwell’s equations is also used for solving the Boltzmann subsystem, and the \( f \) is assigned at the \( H \)'s points. The electric field \( E \) used in the Boltzmann equation is center averaged by neighboring \( E \) fields in the grid. The matrix-based expression, here, follows a similar logic as that in the Maxwell subsystem. The proposed time-marching formula for the Boltzmann subsystem (18) can be written as

\[
B^n\{ f \}^{n+1} = \{ f \}^n + \{ f_0 \}
\]

(19)

where the constant term \( \{ f_0 \} = \{ f_0 \} \Delta t/\tau \) and the system matrix

\[
B^n = I + \Delta t/\tau + \Delta t(S_r + S_k^n).
\]

(20)
As for the coupling between the Maxwell subsystem and the Boltzmann subsystem, the Boltzmann subsystem directly uses the electric field intensity $E$ from the Maxwell subsystem, whereas the Maxwell subsystem uses, indirectly from the Boltzmann subsystem, the conduction current density $\{j_g\}^n$ in graphene layers. The $\{j_g\}^n$ is evaluated from $\{f\}^n$ through the integration of (3), which is numerically evaluated from a trapezoidal integration rule in the truncated $k$-space. The numerical trapezoidal integration could also be expressed by a matrix-vector product of $\{j_g\}_{2D} = \text{S}_{j\text{del},D\text{del},2D} \{f\}^n$. The $\{j_g\}_{2D}$, here, is a surface current density, which agrees with the fact that graphene is a 2-D material whose current flow is a sheet current flow. However, Maxwell’s equations require a volume current density $\{j_g\}^n$. Here, we can treat a graphene layer as a thin sheet [7] and obtain an equivalent volume current density $\{j_g\}^n = \{j_g\}_{2D}^n/dz$, [22] where $dz$ is the grid size perpendicular to the graphene sheet. Thus, by using $\text{S}_j = \text{S}_{j\text{del},D\text{del},2D}/dz$, we obtain

$$\{j_g\}^n = \text{S}_j \{f\}^n. \quad (21)$$

The coupled systems of equations, including the Maxwell subsystem (16), the Boltzmann subsystem (19), and the coupling mechanism through conduction current density (21), constitute a nonlinear system of equations, as shown in the following:

$$\begin{bmatrix} \text{M}_A & 0 \\ 0 & \text{B}^n \end{bmatrix} \begin{bmatrix} \{x\}^{n+1} \\ \{f\}^{n+1} \end{bmatrix} = \begin{bmatrix} \text{M}_B & \text{M}_j \\ 0 & \text{I} \end{bmatrix} \begin{bmatrix} \{x\}^n \\ \{f\}^n \end{bmatrix} + \begin{bmatrix} \{x_0\}^{n+1} \\ \{f_0\} \end{bmatrix} \quad (22)$$

where

$$\{x\}^n = \begin{bmatrix} \{e\}^n \\ \{h\}^{n-\frac{1}{2}} \end{bmatrix}$$

and

$$\text{M}_A = \begin{bmatrix} \frac{D_e}{\Delta t} + D_\sigma & -S_\sigma \\ S_e & \frac{D_\sigma}{\Delta t} \end{bmatrix} \quad \text{and} \quad \text{M}_B = \begin{bmatrix} \frac{D_e}{\Delta t} & 0 \\ 0 & \frac{D_\sigma}{\Delta t} \end{bmatrix}$$

$$\text{M}_j = \begin{bmatrix} -S_j & 0 \\ 0 & \{x_0\}^{n+1} \end{bmatrix} + \begin{bmatrix} \{-j_i\}^{n+1} \\ 0 \end{bmatrix}.$$ 

Given an initial condition $\{x\}^0$ and $\{f\}^0$, and the excitation $\{x_0\}$, we can update the system in time based on (22), and obtain a first-principles-based response of general 3-D Cu-G hybrid nanoconnects.

In [16], we provide a detailed proof on the unconditional stability of the whole time marching system (22) regardless of the choice of time step. The unconditional stability of the entire system allows both Maxwell and Boltzmann subsystems to use the same arbitrary time step for time marching, despite their disparate characteristic time constants. Hence, the time step can be chosen solely based on accuracy. For the Boltzmann subsystem, the relaxation time approximation in Boltzmann equation (1) assumes an exponential decay with a relaxation time $\tau$. Therefore, the physical process suggests the Boltzmann subsystem have a characteristic time constant $\tau$. An accurate choice of time step in Boltzmann subsystem is, thus, one satisfying $\Delta t \leq \tau/10$. The characteristic time constant of Maxwell subsystem is usually determined by the maximum signal frequency $\nu_{\text{sig}}$, which requires a $\Delta t \leq 1/(10\nu_{\text{sig}})$. As a result, for accuracy, the time step of the entire coupled system can be chosen as

$$\Delta t \leq \min\{\tau/10, 1/(10\nu_{\text{sig}})\}. \quad (23)$$

B. Comparison Between the First-Principles-Based Simulation and the Drude-Model-Based Simulation

The key difference between the first-principles-based simulation and the Drude-model based one is their way to deal with the conduction current in graphene. The first-principles model utilizes the dynamic time-domain response by directly solving Boltzmann equation (1), while the Drude model simplifies the Boltzmann transport theories to a steady-state conductivity model. The three major assumptions made in the Drude model may no longer be valid in simulating realistic ultra-scaled Cu-G hybrid nanoconnects in a high-frequency setting, as revealed by the numerical examples shown in Section IV. Through extensive numerical experiments, we find that the spatial size and the signal frequency can determine the difference between the two simulations. First, a spatial size smaller than 100 nm can significantly increase the spatial variance of $\sigma_{dc}$, extracted from a direct Boltzmann solver, thus, can decrease the reliability of ignoring the spatial variation term $\nu \cdot \nabla_x f$ in Boltzmann (1). Second, a high signal frequency, which is comparable to the back-scattering frequency of graphene, can lead to a nonlinear response, thus making the linear-response-based Drude model less accurate. The effect of simplifying $f$ in $k$-space is hard to distinguish in the comparison made here, because part of the effect is already included in $\sigma_{dc}$, and $\sigma_{dc}$ in Drude model is provided from our direct Boltzmann solver.

IV. NUMERICAL RESULTS

In this section, we simulate a suite of examples to make a comparison between the first-principles-model-based simulation and the Drude model based one in analyzing Cu-G hybrid nanoconnects. Numerical results indicate that two factors, spatial size and signal frequency, can determine the difference between the two simulations.

A. Validation of Both Simulations (First-Principles-Based and the Drude-Model-Based Simulations) at DC

The example is a graphene ribbon subject to a constant electric field, as shown in Fig. 2. In this case, the time-domain current density, from equilibrium state to steady state, has an analytical expression using the Drude model, as derived as follows. From the inverse Fourier transform, the time-domain counterpart of Drude model $\sigma_g(\omega) = \sigma_{de}/(1 + j\omega\tau)$ can be found as

$$\sigma_g(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{\sigma_{de}}{1 + j\omega\tau} e^{j\omega t} d\omega = \frac{\sigma_{de}}{\tau} e^{-t/\tau}. \quad (24)$$
Given a constant electric field $E$, the time-domain current density in the graphene layer is

$$ j_y(t) = \sigma_g(t) * E(t) = \int_{-\infty}^{+\infty} \sigma_g(t - t') E(t') dt'$$

$$= \int_{0}^{t} \frac{\sigma_{dc}}{\tau} e^{-(t-t')/\tau} E(t') dt' = \sigma_{dc} E (1 - e^{-t/\tau}) $$

(25)

where $*$ denotes convolution. The above-mentioned equation can be used as a benchmark to validate both the numerical Drude-model-based simulator and the first-principles-based simulator developed in this article.

In this example, initial $f$ is Fermi–Dirac distribution (2), Fermi energy $\xi_F = 0.21$ eV, relaxation time $\tau = 4 \times 10^{-11}$ s, the electric field $E_{y0} = 2 \times 10^5$ V/m, $dx = 5.4 \mu m$, and $dy = 5 \mu m$. Both simulators use the same $dt = 1 \times 10^{-12}$ s. After performing the time marching, it is found that the current densities obtained from both simulators, as shown in Fig. 3, agree very well with each other, and also with the analytical data.

Another feasible validation example is to find the surface dc conductivity $\sigma_{dc,2d}$ of a graphene sheet. Although the model developed in this article aims at the high-frequency and non-linear responses of graphene, the solver can also accurately reproduce the measured $\sigma_{dc,2d}$. One measurement reports a

$$\sigma_{dc,2d} = 0.015$$ S [13] for a graphene sheet of Fermi energy $\xi_F = 0.21$ eV, mean free path $l = 600$ nm, therefore, relaxation time $\tau = 1/l_{\xi_F} = 6 \times 10^{-13}$ s. After substituting these parameters into the simulation result shown in Fig. 3, and dividing the steady-state surface current density $j_y$ by the constant electric field $E_{y}$, the proposed Boltzmann solver gives a simulated $\sigma_{dc,2d} = 0.0147$ S, which agrees very well with the measurements since the relative error is only 2.0%.

B. Analysis of Graphene-Encapsulated Cu Nanointerconnects and Comparisons Between First-Principles-Based Simulation and Drude-Model-Based Simulation

A Cu-G nanointerconnect encapsulated by a single graphene layer on the top, left, and right sides [1] is simulated, whose geometry and discretization are illustrated in Fig. 4. The Cu interconnect, with $W = 10$ nm, $H = 10$ nm, and $L = 10 \mu m$, is discretized into a uniform $10 \times 8 \times 20$ grid. Graphene layers have a relaxation time $\tau = 2 \times 10^{-11}$ s and a Fermi energy $\xi_F = 0.21$ eV, based on which we truncate the effective $k$-space into an energy range from 0 to $2\xi_F$. Then, we discretize the truncated 2-D $k$-space with $10 \times 20$ grid cells. The extracted surface conductivity of graphene is $\sigma_{dc,2d} = 0.2286$ S. The Maxwell computation domain is a box with perfect electric conductor (PEC) boundaries at the top and the bottom, and PMC boundaries at the other four sides. For the aforementioned real space grid, due to the small spatial feature, conventional conditionally stable methods require about $10^7$ time steps to finish the simulation of the Maxwell subsystem, and $10^9$ time steps to simulate the Boltzmann subsystem in the window of a full pulse [23]. However, using the proposed unconditionally stable algorithm, only 200 time steps are required, where time step is solely determined by accuracy as given by (23). Furthermore, the same time step is used for simulating both Maxwell and Boltzmann subsystems.

From extensive numerical experiments, we find propagation delay and voltage drop are good metrics to demonstrate the difference between a first-principles-based simulation and a simplified-model-based simulation. Moreover, in the following
with $s$, the maximal signal frequency of which is $2\times 10^9$ Hz. To show the effect of high signal frequency, a Gaussian derivative source current density is injected from the near end of the structure in Fig. 4. The Gaussian derivative pulse has a relatively narrow frequency band, which helps the analysis of the difference between the two simulations. For the injected source current, it has a waveform of $j_i = -(t - t_0)\exp\left(-\frac{(t - t_0)^2}{\tau_s}\right) \times 1.6 \times 10^7$ A/m$^2$, where $t_0 = 4\tau_s$ and $\tau_s = 2 \times 10^{-11}$ s, the maximal signal frequency of which is approximately 50 GHz. Here, the relaxation time of graphene is still $\tau = 2 \times 10^{-11}$ s, yielding a back scattering frequency of 50 GHz and a surface dc conductivity $\sigma_{dc,2d} = 0.2286$ S. The source current and the voltage drop along the single graphene-encapsulated Cu nanointerconnect are plotted in Fig. 6(a).

As can be seen from the waveform of voltage drops in Fig. 6(a), Drude-model-based simulation predicts a Gaussian derivative voltage drop that is the same as the waveform of the source current, therefore, indicates a pure resistor-like performance. However, the first-principles model shows an oscillating voltage drop, therefore, predicts a full-wave effect for the graphene-encapsulated Cu nanointerconnect. As for the low-frequency comparison, one example at dc is already shown in Fig. 3, where the Drude model agrees very well with the first-principles solver.

The reason to the difference caused by a high signal frequency is much more complicated than that caused by the spatial factor. First, Drude model assumes a linear coupling between the Maxwell and Boltzmann subsystems by using Ohm's Law (11). However, this is unlikely to be the case. For example, the non-linear operation (3), an integration of $f$ over k-space to obtain the current, can directly cause the nonlinear coupling between the Maxwell and Boltzmann subsystems. Second, Drude model assumes a linear response in Boltzmann equation by replacing $\partial j / \partial t$ with $j\omega$. The Boltzmann equation has its own characteristic frequency $\omega_{BE}$ determined by the relaxation time $\tau$, which tells as in the small example. The simulated propagation delays from two simulations are listed in Table I. For the small example, the Drude model gives a propagation delay three times larger than the first-principles-based multiphysics simulation. For the larger example, the difference between two simulations becomes much smaller. More experiments show that 100 nm is a good separation criterion, above which two simulations give almost the same results, whereas below 100 nm two simulations can be very different. Direct observations on the extracted $\sigma_{dc}$ of the graphene plane show a large spatial variation when the spatial size is smaller than 100 nm. However, when the spatial size is larger than 100 nm, the extracted $\sigma_{dc}$ is identical everywhere in the graphene plane. As analyzed previously, a major difference between two simulations is the Drude model's ignoring the spatial variation term $v \cdot \nabla \tau f$ in Boltzmann (1).

2) Determining Factor 2-Signal Frequency: To show the effect of a high signal frequency, a Gaussian derivative source current density is injected from the near end of the structure in Fig. 4. The Gaussian derivative pulse has a relatively narrow frequency band, which helps the analysis of the difference between the two simulations. For the injected source current, it has a waveform of $j_i = -(t - t_0)\exp\left(-\frac{(t - t_0)^2}{\tau_s}\right) \times 1.6 \times 10^7$ A/m$^2$, where $t_0 = 4\tau_s$ and $\tau_s = 2 \times 10^{-11}$ s, the maximal signal frequency of which is approximately 50 GHz. Here, the relaxation time of graphene is still $\tau = 2 \times 10^{-11}$ s, yielding a back scattering frequency of 50 GHz and a surface dc conductivity $\sigma_{dc,2d} = 0.2286$ S. The source current and the voltage drop along the single graphene-encapsulated Cu nanointerconnect are plotted in Fig. 6(a).

As can be seen from the waveform of voltage drops in Fig. 6(a), Drude-model-based simulation predicts a Gaussian derivative voltage drop that is the same as the waveform of the source current, therefore, indicates a pure resistor-like performance. However, the first-principles model shows an oscillating voltage drop, therefore, predicts a full-wave effect for the graphene-encapsulated Cu nanointerconnect. As for the low-frequency comparison, one example at dc is already shown in Fig. 3, where the Drude model agrees very well with the first-principles solver.

The reason to the difference caused by a high signal frequency is much more complicated than that caused by the spatial factor. First, Drude model assumes a linear coupling between the Maxwell and Boltzmann subsystems by using Ohm's Law (11). However, this is unlikely to be the case. For example, the non-linear operation (3), an integration of $f$ over k-space to obtain the current, can directly cause the nonlinear coupling between the Maxwell and Boltzmann subsystems. Second, Drude model assumes a linear response in Boltzmann equation by replacing $\partial j / \partial t$ with $j\omega$. The Boltzmann equation has its own characteristic frequency $\omega_{BE}$ determined by the relaxation time $\tau$, which tells as in the small example. The simulated propagation delays from two simulations are listed in Table I. For the small example, the Drude model gives a propagation delay three times larger than the first-principles-based multiphysics simulation. For the larger example, the difference between two simulations becomes much smaller. More experiments show that 100 nm is a good separation criterion, above which two simulations give almost the same results, whereas below 100 nm two simulations can be very different. Direct observations on the extracted $\sigma_{dc}$ of the graphene plane show a large spatial variation when the spatial size is smaller than 100 nm. However, when the spatial size is larger than 100 nm, the extracted $\sigma_{dc}$ is identical everywhere in the graphene plane. As analyzed previously, a major difference between two simulations is the Drude model's ignoring the spatial variation term $v \cdot \nabla \tau f$ in Boltzmann (1).

2) Determining Factor 2-Signal Frequency: To show the effect of a high signal frequency, a Gaussian derivative source current density is injected from the near end of the structure in Fig. 4. The Gaussian derivative pulse has a relatively narrow frequency band, which helps the analysis of the difference between the two simulations. For the injected source current, it has a waveform of $j_i = -(t - t_0)\exp\left(-\frac{(t - t_0)^2}{\tau_s}\right) \times 1.6 \times 10^7$ A/m$^2$, where $t_0 = 4\tau_s$ and $\tau_s = 2 \times 10^{-11}$ s, the maximal signal frequency of which is approximately 50 GHz. Here, the relaxation time of graphene is still $\tau = 2 \times 10^{-11}$ s, yielding a back scattering frequency of 50 GHz and a surface dc conductivity $\sigma_{dc,2d} = 0.2286$ S. The source current and the voltage drop along the single graphene-encapsulated Cu nanointerconnect are plotted in Fig. 6(a).

As can be seen from the waveform of voltage drops in Fig. 6(a), Drude-model-based simulation predicts a Gaussian derivative voltage drop that is the same as the waveform of the source current, therefore, indicates a pure resistor-like performance. However, the first-principles model shows an oscillating voltage drop, therefore, predicts a full-wave effect for the graphene-encapsulated Cu nanointerconnect. As for the low-frequency comparison, one example at dc is already shown in Fig. 3, where the Drude model agrees very well with the first-principles solver.

The reason to the difference caused by a high signal frequency is much more complicated than that caused by the spatial factor. First, Drude model assumes a linear coupling between the Maxwell and Boltzmann subsystems by using Ohm's Law (11). However, this is unlikely to be the case. For example, the non-linear operation (3), an integration of $f$ over k-space to obtain the current, can directly cause the nonlinear coupling between the Maxwell and Boltzmann subsystems. Second, Drude model assumes a linear response in Boltzmann equation by replacing $\partial j / \partial t$ with $j\omega$. The Boltzmann equation has its own characteristic frequency $\omega_{BE}$ determined by the relaxation time $\tau$, which tells

---

**TABLE I**

**Propagation Delay Predicted by the First-Principles-Based Simulation and the Drude-Model-Based One**

<table>
<thead>
<tr>
<th>Feature Size</th>
<th>Bare Cu</th>
<th>Cu-G Drude</th>
<th>Cu-G First-Principles</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 nm × 10 nm × 10 μm</td>
<td>2.2513 ps</td>
<td>1.5830 ps</td>
<td>0.5864 ps</td>
</tr>
<tr>
<td>100 nm × 100 nm × 100 μm</td>
<td>2.2513 ps</td>
<td>2.1201 ps</td>
<td>1.8476 ps</td>
</tr>
</tbody>
</table>

---

Fig. 5. Near- and far-end port voltages of a Cu-G nanointerconnect. The red color is from the first-principles-based multiphysics simulation, the blue color is from the Drude-model-based simulation, and the black color is from the simulation of Bare Cu counterparts without graphene coating. All solid lines represent far-end voltages while dashed and dotted lines represent near-end voltages. (a) Simulation of the Cu-G nanointerconnect in Fig. 4. (b) Simulation of a 10 times larger version of the Cu-G interconnect in Fig. 4.

---

1) Determining Factor 1-Feature Size: We first analyze the propagation delay in the Cu-G nanointerconnect by injecting a current source of

$$j_i(t) = \begin{cases} 1.09 \times 10^{10} \text{ A/m}^2 & 7.5 \text{ ps} < t < 57.5 \text{ ps} \\ 0 & \text{otherwise} \end{cases}$$

The resulting port voltages, given in Fig. 5, has a rising time of 50 ps. To show the effect of spatial size, a small example of 10 nm × 10 nm × 10 μm and a larger example of 100 nm × 100 nm × 100 μm are simulated. The small example has a spatial size smaller than 100 nm. However, when the spatial size is larger than 100 nm, the spatial size is still 100 nm. Here, the relaxation time of graphene is $\tau = 2 \times 10^{-11}$ s, yielding a back scattering frequency of 50 GHz and a surface dc conductivity $\sigma_{dc,2d} = 0.2286$ S. The source current and the voltage drop along the single graphene-encapsulated Cu nanointerconnect are plotted in Fig. 6(a).

As can be seen from the waveform of voltage drops in Fig. 6(a), Drude-model-based simulation predicts a Gaussian derivative voltage drop that is the same as the waveform of the source current, therefore, indicates a pure resistor-like performance. However, the first-principles model shows an oscillating voltage drop, therefore, predicts a full-wave effect for the graphene-encapsulated Cu nanointerconnect. As for the low-frequency comparison, one example at dc is already shown in Fig. 3, where the Drude model agrees very well with the first-principles solver.
In this article, we develop two modeling and simulation algorithms for analyzing the on-chip Cu-G hybrid nanointerconnects. One algorithm uses a simplified Drude model together with the FDTD, while the other is a multiphysics model cosimulating in the time-domain Maxwell’s equations, Boltzmann equation under relaxation time approximation, and the linear dispersion of graphene. The differences between two algorithms are theoretically analyzed by examining the assumptions and simplifications made in the Drude model. Moreover, we also study the differences via numerical experiments performed on the graphene-encapsulated Cu nanointerconnects. From our analysis, an on-chip Cu-G hybrid system, featuring a high operating frequency and a sub-10 nm dimension, requires a more accurate first-principles-based modeling and simulation algorithm so that the dynamic coupling between graphene and electromagnetic fields can be accurately captured. In the future, more physical effects, such as the surface scattering at the Cu-G interface, can be included to enrich the multiphysics model and enhance its prediction power.
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