
 

How do we write
conditional probabilities
using cats pots and

pints
Recall that for two

events A and B

as long as P B 0

To write a form of

a calf consider the

case for a ru

X and some XER

Then we have

Conditional Distributions

A = fX · xg

P (AjB) = P (A \B)
P (B)



This is called the

conditional cdf of X

given
denoted Fx x B The

conditional pet of X

gristle

One particular case

of interest is

for some te IR

P (X · xjB) = P (fX · xg \B)
P (B)

fX (xjB) =
d

dx
FX (xjB)

B = fX > tg



then we get

We want to write the

right hand side in

terms of the calf
of X so consider
two cases

t
The event that X lies
in both shaded regions
is 0 so

for x et

FX(xjX > t) =
P (fX · xg \ fX > tg)

P (X > t)

x · t

FX(xjX > t) =
P (Á)

P (X > t)
= 0



At

ft Xcx

in this case so

Combining the two cases

and differentiating
Wrt x to get the

conditional pdf gives

x > t

= ft < X · xgfX · xg \ fX > tg

FX(xjX > t) =
P (t < X · x)
P (X > t)

=
FX (x)¡ FX (t)
1¡ FX (t)

fX (xjX > t) =

8
><

>:

0; x · t
fX (x)

1¡ FX (t)
; x > t



This distribution
can be used in

modeling rare or extreme

events in a field
called extremevalue
statistics

Example ffxlxlX t

fix
x

We have now defined
FX (xjB) = P (X · xjB)



song Bayes Theorem
we have

assuming PLXED O
and P B 40

In practice we often
want to condition

on Xox instead of

XE x Lt X is a

continuous ru we

cannot use our previous
definition of condo

probability to do this

since PLX x 0 HER

P (X · xjB) = P (BjX · x)P (X · x)
P (B)



in that case

Instead let

Using some Calculus
leads to

for all x where

fx6 O

Now consider fix B

for the case

for some ye IR

let

P (BjX = x) = lim
¢x!0

P (Bjx < X · x+¢x)

P (BjX = x) =
fX (xjB)P (B)

fX (x)

B = fY = yg

fX(xjY = y) = lim
¢y!0

fX(xjy < Y · y +¢y)



Using some more

Calculus gives

Hy where fyly 0

Notation We will
write as

Note that this is
a function of two

variables x y For two

different values 41,92
we might have for example

faithfully

fX(xjY = y) =
fXY (x; y)

fY (y)

fXjY (xjy)fX(xjY = y)



so the value of
the function fatly
at a point to

depends not only on

the value of Xo but
also on the value of

Y
For a fixed y and
two different values
of X the values of
the function can be

determined with one

graph

We have found that



finely fifty
Similarly we could

find

solving these two for

fxy and equating
them gives

This is another
form of Bayes
Theorem

fY jX (yjx) =
fXY (x; y)

fX (x)

fXjY (xjy) =
fY jX (yjx) fX (x)

fY (y)



We also have another

form of the Total

Probability law TPL

fY (y) =

Z 1

¡1
fXY (x; y) dx =

Z 1

¡1
fY jX (yjx) fX (x) dx


