









































































































We have introduced two

vs X and Y and discussed

events of the type
XY ED for DCR

can write probabilities for

this type of event in

terms of the measure P

Plaided
Now consider more practical
representations of the distribution

describing X Y

Defn The joint cumulative
distributionfun For
joint distributionfunction or joint
Cdf of rus X and Y is

FXY (x; y) = P (fX · xg \ fY · yg)

The Joint Cumulative Distribution Function










































































































Ax yet
or all Exg EIR

this

Some properties of Fx

Fx and Fy are

called the marginal
Ifs of X and Y

P (X · x; Y · y)

FXY (x; y) = P ((X;Y )

lim
x!¡1

FXY (x; y)

= lim
y!¡1

FXY (x; y) = 0

lim
x!1

FXY (x; y) = FY (y) ; 8y 2 R

lim
y!1

FXY (x; y) = FX (x) ; 8x 2 R

_ lies

in the shaded region)










































































































For

EÉ
Him

ÉEIFFE

the student

It is difficult to write

PICKY ED for some D
where D is a circle

P (x1 < X · x2; y1 < Y · y2) =

x1 < x2; y1 < y2;

FXY (x2; y2)¡ FXY (x2; y1)¡ FXY (x1; y2)
+FXY (x1; y1)
































The Joint Probability Density Function












































for example in terms of
the joint df so the joint

pdf is more useful in

practice often

density function or jointE

of X and Y is

for all x y where
these partials exist

using calculus can show
that for Dca

D
Important I

P ((X;Y ) 2 D) =
Z Z

D
fXY (x; y) dxdy

fXY (x; y) =
@

@x

@

@y
FXY (x; y)


































































Ex Let

then

m

Offa
would probably want to
do a change of variables
to polar coordinates to
evaluate tho

Some properties of the
joint pdf

=

Z d

¡d

Z p
d2¡x2

¡
p
d2¡x2

fXY (r; s) dsdr

Z 1

¡1

Z 1

¡1
fXY (x; y) dxdy = 1

P
¡
(X;Y ) 2 R2

¢

FXY (x; y) =

Dd =
©
(x; y) 2 R2 : x2 + y2 · d2

ª

P ((X;Y ) 2 Ddg
































































for all
TYER

The marginal pds of
X and Y can be
found using

If X and Y are both discrete
we use the joint pint

Deaf ItIhE_function

two discrete rus X Y is

Z x

¡1

Z y

¡1
fXY (r; s) dsdr

P (X · x; Y · y)

fY (y) =

Z 1

¡1
fXY (x; y) dx

fX (x) =

Z 1

¡1
fXY (x; y) dy

The Joint Probability  Mass Function



AXERx YERY

Some properties

Er Er Pxxx y
Marginal pints

Px x Er PxyGy HER
Pyly Ey Pxy m

HyeRy

pXY (x; y) = P (fX = xg \ fY = yg)

= P (X = x; Y = y)


